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Einige Entwicklungsschwerpunkte in der Automatik
Von M. Mansour

1. Einführung
In der Automatik (Steuerungs- und Regelungstechnik) hat

in den letzten zwei Jahrzehnten eine stürmische Entwicklung
stattgefunden. Angefangen hat sie in den fünfziger Jahren
mit der Anwendung der L/apiwzov-Stabilitätstheorie für
Regelsysteme sowie der Einführung des Maximumprinzips von
Pontryagin und der dynamischen Programmierung von Bellman

für die Optimierung von dynamischen Systemen. Der
Durchbruch in der Automatiktheorie begann mit den Arbeiten

von Kaiman, die Wege zeigten zur Lösung des LQG-
Problems (L: lineares System, Q: quadratische Zielfunktion,
G: Gausssches Rauschen). Damit kann man die Probleme
der linearen Regler und der optimalen Filter lösen. Die
Lösung geht über die Integration der Matrix-Riccati-Gleichung
sowohl für die optimale Regelung als auch für die optimale
Filterung. Ende der sechziger und anfangs der siebziger
Jahre hat die stürmische Entwicklung einer langsamen und
nüchternen Entwicklung Platz gemacht. In den letzten Jahren

wurden keine grossen Entdeckungen gemacht, sondern
viele kleine Verbesserungen erzielt. In den folgenden Kapiteln

werden einige aktuelle Probleme und Forschungsrichtungen

gezeigt.

2. Systemtheorie und Theorie der grossen Systeme

Die Systemtheorie behandelt die mathematische Darstellung,

die Grundeigenschaften, wie Steuerbarkeit und
Beobachtbarkeit sowie die Analyse und Synthese von dynamischen

Systemen. In den letzten Jahren haben sich hauptsächlich

drei Formulierungsrichtungen kristallisiert, basierend
auf Modultheorie [1] T, geometrischen Methoden [2] und
Polynomialtheorie [3]. Man erwartet, dass diese Methoden
mehr Einsicht in die Grundlagen der Regelung geben. Die
Forschungsgebiete sind u. a.:

a) Strukturprobleme: invariante, kanonische Formen,
Realisationstheorie

b) Methoden der Differentialgeometrie für nichtlineare
Systeme

c) LQG-Theorie für Systeme mit verteilten Parametern
und Systeme mit Totzeit

d) Stochastische Systeme: Realisation, informationstheoretische

Betrachtungen
e) Identifikation
f) Differentialspiele.
Da sich die meisten technischen Systeme mehr und mehr

zu komplexen Gebilden entwickelt haben, und da die
nichttechnischen Systeme - wie wirtschaftliche und soziale
Systeme - von Natur aus komplex sind, sind neue Methoden
erforderlich, um solche Systeme effizient zu behandeln. Die
Regelung von grossen Systemen ist einfacher realisierbar
durch Aufteilung in lokale Regelungen mit entsprechenden
Zielen sowie zentrale Koordination. Infolge der Verbreitung
von Mikrorechnern ist die hierarchische Struktur der Regelung

von grossen Systemen auch wirtschaftlicher (Multilevel-
Systeme).

Siehe Literatur am Schluss des Aufsatzes.

681.5
Drei Probleme stehen im Vordergrund:
a) Theorie: Aufteilung und Koordination, so dass das

globale Ziel erreicht wird
b) Software: Aufteilung der Datenbanken
c) Die Daten-Kommunikation zwischen den verschiedenen

Rechnern muss zweckmässig und wirtschaftlich sein.
Informationstheoretische Probleme spielen dabei eine grosse
Rolle.

Zur Lösung dieser drei Probleme wurde in den letzten
Jahren viel Arbeit geleistet. Die Resultate sind jedoch erst
zum Teil reif für die praktische Anwendung.

Ein Multilevel-System funktioniert wie folgt: Der Koordinator

initialisiert einen iterativen Algorithmus, der die
Systemlösungen zum globalen Optimum konvergieren lässt. In
der Online-Regelung wird das letzte Resultat des iterativen
Prozesses dem System zugeführt.

Falls das System aufgeteilt wird, so dass die
Subsystemverbindungen schwach sind, erfolgt eine dezentrale Regelung:

Die Regler der ersten Stufe kompensieren die lokalen
Einflüsse der Störungen; der Regler der zweiten Stufe
kompensiert den Einfluss der Änderungen in der Kopplungsvariablen

auf das globale Verhalten, wobei die Frequenz der
zweiten Stufe niedrig sein darf.

Ein anderes Problem bei grossen Systemen ist die
Modellvereinfachung. Dabei wird das komplexe System durch ein
einfaches Modell dargestellt. Zwei Klassen von Methoden
stehen im Vordergrund, nämlich die «Aggregations»-
Methodenund die «Perturbations»-Methoden [4...6].

Fig. 1 Hierarchisches System mit zwei Stufen für lokale Optimierung
und globale Koordination

Wichtige Beispiele von grossen Systemen, wo die Theorie
teilweise angewendet wurde, sind Energiesysteme,
Transportsysteme, chemische Prozesse und wirtschaftliche
Systeme [5], Fig. 1 zeigt ein hierarchisches System mit zwei
Stufen.

3. Computersteuerung und -regelung

Im 18. Jahrhundert machte es die Technologie möglich,
dass Maschinen die Muskelkraft von Mensch und Tier ersetzen.

Im 20. Jahrhundert hat es der Digitalrechner möglich
gemacht, einfache Gehirnprozesse, wie Arithmetik und In-
formationsspeicherung, durch Datenverarbeitung zu ersetzen.

Die Entwicklung in Wissenschaft und Technik geht in
der Richtung, dass auch höhere Gehirnprozesse, wie
Mustererkennung, Identifikation, logische Entscheidungen,
Lernvorgänge usw. durch entsprechende Funktionen des
Digitalrechners ersetzt werden. Dank der raschen Entwicklung in
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Fig. 2 Computerregelung eines Kraftwerkes

der Halbleiterelektronik sind viele dieser Funktionen realisiert

worden. Es ist heutzutage unvorstellbar, dass eine grosse
industrielle Anlage, sei es ein Kraftwerk oder eine chemische

Fabrik, ohne Rechnereinsatz für die Steuerung, Regelung
und Überwachung entworfen wird. Viele Anlagen mit
Computersteuerung wurden in den letzten Jahren auf den
verschiedenen technischen Gebieten realisiert [7]. Fig. 2 zeigt
beispielsweise die Computerregelung eines Kraftwerkes.

Hardware- und Software-Probleme
Die Einführung der Mikroprozessoren hat es ermöglicht,

dass der Computereinsatz für viele neue Anwendungszwecke
wirtschaftlich geworden ist. Hierarchische Strukturen und
adaptive Regelungen können realisiert werden. Wichtige
Probleme beim Einsatz von Mikroprozessoren sind, die
Aufteilung der Datenbanken auf die Rechner in den verschiedenen

Stufen der Hierarchie und der Datentransfer dazwischen.

In den letzten Jahren wurden grosse Anstrengungen
unternommen, um Standard-Software und Standard-Interface

zu entwickeln. Diese Standardisation wird natürlich viel
Arbeit sparen, in dem Sinne, dass die Software von einem

System zum andern übertragen werden kann. Auch der Vorteil,

nur eine Sprache zu lernen, ist nicht zu unterschätzen.
Hier seien die Arbeiten des «International Purdue Workshop
on Industrial Computer Systems» erwähnt.

4. Rechnerunterstützte Analyse und Synthese
von Regelsystemen

Eine wichtige Richtung der Forschung und Entwicklung
in der Automatik ist der Einsatz von Digitalrechnern für die

Analyse und Synthese von Regelstrecken. Verschiedene
Programmpakete wurden entwickelt, um interaktiv ein System
zu analysieren und synthetisieren, in bezug auf Stabilität,
stationäres und transientes Verhalten, Analyse in Zeit- und
Bildbereich, Identifikation, Sensitivitätsfunktion,
Parameteroptimierung, optimale Rückführung, Entwurf von Beobachtern

und Filtern, adaptive Regelung usw. Die Kommunikation

mit dem Rechner wurde in den letzten Jahren verbes¬

sert. Billige graphische und alphanumerische Terminals können

- zusammen mit effektiven time-sharing Systemen -
eingesetzt werden. Der Entwurf von Regelsystemen wird auf
diese Weise automatisiert, was die Gefahr in sich birgt, dass

die Automatik-Ingenieure, ausser denjenigen, die die

Programme entwickeln, weniger Einsicht in die Probleme
bekommen [9]. Um zu zeigen, wie rasch die Entwicklung auf
diesem Gebiet ist, sei erwähnt, dass sich ca. ein Drittel der

Vorträge an der internationalen Konferenz über «Trends in
Automatic Control Education», Barcelona 1977, mit solchen

Programmpaketen befassen werden [8; 9],

5. Nichttechnische Anwendungen

Man hat versucht, in den letzten Jahren die Systemtheorie
auf sozio-ökonomische Systeme, Verhaltensforschung,
biologische und medizinische Systeme sowie Umweltprobleme,
anzuwenden. Dabei spielt die Modellierung eine grosse
Rolle. Bevor diese Systeme günstig beeinflusst werden können,

müssen dafür zuverlässige Modelle erstellt werden. Die
meisten Arbeiten in dieser Richtung leiden darunter, dass,

sobald der Mensch als Teil dieser Systeme auftritt, die
Modelle unsicher werden und unter Umständen falsche Prognosen

geben. Einige Forscher glauben, dass diese Modelle sto-

chastische Modelle sein müssen, andere begnügen sich mit
deterministischen Modellen. Die Arbeiten auf diesen Gebieten

sind von grosser Bedeutung, da ihr Einfluss auf die

Entwicklung der Menschheit sehr gross ist. Voraussetzung ist

allerdings, dass die Wissenschaftler in Zukunft vermehrt
Einfluss auf die Politik ausüben werden [10...12].
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