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Die Zentralsteuerung im Integrierten Fernmeldesystem IFS-1")
Von W. Kreis

681.513.2 : 621.39; 681.325 : 621.39
Die Zentralsteuerung im digitalen IFS-1 steuert die vermittlungstechnischen peripheren Einheiten derart, dass 64 kbit/s Datenkandile zwischen
analogen oder digitalen Teilnehmerendgeriiten geschaltet werden. Sie besteht aus einem programmierten Prozessorsystem. Die Steuerabliiufe
einer Vermittlungsfunktion erfordern eine grissere Anzahl einfache, durch externe Ereignisse bestimmte Teilfunktionen. Gleichzeitig wird eine
Vielzahl von Vermittlungsfunktionen verarbeitet. Dadurch ist die Struktur der Steuerprogramme gegeben. Infolge der Zentralisierung der Steuer-
Sfunktionen muss das Prozessorsystem eine grosse Verfiigharkeit aufweisen. Eine redundante Konfiguration mit 3 synchronen Prozessoren und
verdoppelten Speichern und Ein-| Ausgabe-Einheiten erfiillt die Anforderungen. Die Fehlerbehebung stiitzt sich auf eine automatische Fehler-
eingrenzung durch Programme. Das System enthdlt zudem verschiedene Funktionen zur friihzeitigen Erkennung von Software-Fehlern.

La commande centrale dans le IFS-1 numérique commande les unités périphériques de transmission, de telle sorte que des canaux a 64 kbit/s
soient couplés entre terminaux analogiques ou numériques. Elle consiste en un systéme processeur programmé. La commande d’une fonction de
transmission nécessite un grand nombre de fonctions partielles simples, déterminées par des événements externes. Toute une série de fonctions
de transmission sont traitées simultanément, ce qui détermine la structure du programme de la commande. Du fait de la centralisation des fonc-
tions de commande, le systéme processeur doit présenter une grande disponibilité. Une configuration redondante avec 3 processeurs synchrones,
ainsi que des mémoires et unités d’entrees/sorties doublées, satisfait aux exigences. La suppression des erreurs est basée sur une localisation
automatique de celles-ci par le programme. Le systéme comprend en outre différentes fonctions pour reconnaitre a temps des erreurs du logiciel.

1. Einleitung

Das Integrierte Fernmeldesystem I[FS-1 ist das zukiinftige
Fernmeldesystem fiir die Telefonie und andere Fernmelde-
dienste in der Schweiz. Zurzeit wird an dessen Entwicklung
gearbeitet. Das System ist in zweierlei Hinsicht als integriert
zu bezeichnen:

— Integration von Ubertragungs- und Vermittlungstech-
nik, indem die Information in digital-codierter Form (Puls-
Code-Modulation PCM) iibertragen und vermittelt wird.

— Integration der Dienste, d.h. z.B. Telefonie- und
Datendienste werden in ein und demselben Fernmeldesystem
realisiert.

Im folgenden wird der FEinsatz des IFS-1 nur als
Telefoniesystem betrachtet, da auf absehbare Zeit die Ab-
wicklung des Telefonieverkehrs die iiberwiegende Anwen-
dung darstellen wird.

2. Das Konzept des IFS-1

Das IFS-1 besteht aus drei grossen Subsystemen (Fig. 1),
dem Kreisbetriebszentrum, dem Prozessorbereich und dem
vermittlungstechnischen Peripheriebereich.

Das Kreisbetriebszentrum KBZ besteht aus einer Daten-
verarbeitungsanlage EDV, die dem Betrieb des Fernmelde-
systems dient. Im KBZ steuert und iiberwacht das Bedie-
nungspersonal {iber Terminale das gesamte System.

Der Prozessorbereich gliedert sich in die Zentralsteuerung
ZS und das Zugriffsystem zur vermittlungstechnischen Peri-
pherie. Die ZS besteht aus einem Prozessorsystem, d. h. aus
Prozessor, Speicher und Ein-/Ausgabe-Einheiten. Die primére
Aufgabe der ZS ist die Steuerung der Vermittlungsfunktion
des IFS-1, des Durchschaltens von Gesprichskanilen zwi-
schen Teilnehmerendgeriten. Die ZS muss dazu die Einhei-
ten der vermittlungstechnischen Peripherie mittels Telegram-
men steuern und iiberwachen. Das Zugriffsystem, gebildet
aus mehreren Telegrammeinheiten TE, konzentriert und
tiberwacht die seriellen Steuerkanile (64 kbit/s) und passt
deren Ubertragungsgeschwindigkeit an die schnelle parallele
Verarbeitungsweise der ZS an.

Der vermittlungstechnische Peripheriebereich besteht aus
vier Typen von peripheren Einheiten, wovon jede bestimmte
Funktionen erfiillt. In einem Vermittlungssystem sind von
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jedem Typ eine Vielzahl von Einheiten eingesetzt. Die
Durchschalteeinheit DE ist ein Schalter fiir 64 kbit/s PCM-
Kanile; eine Anzahl von DE bilden das Durchschaltenetz-
werk DNW, wo die Gespridchskanidle und die Steuerkanile
flir die peripheren Einheiten geschaltet werden. Der
Analogkonzentrator AKT ist ein Konzentrator fiir analoge
Teilnehmerleitungen; er setzt die Analogsignale der konzen-
trierten Leitungen in PCM-Signale um und umgekehrt. Das
Terminal T passt analoge Verbindungsleitungen VL mit
konventionellen Vermittlungssystemen an die PCM-Kanile
an. Die Signalisierung wird in die PCM-Kanile und in das
Telegrammsystem der Steuerkanile umgesetzt. Die Wahlein-
heit WE ist cin Wahlempfianger und -sender, der die
Wahlinformation in das Telegrammsystem umsetzt und
umgekehrt. Weiter crzeugt die WE Hortone wie Summton,
Besetztton usw.

Ein System der beschriebenen Art bedient einen Steuer-
bereich von bis zu 100000 Teilnehmern. Ein solcher
Steuerbereich wird in bis zu 4 Subebenen SEB aufgeteilt,
wobei jede SEB eine eigene ZS und periphere Einheiten
umfasst, mit Ausnahme der Analogkonzentratoren. Diese
sind an die Durchschaltenetzwerke aller SEB angeschlossen
und somit SEB-gemeinsam. Dieses Konzept wird mit Mehr-
ebenenkonzept bezeichnet. Grundsitzlich kann jede SEB
autonom jeden Verbindungswunsch vermitteln. Die Analog-
konzentratoren teilen den Verkehr auf die 4 SEB auf. Im
Normalfall wird jeder SEB etwa ein Viertel des Verkehrs
zugeleitet. Diese Eigenschaft ist fiir die ZS von Bedeutung.

Fiir eine ausfiihrlichere Beschreibung des IFS-1-Konzep-
tes sei auf [1] 2) verwiesen.

3. Die Funktionen der Zentralsteuerung

3.1 Anrufbehandlung

Unter Anrufbehandlung wird die Ausfithrung der eigent-
lichen Grundfunktion des Fernmeldesystems verstanden,
namlich der Steuerung der peripheren Einheiten derart, dass
jeder Teilnehmer zu einem beliebigen Zeitpunkt und fiir eine
beliebige Dauer mit jedem anderen Teilnehmer eine Ge-

1) Vortrag, gehalten anlésslich der 32. STEN am 15.Juni 1976 in Bern.
2) Siehe Literatur am Schluss des Aufsatzes.
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sprachsverbindung aufbauen kann. Dazu muss die ZS
folgende Funktionen steuern oder ausfiihren:

— Anruferkennung und Bestitigung durch Wahlaufforderung
(Summton)

— Empfang und Interpretation der Wahlinformation, Bestim-
men der Abgangsleitung

— Rufen des gerufenen Teilnehmers bzw. des nichsten
Vermittlungssystems

— Antworterkennung und Durchschaltung der Gesprichsver-
bindung im Durchschaltenetzwerk

— Verbindungsschlusserkennung und Freigabe der belegten
peripheren Einheiten

3.2 Taxierung

Die Taxierung ist eine Teilfunktion der Anrufbehand-
lung, die wegen ihrer Wichtigkeit separat aufgefiihrt ist. Im
IFS-1 wird der bisherige teilnehmerindividuelle Taxzdhler im
Speicher der ZS nachgebildet. Nach dem Zeitimpulsverfah-
ren werden in diesem Zihler Taxeinheiten aufgezihlt, in
Zeitintervallen entsprechend der Gesprichstaxe.

3.3 Steuerung und Uberwachung der peripheren Einheiten

Neben der Steuerung der peripheren Einheiten fiir die
Durchfiihrung der Anrufbehandlung muss die ZS deren
Funktionstiichtigkeit tiberwachen. Bei Fehlern in den peri-

pheren Einheiten veranlasst sie eine Ausserbetriebnahme und
soweit moglich eine Ersatzschaltung, auch Rekonfiguration
genannt. Die im Durchschaltenetzwerk geschalteten Steuer- -
kanile und eine Reserve an peripheren Einheiten erlauben
eine Umgehung von fehlerhaften Einheiten.

3.4 Speicherung der Teilnehmer- und Netzwerkdaten

Als Hauptmerkmal des programmgesteuerten Fernmelde-
systems sind alle Daten, welche die Struktur und den
Betriebszustand des Fernmeldenetzes und des Peripherie-
bereiches der Subebene bestimmen, im Speicher gespeichert
und sind folglich auch im Speicher modifizierbar. Die
Gesamtheit dieser Daten wird mit Datenbasis bezeichnet. Sie
umfasst u. a. folgende Merkmale:

— Anschluss-Nr. von Teilnehmer- und Verbindungsleitungen

— Teilnehmer-Nr., -kategorien und -berechtigungen

— Betriebszustinde von Teilnehmer- und Verbindungs-
leitungen

- Leitwegtabellen, Taxtabellen

— Anschlusstabellen und Betriebszustinde des Peripherie-
bereiches

Die ZS enthilt auch die notwendigen Hilfsfunktionen zur
Nachfithrung der Datenbasis, entweder selbstindig entspre-
chend dem momentanen Betriebszustand oder auf Befehl des

! zu andern
Subebene SEB SEB Vermittlungs—
gemeinsam | getrennt  Dyrchschaltenetzwerk DNW  systemen
® VL
DE T
N — % S S S
\\ i VF
ol b
analog | digital PCM \ | [ gt — WE
\ A,
\ " ,’I Vermittlungstechnischer
" v ’ | Peripheriebereich
VL
e N 1
vitfe
Ein—/Ausgabe
Zugriffsystem TE
S - - Prozessorbereich
Zentralsteuerung ZS
Prozessor
R — | P~
e | =5
e e
Bedienung
Speicher
Datenlink Kreisbetriebszentrum KBZ
EDV
System
‘ ITETIEAT Fig. 1

Massenspeicher

Blockschema des IFS-1

TN Teilnehmerendgerit
VF PCM Vielfachleitung, 31 Kaniile

(weitere Bezeichnungen im Text)

Bedienung

964 (A 455)

Bull. ASE/UCS 67(1976)18, 18 septembre



KBZ. Es ist gerade diese Eigenschaft der gespeicherten Da-
tenbasis, die fiir den Betrieb des Fernmeldesystems entschei-
dende Vorteile bringt wie

— freie Zuordnung von Teilnehmer-Nr. und Anschluss-Nr.

— Leitweglenkung

— zentralisierte automatische Taxerfassung

— Verkehrsmessungen

— automatische Fehlereingrenzung

— neue Teilnehmerfazilititen, wie z.B. Anrufumleitung,
Sperrung internationaler Ausgangverbindungen usw.

3.5 Verbindung mit dem Kreisbetriebszentrum

Uber die Verbindung mit dem KBZ werden dem Betriebs-
personal wichtige Zustandsdnderungen mitgeteilt. Das Be-
triebspersonal kann aber auch mittels Befehlen Zustinde
abfragen und den Betrieb iiber Anderungen in der Daten-
basis steuern.

Es konnen automatisch Daten von der ZS an das KBZ
tibermittelt werden, wo sie in Massenspeichern aufgezeichnet
werden, wie z.B. Taxzihlerstinde, Verkehrsmessresultate
u. a.

Fiir den Unterhalt ist die Verbindung zum KBZ wichtig,
weil das Bedienungspersonal die Fehlereingrenzung und
Fehlerbehebung iiberwacht.

4. Die Realisierung der Zentralsteuerung im IFS-1
4.1 Die Vermittlungsfunktion

Im folgenden soll gezeigt werden, wie die Grundaufgaben
der ZS, die Anrufbehandlung und die Taxierung, in einem
Prozessorsystem geldst werden. Folgende Leistungsmerk-
male beschreiben die Anforderungen an die ZS:

— Anzahl Teilnehmer TN pro Steuerbereich: max. 100 000

— Verkehrsleistung unter Beriicksichtigung der Verkehrsauf-
teilung auf die 4 Subebenen: 14,5 Anrufe pro s in der Hauptver-
kehrsstunde

— Mittlere Verbindungsdauer 180 s, wovon etwa 10 s fiir den
Verbindungsaufbau und -abbau. Daraus resultieren in der
Hauptverkehrsstunde im Mittel 2600 gleichzeitige Verbindungen.

Die Anrufbehandlung, einschliesslich Taxierung, ist in
Software SW realisiert und erfordert pro Verbindung die
Ausfiithrung von etwa 15 000 Instruktionen. Da die Anruf-
behandlung in Realtime mit den externen Vorgingen (Ereig-
nissen) ablaufen muss, ist der zeitliche Ablauf im wesentli-
chen durch dieselben bestimmt. Solche Ereignisse sind z. B.
Anruf (Abheben des Horers durch Teilnehmer), Eingabe
einer Wahlziffer, Antwortsignal eines anderen Vermittlungs-
systems, Bestitigung einer peripheren Einheit iiber einen
ausgefiihrten Steuerbefehl (Telegramm) usw. Die Aktionen,
die auf solche Ereignisse erfolgen miissen, sind in den
meisten Fallen das Aussenden eines Telegrammes an eine
periphere Einheit oder das Speichern eines dem Ereignis
entsprechenden Anrufzustandes fiir die Steuerung der weite-
ren Anrufbehandlung.

Im Laufe einer Anrufbehandlung werden etwa 80 Ein-
gabe- und Ausgabe-Telegramme durch die ZS verarbeitet
und mit den peripheren Einheiten ausgetauscht. Daraus
resultiert die Struktur der Anrufbehandlungs-SW: wihrend
der Verbindungsdauer werden etwa 60 Einzelprogramme
ausgefiihrt, wobei jedes im Mittel 250 Instruktionen umfasst.
Die zeitliche Verteilung der Programmausfithrungen iiber
die Gespriachsdauer ist unregelmissig, indem der iiberwie-
gende Teil wihrend dem Verbindungsaufbau und -abbau
erfolgt (Fig. 2).
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Fig. 2 Histogramm einer Verbindung: Ausgefiihrte Instruktionen

pro Verbindung in Funktion der Zeit ¢

A Wabhlbereitschaft (Summton)

B Wahlziffernempfang

C Durchschaltung in Gesprichszustand
D Taxierung wihrend Gesprichszustand
E Verbindungsabbau

} Verbindungsaufbau

Die Anrufbehandlung muss in Realtime mit den exter-
nen, durch die ZS nicht beeinflussbaren Funktionen ablau-
fen, dies wegen der Notwendigkeit, keine Information oder
Zustandsanderung zu verlieren. Fiir Telefoniefunktionen
sind Antwortzeiten in der Grossenordnung von 100...200 ms
zuldssig. Da eine Telefoniefunktion oft mehrere Ereignis-
behandlungen durch die SW einschliesst, resultiert in der ZS
eine zulédssige Antwortzeit pro Ereignisbehandlung von etwa
15...20 ms.

Aus dieser Zeitbedingung kann berechnet werden, dass
der Prozessor im Mittel nur zu etwa 70 % ausgelastet werden
darf, damit bei kurzzeitigen Verkehrsspitzen die vorgegebe-
nen Antwortzeiten nicht iiberschritten werden.

Unter Beriicksichtigung der Programmgrdsse von etwa
125 k-Zeilen und der Datenbasis fiir einen Steuerbereich von
100 000 TN ist eine Speichergrosse von etwa 900 k-Zeilen
(1 k-Zeile = 1024 Zeilen) erforderlich. Dies ist ein vergleichs-
weise sehr grosser, direkt adressierbarer Speicher. Dabei wird
angenommen, dass die gesamte Datenbasis im Hauptspeicher
gespeichert ist.

4.2 Die Vermittlungssoftware

Die SW besteht aus programmierten Algorithmen, die die
Funktionen der ZS festlegen. Daraus geht hervor, dass durch
Programmaénderungen Funktionsinderungen eingefiihrt wer-
den konnen, ohne dass die Anlage (Hardware HW) modifi-
ziert werden muss. Dies ist eine weitere vorteilhafte Eigen-
schaft programmgesteuerter Vermittlungssysteme.

Die Vermittlungs-SW ist ein grosses Programmsystem
von etwa 90 k-Zeilen; deshalb seien die wesentlichen
Strukturmerkmale und die damit angestrebten Zielsetzungen
kurz beschrieben. Fiir detailliertere Angaben wird auf [2]
verwiesen.

Die Komplexitit der Vermittlungs-SW rithrt daher, dass
alle Funktionen gleichzeitig ablaufen und sich gegenseitig
beeinflussen. So sind an den 2600 verschiedenen Anrufbe-
handlungen, die gleichzeitig in verschiedenen Zustinden sein
konnen, tiber 200 periphere Einheiten beteiligt. Um die
Funktionssicherheit in jedem moglichen Betriebszustand
sicherzustellen, ist es unerldsslich, eine klare Strukturierung
der SW vorzunehmen:

— Die Vermittlungs-SW weist eine funktionelle Modularitat
auf, die der Modularitit der peripheren (HW-)Einheiten ent-

spricht (wenige verschiedene Typen von peripheren Einheiten mit
Subeinheiten, variable Anzahl Einheiten pro Typ). Damit ist eine
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weitestgehende Unabhiingigkeit der Steuerprogramme einzelner
peripherer Einheiten erzielt. Eine Fehlerausbreitung kann so
verhindert werden. Die Probleme bei der Nachfiihrung der
Datenbasis sind beschrankt.

— Identifizierung von SW-Einheiten mit Nummern statt
Adressen. Vollstindig ausgefiillte Numerierungsriume und damit
verbundene Adressenrdume garantieren, dass keine «undefinier-
ten» Adressen erzeugt werden konnen, die zu Programmfehlern
flihren.

— Wenige normierte Schnittstellen, die auf Normeinhaltung
iiberpriift werden konnen, erzwingen einen geordneten Informa-
tionsaustausch zwischen einzelnen Programmen.

Mit dieser Strukturierung sind folgende Ziele angestrebt
worden:

— Aufspaltung der Vermittlungs-SW in iiberblickbare Funk-
tionsmoduln, mit wenigen kontrollierbaren Querbeziehungen

— Gute Testbarkeit der Funktionsmoduln. Vergleichsweise
einfache Integration der verschiedenen Moduln zum Systempro-
gramm )

— Begrenzte Auswirkungen von SW-Fehlern. Rasche Erfas-
sung derselben und damit zusammenhingend leichte Fehlerein-
grenzung und -elimination

— Beschrinkte Auswirkungen bei Anderungen von SW-

Funktionen. Dies gilt auch bei einem zukiinftigen Finsatz neuer
oder verbesserter peripherer (HW-)Einheiten.

4.3 Das Prozessorsystem

Fig. 3 zeigt das Blockschema des Prozessorsystems. Der
Zentralprozessor CP fiihrt die in Programmspeicher MEM P
gespeicherten Programme aus und verarbeitet dabei die im
Datenspeicher MEM D enthaltenen Daten. Die Peripherie-
gerate PER werden durch die Kontrolleinheit CU gesteuert,
die ihrerseits iiber die Ein-/Ausgabe-Einheit X direkten Spei-
cherzugriff hat. Die Anpasseinheit AE iibertrdgt im Zeit-
multiplex Telegramme zwischen den Telegrammeinheiten
TE und dem Datenspeicher, wo sie den Vermittlungspro-
grammen zuginglich sind. Auf diese Weise steuern und
tiberwachen sie die an die TE angeschlossenen peripheren
Finheiten (Fig. 1).

Es wird darauf verzichtet, die normalen Funktionen des
Prozessorsystems im Detail zu beschreiben. Vielmehr sollen
zwei besondere Eigenschaften erwdhnt werden:

— Programm- und Datenschutzfunktionen. Um eine Zer-
storung der Programme und Daten durch Programmfehler
zu verhindern, sind Schutzfunktionen in die Speicherzugriff-
schaltungen eingebaut. Jede Speicherzeile enthdlt neben der
Nutzinformation einige Bit Schutzinformation.

Der Speicher ist in einen Programmspeicher und einen
Datenspeicher aufgeteilt. Der Programmspeicher enthilt die
Programme und nicht verdnderbare Daten. Er darf nur
gelesen werden (read only). Im Datenspeicher kann gelesen
und geschrieben werden.

— Uberwachungsfunktionen fiir eine korrekte Programm-
ausfithrung. Im Prozessor sind verschiedene HW-Funktionen
enthalten, die kontinuierlich die Programmausfiihrung iiber-
wachen. So miissen die periodisch ausgefiihrten Real-time-
Programme eine Zeitiiberwachungsschaltung zuriicksetzen.
Wenn aus irgendeinem Grund diese Programme nicht
mehr ablaufen, veranlasst die Zeitiiberwachung einen sog.
Re-Start, indem die Programmausfiihrung neu gestartet wird
wie beim Erststart der Anlage.

Diese Eigenschaften des Prozessorsystems haben zum
Ziel, Manifestationen von Programmfehlern und Fehlern in
der Datenbasis zu erkennen, deren Auswirkungen zu begren-
zen und eine Betriebsfortsetzung einzuleiten. Mit zunehmen-
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der Betriebsdauer des Vermittlungssystemes kann eine be-
deutende Reduktion der verbleibenden Programmfehler an-
genommen werden, so dass diese sich lediglich in grosseren
Zeitabstinden (Wochen, Monate) auswirken.

5. Verfiigbarkeit der Zentralsteuerung

Wie bereits erlautert, steuert die Zentralsteuerung die
peripheren Einheiten. Als Folge dieser zentralisierten Steuer-
funktion ist das gesamte Vermittlungssystem nur so lange
funktionsfihig, als die Zentralsteuerung einwandfrei funktio-
niert. Beim IFS-1 kommt erleichternd hinzu, dass beim
Ausfall einer Zentralsteuerung, d.h. einer Subebene, die
restlichen 3 Subebenen neuen Verkehr iibernehmen.

Wegen der beschrankten Zuverldssigkeit der HW-Einhei-
ten und der Programme der Zentralsteuerung sind aufwen-
dige Massnahmen erforderlich, um eine akzeptable Verfiig-
barkeit des Systems zu erreichen. Im vorhergehenden Ab-
schnitt wurden einige Massnahmen erklidrt, mit denen die
Auswirkungen der Programmfehler moglichst klein gehalten
werden. Nachfolgend sollen die Verfiigbarkeitsforderungen
an die ZS angegeben und die Massnahmen zur Erreichung
derselben unter Beriicksichtigung der HW-Fehler aufgezeigt
werden.

5.1 Verfiigharkeitsforderungen

Fiir den Totalausfall einer Subebene wird eine minimale
MTBF von 2 Jahren gefordert (MTBF = mean time
between failure, mittlere Betriebszeit zwischen Ausfillen).
Diese Forderung gilt auch fiir die ZS, da eine defekte
periphere Einheit zum Ausfall einer Gruppe von weniger als
10 000 Teilnehmeranschliissen fiihrt.

Der scheinbar niedrige MTBF-Wert von 2 Jahren ist
zugelassen, weil anderseits eine mittlere Reparaturzeit
MTTR von 18 h gefordert wird (MTTR = mean time to
repair). Mit dieser Reparaturzeit ist ein Betrieb mit normalen
Arbeitszeiten und ohne Pikettdienst moglich, was auf die
Betriebskosten einen glinstigen Einfluss hat.

5.2 Einfache Konfiguration

Das Prozessorsystem ist so lange funktionsfihig, als alle
Funktionseinheiten einwandfrei arbeiten. Sobald eine Einheit
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ausfdllt, kann das Prozessorsystem seine Funktion nicht
mehr erfiillen.

Es soll nun abgeschitzt werden, wie gross diec MTBF
eines solchen Prozessorsystems ist. Dabei werden Werte
verwendet, die fiir das in der IFS-1-Modellanlage eingesetzte
Prozessorsystem gelten. Die MTBF einer Funktionseinheit
wird berechnet anhand der Anzahl Bauelemente und deren
MTBEF, unter der vereinfachenden Annahme, dass ein Bau-
elementausfall einen Totalausfall bewirkt. Ausser den Kern-
speichern sind die Bauelemente fast ausschliesslich bipolare
integrierte Schaltungen IC, deren MTBF-Werte geniigend
genau bekannt sind.

Die MTBF-Werte der Funktionseinheiten betragen bei
einer Speicherkapazitit fiir 20 000 Teilnehmeranschliisse fiir
den Zentralprozessor CP 0,8 Jahre, den Speicher P (128 k)
0,25, den Speicher D (160 k) 0,2 und die Ein-/Ausgabe X/AE
0,6 Jahre. Daraus geht hervor, dass das Prozessorsystem in
einfacher Konfiguration eine MTBF von lediglich 0,08
Jahren erreicht, gegeniiber den geforderten 2 Jahren. Weiter
ist deutlich erkennbar, dass der Speicher die unzuverlissigste
Funktionseinheit ist und praktisch die Gesamtzuverlassigkeit
bestimmt.

5.3 Redundante Konfiguration

Die angegebenen MTBF-Werte basieren auf Totalausfil-
Ien von Bauteilen (IC). In der Praxis sind solche Bauteile oft
nicht plotzlich defekt, sondern ein Parameter weicht allmih-
lich vom spezifizierten Toleranzbereich ab, vielfach in
Abhidngigkeit der Temperatur, der Speisespannung usw.
Daraus resultieren transiente, sporadische Fehler in unter-
schiedlichen Zeitabstanden. Als Folge davon ist die tatsachli-
che Fehlerhdufigkeit meist um Faktoren grosser als die
theoretisch berechnete. In einem Prozessorsystem wirkt sich
ein transienter Fehler im allgemeinen gleich aus wie ein
permanenter Fehler, allerdings mit dem Unterschied, dass

MEM

AE AE
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T i
I _EI IT—EI IT-EI ITE!
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Fig. 4 Blockschema des Prozessorsystems mit redundanter Konfiguration
(Bezeichnungen siehe im Text)
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eine sofortige Betriebsnormalisierung (Re-Start) erfolgen
kann.

Um trotz den unvermeidlichen HW-Fehlern die geforder-
ten MTBF- und MTTR-Werte erreichen zu konnen, werden
redundante Konfigurationen angewendet: jede Funktionsein-
heit wird durch zusitzliche (redundante) Funktionseinheiten
derart ergidnzt, dass beim Ausfall einer dieser Einheiten die
verbleibenden deren Funktion iibernehmen. Wenn eine
defekte Einheit repariert wird, bevor eine weitere ausfallt,
kann dadurch die Gesamtverfiigbarkeit vergrdssert werden
(Fig. 4).

Bei dem im IFS-1-Modell eingesetzten Prozessorsystem
ist das Konzept der redundanten Konfiguration derart
ausgelegt, dass die Vermittlungsprogramme durch perma-
nente und transiente Einzelfehler nicht oder moglichst wenig
beeinflusst werden sollen, so dass der Vermittlungsbetrieb
ungestort aufrechterhalten werden kann.

Der Zentralprozessor CP ist verdreifacht. Drei Prozesso-
ren fiihren synchron dasselbe Programm aus. Die Ausginge
zu den Speichern MEM und den Ein-/Ausgabe-Einheiten X
fithren iiber je eine Majorititsschaltung M AJ. Diese ldasst nur
diejenige Information passieren, die von mindstens 2
Prozessoren angeboten wird. Im Fehlerfalle zeigt die Majori-
tiatsschaltung den fehlerhaften Prozessor an. Die Synchroni-
sation der Prozessoren basiert ebenfalls auf Majoritatsent-
scheiden, so dass keine einfach ausgeriisteten Schaltungen
vorhanden sind.

Der Programmspeicher MEM P und der Datenspeicher
MEM D sind je verdoppelt. Jede Speicherzeile ist mit einem
Paritidtscode geschiitzt. Die Prozessoren CP und die Ein-/
Ausgabe-Einheiten X steuern immer beide gedoppelten Spei-
cher an, so dass diese jederzeit dieselbe Information enthal-
ten. Bei jedem Zugriff wird der Parititscode gepriift. Ein
Speicherfehler kann somit festgestellt und die Information
des funktionierenden Speichers ausgew#hlt werden.

Die Ein-/Ausgabe-Einheit X und die daran angeschlossene
Peripheriec CU, PER, AEsind verdoppelt, werden aber
unabhingig betrieben. Eine Ausriistung kann die Funktion
der andern vollstindig iibernehmen.

Die Wiederinbetriebsetzung reparierter Einheiten ge-
schicht wie folgt: Ein ausser Betrieb gesetzter Prozessor wird
unter Programmkontrolle durch die andern Prozessoren
synchronisiert. Anschliessend durchlaufen alle Prozessoren
eine kurze Programmsequenz, die den Zustand der Prozes-
sor-Register gleichsetzt. Hierauf werden die Vermittlungs-
programme fortgesetzt. Die kurze Unterbrechung (ca. 1 ms)
derselben hat keinen Einfluss auf den Vermittlungsbetrieb.

Ein Speicher wird wieder in Betrieb genommen, indem
jede Speicherzeile unter Programmkontrolle kopiert wird,
und zwar mit kleinerer Prioritit als die Vermittlungspro-
gramme, so dass diese nicht beeinflusst werden.

Es soll nun gezeigt werden, wie die angegebene Konfigu-
ration die Verfiigbarkeit des Prozessorsystems verbessert. Es
wird eine Reparaturzeit MTTR von 18 h angenommen. Sie
hat einen grossen Einfluss, da ein Ausfall einer zweiten
gleichartigen Einheit wihrend der Reparaturzeit zum Total-
ausfall des Prozessorsystems fiihrt. Wird wieder eine Spei-
chergrosse von 288 k Zeilen fiir 20 000 Teilnehmeranschliisse
angenommen, aufgeteilt in 128 k Zeilen Programm- und
160 k Zeilen Datenspeicher, so folgt fiir den Zentralprozes-
sor CP 52 Jahre, fiir den Speicher P 15,2 Jahre, fiir den
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Speicher D 9,8 Jahre und die Ein-/Ausgabe X/AE 88 Jahre
MTBF, fiir das ganze System also 5 Jahre MTBF. Die
Rechnung ist vereinfacht, indem die zusitzliche Hardware
fiir die Majoritdtsschaltung und die verdoppelten Speicher-
ansteuerungen nicht beriicksichtigt sind.

Berechnet man nun die Anzahl Teilnehmeranschliisse, bei
der die MTBF 2 Jahre wird, so ergibt dies ca. 40 000 TNA.
Mit dem beschriebenen Redundanzkonzept fiir die Speicher
kann somit keine Zentralsteuerung fiir 100 000 TNA reali-
siert werden.

Tatsidchlich wird fiir die Einfithrung des IFS-1 aus
verschiedenen Griinden ein neues Prozessorsystem entwik-
kelt, mit einem andern Konzept der Speicherredundanz.
Grundsitzlich konnen verschiedene Verfahren angewendet
werden:

— Bessere Zuverlissigkeit der Speicher, was mit hochinte-
grierten Halbleiterspeichern erreichbar ist (wesentlich weni-
ger Bauelemente)

— Verbesserung der Speicherzuverlissigkeit durch zusitzliche
Redundanz, z. B. in Form von fehlerkorrigierenden Codes

— Unterteilung des Speichers in Speichermoduln, die einzeln

und automatisch (d. h. ohne nennenswerte Reparaturzeit) ersatz-
geschaltet werden konnen usw.

5.4 Funktionstestprogramme

Die berechnete Verfiigbarkeit der redundanten Konfigu-
ration ist nur so lange gewihrleistet, als auch tatsidchlich
Redundanz vorhanden ist. Diese Voraussetzung ist nur
erfiillt, wenn alle Fehler sofort erkannt und innerhalb der
angenommenen Reparaturzeit behoben werden. Wie be-
schrieben, werden alle Fehler, die den Betrieb gefihrden,
durch HW-Priifschaltungen erkannt. Diese konnen aber im
allgemeinen nur aktive Funktionen priifen. Da verschiedene
Funktionen oft iiber lingere Zeit nicht beniitzt werden, muss
verhindert werden, dass diese unerkannterweise defekt ge-
worden sind. Deswegen werden periodisch Funktionstestpro-
gramme ausgefiihrt, die systematisch alle Funktionen aktivie-
ren und priifen.

6. Betrieb der Zentralsteuerung

Der Betrieb der Zentralsteuerung fiihrt zu einer Reihe
weiterer Eigenschaften, die ein Prozessorsystem zur Vermitt-
lungssteuerung auszeichnen im Vergleich mit andern Prozes-
sorsystemen, namlich unbemannter Betrieb, wenig vorbeu-

gender Unterhalt, einfache Fehlerbehebung sowie eine Le-
bensdauer von 20...30 Jahren.

Der unbemannte Betrieb bedingt eine gut ausgebaute und
betriebssichere Einrichtung zur Ferniiberwachung und Fern-
steuerung.

Die Forderung nach wenig vorbeugendem Unterhalt
kann mit vollelektronischen Ausriistungen erfiillt werden.

Eine einfache Fehlerbehebung muss sichergestellt wer-
den, damit das Unterhaltspersonal die komplexen Zusam-
menhidnge der Konfiguration und der Steuerprogramme
nicht im Detail zu verstehen braucht.

Die Fehlerbehebung geschieht nach dem folgenden Kon-
zept: Fehlereingrenzungsprogramme grenzen den Fehler auf
eine Gruppe von einigen wenigen, steckbaren Baugruppen
(z.B. Printplatten) ein. Dann wird ein Unterhaltsspezialist zur
fehlerhaften Funktionseinheit geschickt, mit dem Auftrag,
die vorbestimmten Baugruppen durch funktionstiichtige Re-
servebaugruppen zu ersetzen. Eine systematische Vorgehens-
weise, zusammen mit wiederholten programmgesteuerten
Funktionstests, fiihrt zur Bestimmung der defekten Bau-
gruppe. Damit ist die Funktionseinheit repariert. Die defekte
Baugruppe wird in einem Reparaturzentrum instandgestellt,
wo Testgerite, Messinstrumente und andere Hilfsmittel zur
Verfiigung stehen.

Die Lebensdauer von 20..30 Jahren erfordert eine
entsprechend hohe Fertigungsqualitit und eine Sicherstel-
lung der Fertigung und der Ersatzteillieferungen fiir diesen
Zeitraum.
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