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Einfiihrung in die Arbeitsweise des Computers ')

Von T. Einsele, Miinchen

A21- G35

Nach einem kurzen historischen Riickblick werden die Zahlen-
darstellung sowie Aufbau und Wirkungsweise einer stark verein-
fachten 1-Adressmaschine behandelt. Am Beispiel der Wurzel-
berechnung wird die Programmierung in der Maschinensprache
und deren Nachteile aufgezeigt; diese konnten in den vergange-
nen 10 Jahren durch Entwicklung héherer, problemorientierter
Programmiersprachen weitgehend behoben werden. Abschlies-
send wird versucht, einen Uberblick iiber den heutigen Stand und
die wesentlichsten Entwicklungstendenzen der Maschinenseite
(«Hard ware») zu geben. Hierbei stehen die Fragen der Miniatu-
risierung und Zuverldssigkeit im Vordergrund des Interesses.

1. Einleitung

Computer, oder besser Datenverarbeitungs (DV)-Anlagen,
verarbeiten Informationen und kommen daher von allen Ma-
schinen und Geriten, die je von Menschen erdacht und gebaut
wurden, seinen eigenen Intelligenzleistungen am nichsten. Es
kann daher nicht ausbleiben, dass sie unsere Zivilisations- und
Kulturentwicklung in steigendem Masse beeinflussen. Die
spektakuldren Fortschritte in jiingster Zeit stimulieren die
menschliche Phantasie in einem Masse, dass in naher Zukunft
wohl alle Gebiete unseres Denkens und Schaffens vom Einsatz
dieser Maschinen profitieren werden.

Trotz ihrer scheinbar recht jungen Geschichte zeigt ein auf-
merksamer Blick in die Vergangenheit [1]?), dass die Erfolge in
der Gegenwart auf Erkenntnissen und Leistungen friiherer
Generationen aufbauen. Hier ist u. a. Wilhelm Schickard,
Professor fiir alte Sprachen, Theologie, Astronomie und Ma-
thematik in Tiibingen zu nennen, der 1623 mit seiner Rechen-
uhr die erste Vierspeziesrechenmaschine gebaut und in einem
Brief an den Astronomen Johannes Kepler beschrieben hat. Sie
beruht auf dem noch heute verwendeten Prinzip des mechani-
schen Zahlrades, das in 10 diskreten Stellungen die 10 Ziffern
des Dezimalsystems darstellt.

Das duale Zahlensystem mit den beiden Ziffern 0 und 1
wurde bereits 1703 von dem Philosophen und Mathematiker
G. W. Leibniz vorgeschlagen und kommt den technischen
Moglichkeiten elektronischer Bauelemente sehr entgegen: man
braucht nicht die relativ fein quantisierten Stufen von 0...9
darzustellen, sondern kann den Binirziffern 1/0 z. B. den EIN/
AUS-Zustand eines Relaiskontakts oder den Stromfluss/kein
Stromfluss in einem Transistor zuordnen. Eine solche Realisa-
tion ist nicht nur einfach, sondern sie erhéht auch die Sicherheit
der einzelnen Bausteine und damit des ganzen Systems.

Die grundlegende Idee des gespeicherten Programms, d. h.
des automatischen Ablaufs einer ganzen Serie von Rechen-
operationen verdanken wir Ch. Babbage, Professor fiir Mathe-
matik an der Universitit Cambridge («Analytical Engine»,

1) Gekiirzter Vortrag, gehalten im Rahmen der Vortragsreihe iiber
den Stand in wichtigen Bereichen der Elektronik des Eidg. Personal-

amtes in Bern.
?) Siehe Literatur am Schluss des Aufsatzes.
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681.31
Aprés un rapide apercgu rétrospectif, l'exposé traite de la repré-
sentation des chiffres, ainsi que de la structure et du fonctionne-
ment d’'une machine d’adresses-1 fortement simplifiée. A I'exemple
d’un calcul de racine, on démontre la programmation dans le code
de la machine et ses inconvénients; ces derniers ont pu étre élimi-
nés au cours des derniéres 10 années par le développement de
codes de programmation davantage orientés sur les problemes a
traiter. Pour terminer, on tente de fournir un apercu de ['état
actuel et des tendances essentielles d’évolution du point de vue
mécanique («Hand warey). L'intérét se reporte a ce point de vue
principalement aux questions touchant la miniaturisation et la
fiabilité.

1833). Daraus entwickelten sich die heute fiir alle speicher-
programmierten DV-Anlagen giiltigen Prinzipien:

a) Das Programm, eine Folge von Befehlen, wird wie zu verar-
beitende Daten gespeichert;

b) Die Befehle konnen genauso wie Daten verarbeitet und da-
durch modifiziert werden;

¢) Der unbedingte Sprungbefehl ermoglicht es, Programmiteile
mehrfach und an beliebigen Stellen zu benutzen;

d) Der bedingte Sprungbefehl erlaubt es der Maschine, selbstdn-
dig logische Entscheidungen aufgrund vielfdltiger Kriterien zu treffen
und damit das Programm zu verzweigen.

Diese vornehmlich logischen Prinzipien haben hochst er-
wiinschte praktische Nebeneffekte zur Folge gehabt: Im Ver-
gleich zu einem menschlichen Rechner sind heute die Verar-
beitungsgeschwindigkeit und Funktionssicherheit etwa um
den Faktor 108...107 héher und die Kosten etwa um einen
Faktor 104 geringer.

2. Aufbau und Wirkungsweise einer DV-Anlage [2]

In Fig. 1 sind die 5 wesentlichen Teile einer DV-Anlage
gezeigt:
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Fig. 1
Vereinfachtes Blockschaltbild einer DV-Anlage
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0,000,1.01.0

i +n 5
Duale Zahlendarstellung iil%egtkomma und Gleitkomma +525=]0 0,100 FESTKOMMA: 2 _=tZ bi B'
2B o 92 P90 PR L. W f=-m

‘ Numerisc.he Dat?n, also Zahlen, werden Vielfac'h _5,25- o T 71T 0 1 0 1 0 0] GLEITKOMMA: Z=*p . g9
in dem bereits erwihnten dualen Zahlensystem mit =t et ) R q¥
sogenannter fester Wortldnge dargestellt: jede Zahl Charakt. q* Mantisse p ek 3.;=—p - B
hat eine feste und gleichbleibende Stellenzahl, z. B. 47=9 * 9o
40 Dualstellen, was etwa 12 Dezimalstellen entspricht. BEISPIEL: 5,25 = 01010100 - 23
Ausserdem gibt es noch in jedem beliebigen Zahlen- mit: g = 8
system die beiden Mdglichkeiten der Festkomma- wird 1 g*¥ =11
und Gleitkomma-Darstellung (Fig. 2):

. tn mit B Basis des Zahlen- weder eine 5-stellige Dezimalzahl, 5 alphabetische Zeichen oder
Festkomma: Z = & i z mbi B! systems einen Befehl aufnehmen. Der Operationsteil eines Befehls be-

b; Ziffern, ganze
Zahlen

0Z<b:<£B-1

Gleitkomma: Z = + p B4 mit p Mantisse,
z.B. p <1, d h

Komma ganz links
g Exponent, ganze
Zahl

Z = 4 p Ba* mit ¢g* Charakteristik,

qg*=q+qo=0

bzw:

Positive Zahlen werden durch 0, negative durch 1 in der
Vorzeichenstelle V markiert. Die Festkommadarstellung wird
in erster Linie fiir kaufménnische Problemstellungen mit im
voraus bekannter Stellenzahl, die Gleitkommadarstellung fiir
technisch-wissenschaftliche Aufgaben mit sehr grossem und
oft nicht vorhersehbarem Wertebereich angewandt.

Vor Ausfithrung einer Arbeit wird der Rechenspeicher mit
dem Programm geladen, einer Folge von Befehlen. Dieses
veranlasst die Verarbeitung der Daten in der gewiinschten
Weise und steuert die Ein- und Ausgabe. Als Datentriiger wie
auch fiir das Programm werden z. B. Lochkarten, Lochstreifen
und Magnetbidnder verwendet, aber auch die manuelle Direkt-
eingabe iiber eine Konsolschreibmaschine oder entfernte
Datenstationen bei grossen Teilnehmer-Rechensystemen ist
moglich.

Das Programm setzt sich aus verschiedenen Arten von
Befehlen zusammen:

a) Arithmetische Befehle, z. B. fiir die 4 Grundrechnungsarten,
Vergleiche von Zahlen, Ausfithren logischer Verkniipfungen;

b) Transportbefehle, z. B. fur das Umspeichern von Daten auf
andere Speicherplidtze oder in andere Speicher (Zusatzspeicher);

. ¢) Befehle fiir Spriinge, Verzweigungen und Adressmodifika-
tl0n(?)n],iin-Ausga.bebefehle fur das Einlesen und Ausgeben von Daten
durch periphere Geriite;

¢) Start-Stopbefehle fiir Start und Beendigung eines Programms.

Befehle werden wie Daten codiert und bestehen aus dem
Operationsteil, mindestens einem Adressteil und einem Zusatz-
teil. Der Operationsteil gibt an, was mit dem im Adressteil
definierten Operanden geschehen soll. Adressen dienen zur
Kennzeichnung von Speicherpldtzen oder grosserer Speicher-
bereiche, da jede eingegebene Information nur {iber ihre
Adresse zuginglich ist. Fig. 3 zeigt den Befehls- oder Opera-
tionsschliissel einer vereinfachten 1-Adressmaschine mit fester
Wortldnge von 5 Zeichen, d. h. ein Speicherplatz kann ent-
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notigt 2 Dezimalstellen, beispielsweise 02 fiir ADDIERE, ver-
bleiben somit fiir die Adresse 3 Stellen; damit kénnen 1000 ver-
schiedene Operanden in 1000 Speicherplitzen mit den Adres-
sen 000...999 angesprochen werden. Die Tatsache, dass in all
diesen Befehlen nur eine Adresse vorkommt und demzufolge
auch nur ein Operand definiert ist, gibt dem Systemkonzept
seinen Namen « 1-Adressmaschine», Fig. 4. Bei vielen Opera-
tionen, z. B. der Addition, sind jedoch zwei Operanden betei-
ligt. Einer der beiden muss daher an einer fest vereinbarten
Stelle gespeichert sein ; dies ist im allgemeinen der Akkumulator
AK, in dem auch nach Ausfiihrung der Operation das Ergebnis
steht. Die Addition von 2 Zahlen, die unter den Adressen a;
bzw. as gespeichert sind, erfordert daher 2 Befehle. Sie lauten
in der abgekiirzten Schreibweise nach Fig. 3:

Cary - <AK> <a1y, (AK) bedeutet Inhalt
der Speicherzelle a1 bzw. AK
(AK) + (a1> > <(AK)> - ersetzt Inhalt (Zeitfolge

beachten)

Das Resultat, in diesem Fall die Summe der beiden Operan-
den, befindet sich im Akkumulator und kann durch einen
Befehl:

{AK) - <a3z)
unter der Adresse a3 abgespeichert werden.

Der in Fig. 3 gezeigte Operationsschliissel besitzt keinen
Zusatzteil, auf den man in der Praxis aus verschiedenen Grin-

Op. Schliussel Bedeutung Kurzschrift
00 Stop, Adresse belanglos
01 Loschen, addieren ) (@) = (AK)
02 Addieren (AK) +(a) = (AK)
03 Subtrahieren (AK)- (@) = (AK)
04 Multiplizieren (AK) x (a) =y (AK)
05 Dividieren (AKY/La) = (AK)
06 Stellenversetzen rechts (AK)x100® = (AK)
07 Stellenversetzen links CAKY X103 = (AK)
08 Speichern (AKY = (a?)
09 Sprung a = Prey
10 Sprung bei ¢AK) NEGATIV a = Py
11 Einlesen (EP) = (a)
12 Auslietern (a) = (AP)
I Op?rat,lAdrless?aJ
Fig. 3
Operationsschliissel einer vereinfachten 1-Adressmaschine
(A294) 413



cheradressen gegeben werden. Stattdessen geniigt ein einziger

e T - _J Additionsbefehl mit Adressmodifikation, dessen Adressteil
E nach jeder Addition um 1 erhoht wird. Anstelle der direkten
E Adresse gibt man nur an, wie sich die Maschine aus gegebenen
‘18 Speicher Zahlenwerten die effektive Speicheradresse selbst errechnen
| Register kann. In dem erwidhnten Beispiel durchlduft das Programm
} den Additionszyklus so oft, bis die vor-
: gegebene Anzahl von 100 Additionen er-
Eingabe i::?;?e— ; Rechenspeicher ;:u:fgf:Ee— Ausgabe reicht ist.
! . 3. Programmiersprachen
¥ i Eine DV-Anlage kann nur solche Befehle
Befehls Reg. Speicher -J ausfiihren, die in der vom Konstrukteur fest-
?P | Adresfe Adresls'e"‘"g gelegten «Maschinensprache», z. B. nach
Ly FEEmEE - ) Fig. 3, vorliegen. Diese Maschinensprache
:E” Befehie| [EfENSL__ Blockschaltbiﬁllg;ei‘:l —— ist wie die Informationsdarstellung auf den
<] Zéhler maschine beiden Bindrwerten 0 und 1 aufgebaut und

den nicht verzichten kann. So sind hier ergdnzende Funktionen
wie z. B. Befehlserweiterungen, Operandenlingen, Speicher-
sperren u. a. untergebracht.

Die einzelnen Befehle eines Programms werden in aufein-
anderfolgenden Speicherplidtzen gespeichert (lineares Pro-
gramm) und ohne besondere Anweisung durch die Steuerung
mit Hilfe eines sich stetig fortschaltenden Befehlszihlers zur
Ausfiihrung aus dem Rechenspeicher abgerufen. Soll im Ver-
lauf eines Programms ein Sprung zu einem anderswo gespei~
cherten Programmteil erfolgen, so bewirkt dies ein unbedingter
Sprungbefehl — nach Fig. 3 ist dies der Operationsschliissel
09 —, dessen Adressteil den Speicherplatz des nichsten Befehls
angibt; der Befehlszihler wird auf diesen Wert Preu eingestellt
und setzt durch die automatische Fortschaltung (z. B. Er-
hohung der Adresse um 1) den weiteren Programmablauf
fort. Ein Beispiel dafiir zeigt Fig. 5a, wo nach dem Lesepro-
gramm fiir Lochkarten in einem unbedingten Sprung das Lese-
programm fiir Lochstreifen ausgelassen und zum Verarbei~
tungsprogramm {iibergegangen wird. Bei bedingten Sprung-
befehlen entscheidet der Computer selbst aufgrund der Be-
wertung von z. B. Zwischenresultaten, ob ein Sprung zu einem
anderen Programmteil stattfindet oder ob der néichstfolgende
Befehl ausgefiihrt wird. Programme, deren Teile mehrmals
durchlaufen werden, nennt man iterative Programme. Sie
ermoglichen den Ablauf einer grossen Anzahl von Zyklen, die
immer aus denselben Befehlen, aber mit verschiedenen Daten
bestehen. Der Iterationsprozess wird automatisch beendet,
wenn ein vom Programmierer definiertes Resultat erreicht ist,
z. B. nach Fig. 5b, sich das Kapital verdoppelt hat.

Fig. 6 zeigt einen Iterationsprozess zur Berechnung der
Wurzel r = [/x2 + 32, Fig. 7 die Iterationsschleife mit dem be-
dingten Sprungbefehl (AK> NEGATIV? auf Speicherplatz
024. Als erster Naherungswert der Wurzel ist im einfachsten
Fall von ganzen Zahlen der grosstmogliche Wert ro = 317 zu-
grunde gelegt.

Von besonderer Bedeutung ist auch die Moglichkeit, den

Adressteil von Befehlen durch arithmetische Operationen zu
100
veridndern. Zur Berechnung der Summe Y = Z xi, deren
i=1
Summanden x; in 100 aufeinanderfolgenden Speicherplitzen
untergebracht sind, miissen ohne die Moglichkeit der Adressen-
dnderung 100 Additionsbefehle mit 100 verschiedenen Spei-

414 (A 295)

hat deshalb zu unserer natiirlichen Sprache
keine Verwandtschaft. Die Programmierer der ersten Com-
putergeneration mussten diese primitive Maschinensprache
erlernen, die erhebliche Nachteile aufweist:

a) Operationsschliissel, ob dual oder dezimal, ist wenig aussage-
fahig;

b) Adressen werden als tUberfliissig empfunden, desgleichen eine
Speicheriibersicht, die bei umfangreicheren Problemen unbedingt
notwendig ist;

¢) Viele Befehle, z. B. Transportbefehle, haben mit der Problem-
16sung nichts zu tun;

d) Programme in Maschinensprache sind lang und unibersicht-
lich, daher

e) Hohe Fehlermoglichkeit, korrekturfeindlich;

f) Programmierer muss {iber Maschinenkenntnisse verfiigen.

Es war nur natiirlich, dass man sehr bald hohere Program-
miersprachen entwickelte, die unserer natiirlichen Sprache
néher stehen und leichter zu erlernen sind. Die symbolischen
Programmiersprachen verwenden fiir den Operationscode
leicht zu merkende mnemonische Abkiirzungen (z. B. «<ADD»
fiir «Addiere») und auch die nichts aussagenden Adressen der
Speicherplatze werden durch symbolische Adressen (echte

a b

BEREITSTEL-
LESE-
PROGRAMM . k'&l(ysewpéNR}E
LOCHKARTEN
BEREGCHNUNG
i
LESE- K L
PROGRAMM | UNBEDINGTER L BEDINGTER
LOCHSTREIFEN SPRUNG SPRUNG
ZAHLUNG
ZINSPERIODEN
VERARBEI -
TUNGS- n
PROGRAMM
@ NEIN
Fig. 5

Blockdiagramm des Programmablaufes
a unbedingter Sprung; b bedingter Sprung
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a) PROGRAMM b) DATEN Fig. 6
Programmierbeispiel
Speicherpl| Inhalt Bemerkungen Akku. Speicherpl. | Inhalt r=)2+y 412
010 | 01 100 | Akku loschen, Add. X X 100 | —x— mit Iterationsformel
011 04 100 ult. mit x x? 101 | —y—
012 | 08 102 | x2=(102) 102 | —z— .
013 |01 101 | Akku loschen, Add. v y 103 | —ro— rn
014 | 04 101 | Mult. mit y z 104 | —r— mi1=—
015 | 02 102 | Add. von X2 X2+ yl=z 105 | 00 002
016 08 102 | z= (102>
017 | 01 103 | Akku loschen, Add. T, , = 00317 (o-te Ndherung fir r=\Z)
—=018 08 104 | r,= €104
019 | 01 102 | Akku loschen, Add. z z
020 | 05 104 | Division mit ", z/t,
021 02 104 | Add. von r, Th+2/Mh
022 | 05 105 | Division mit 2 (ra+z/r)/2=r,,,
023 | 03 104 | Subtraktion von r, Tet™Tn
024 10 026 | Sprung bei¢Ak) NEGATIV
) dass Programmierverwaltungsarbeiten, wie Ausrechnen der
025 09 Unbedingter Sprung - - : o . .
Speicheradressen und Fiihren einer Speicherbelegung, durch
026 | 02 104 | Add von r fnsl das Ubersetzungprogramm automatisch erledigt werden.. Da-
—0127 |09 018 | Sprung nach 018 durch werden die Fehlermoglichkeiten erheblich vermindert

Adressen oder beliebige Namen) ersetzt, welche die zu verarbei-
tende Information eindeutig kennzeichnen und vom Pro-
grammierer frei wéhlbar sind, z. B.

SUB RABATT

d. h. subtrahiere Rabatt (von einem zuvor errechneten Rech-
nungsbetrag).

Bei den noch weiter entwickelten «problemorientierten
Programmiersprachen», die zur Losung einer ganzen Klasse
von Problemstellungen besonders geeignet sind, wird die Pro-
grammierarbeit noch weiter vereinfacht, indem durch eine
einzige Anweisung gleich mehrere Befehle in der Maschinen-
sprache ausgelost werden; z. B. fir die Ermittlung des Rech-
nungsbetrags einer Stromrechnung:

RECHNBETR = (NEU-ALT) * PREIS + GRUNDPREIS

Die Umwandlung eines Programms, das in einer hoheren
Programmiersprache abgefasst ist (Quellenprogramm) wird
von der Maschine in einem ersten Durchlauf mit Hilfe speziel-
ler Ubersetzerprogramme (Assembler bzw. Compiler) in die
Maschinensprache (Objektprogramm) tbersetzt (Fig. 8).
Hohere Programmiersprachen wie FORTRAN (Formula
Translation), ALGOL (Algorithmic Language), COBOL
(Common Business Oriented Language), PL I (Programm-
ing LanguageI) u. a. sind leicht verstiandliche Problemsprachen,
erfordern keine Maschinenkenntnisse und haben den Vorteil,

Hauptprogramm

O
" Log. Entscheidung,
(AK) NEGATIV?

Speicherplatz 0161

|terationsschleife

O
019

Fig. 7
Flussdiagramm des Programmablaufes
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und die Programmierzeiten entscheidend verkiirzt.
In FORTRAN oder PL I lautet die Anweisung zur Berech-
nung der Wurzel des obigen Beispiels:

R=SQRT (X *X + Y *Y)
SQRT Operator «Square Root»

4. Entwicklungstendenzen [3]
Die zukiinftige Entwicklung vollzieht sich in 3 wesentlichen
Richtungen:
a) Geridteentwicklung («Hardware»);

b) Programmierungsentwicklung («Software»);
¢) Erschliessung neuer Anwendungsmoglichkeiten.

BLOCK - SYMBOLISCH /g;gggff-

DIAGRAMM CODIEREN PROGRAMM
/ f

DV - ANLAGE

UBERSETZER
PROGRAMM
{ASSEMBLER COMPILER)

-

SYMB. | MASCH|
PROGRAMM

MASCHINEN
PROGRAMM
Fig. 8

Programmerstellung bei hoheren Programmiersprachen

An die Geriteentwicklung, die hier kurz aufgezeigt werden
soll, sind folgende Forderungen zu stellen:

a) Hohe Verarbeitungsgeschwindigkeit, d. h. logische Verkniip-
fungs- und Speicherelemente mit moglichst kurzer Schaltzeit;

b) Hohe Speicherkapazitit bei kurzer Zugriffszeit;

¢) Geringer Leistungsverbrauch der logischen Bausteine und
Speicherelemente ;

d) Miniaturisierung, damit die Signallaufzeiten verkiirzt und die
hochstmogliche Verarbeitungsgeschwindigkeit erreicht wird;

e) Hohe Zuverlissigkeit, da sehr viele Bauelemente in einem Sy-
stem erforderlich sind; die Computer sollen moglichst wartungsfrei
arbeiten;

f) Niedrige Herstellungskosten, d. h. giinstiges Leistungs-Preis-
verhéltnis.

(A 296) 415



Viele dieser Forderungen widersprechen sich, wie z. B.
kurze Schaltzeit und geringer Leistungsverbrauch oder hohe
Speicherkapazitit bei kurzer Zugriffszeit. Es ist daher Aufgabe
des Ingenieurs einen optimalen Kompromiss zu finden.

Die enorme Steigerung der Verarbeitungsgeschwindigkeit
— beispielsweise die Erhohung der Additionsgeschwindigkeit
seit 1950 alle 10 Jahre etwa um den Faktor 100 (Fig. 9) — be-
ruht auf Fortschritten der Technologie und Systemplanung,
d. h.

a) Hohe Schaltgeschwindigkeit bzw. kurze Schaltzeit elektroni-
scher Bauelemente;

b) Sinnvolle Organisation des zeitlichen Ablaufs der Maschinen-
operationen.

4.1 Stand und Entwicklung der Speichertechnik

Die Speicher von DV-Anlagen haben sich in eine ausge-
sprochen hierarchische Struktur entwickelt. Grund dafiir ist
die Tatsache, dass man bis heute keinen wirtschaftlichen Spei-
cher bauen kann, der die beiden Forderungen nach hoher
Speicherkapazitit und kurzer Zugriffszeit in sich vereinigt. So
finden wir neben den Registerspeichern sehr geringer Kapazitit
von ca. 100 bit den Rechenspeicher als integralen Bestandteil
der Zentraleinheit einer DV-Anlage. Hinzu treten schon bei
kleinen bis mittleren Anlagen die externen Zusatzspeicher so-
wie in jlingster Zeit die Archiv/Festspeicher sehr grosser
Kapaziit.

Die Entwicklung der Speicherkapazitit (Fig. 10), insbeson-
dere der Rechen- und Zusatzspeicher, zeigt tiber die Jahre hin-
weg einen dhnlichen Verlauf wie die Additionsgeschwindigkeit;
bei beiden Arten erhohte sie sich alle 10 Jahre etwa um den
Faktor 100. Ausserdem findet man, dass die Zusatzspeicher
ganz grob um den Faktor 100 iiber den Rechenspeichern liegen,
was auch auf das Verhiltnis der Archiv/Festspeicher zu den
Zusatzspeichern zuzutreffen scheint.

Soweit sich die Entwicklung iibersehen lisst, wird sich der
Trend zu immer grosseren Speicherkapazititen fortsetzen.
Dabei werden die optischen Speicher mit ihrer sehr hohen
Speicherdichte sehr gute Chancen haben. Vielleicht entwickeln
sie sich zu einem Archivspeicher, dessen Speicherstellen nur
einmal beschrieben und dann ausschliesslich nichtléschend
gelesen werden (Prinzip des Festspeichers); das Loschen und
ein Austausch der Information konnte damit entfallen. Vor-
aussetzung fiir einen solchen Archivspeicher ist allerdings eine
so grosse Speicherkapazitit, dass sie fiir die gesamte Lebens-
dauer des Systems ausreicht und dass die Adressierung ver-
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Entwicklung der Additionsgeschwindigkeit
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Entwicklung der Speicherkapazitiit

mutlich nach assoziativen Begriffen, dhnlich dem menschli-
chen Gedichtnis, erfolgen miisste. :

Den Zusammenhang zwischen Speicherkapazitit und Zu-
griffszeit zeigt Fig. 11. Fiir die technischen Speicher finden wir
eine Kurve, bei der mit wachsender Speicherkapazitit die Zu-
griffszeit ebenfalls ansteigt. Die Speicherplatzadressierung mit
den z. Zt. Uiblichen Zugriffsarten — seriell bei Magnetbdndern,
zyklisch bei Magnettrommeln und wahlfrei bei Ferritkern-
speichern — unterscheidet sich grundsitzlich vom assoziativen
Zugriff des menschlichen Gedédchtnisses, das eine Information
nach ihrem Inhalt und nicht nach Adressen aufsucht. Das be-
wusste Gedéchtnis diirfte bei einer Kapazitit von etwa 107...108
bit beginnen, was man relativ leicht durch Lernversuche er-
mitteln kann; neurophysiologische Untersuchungen fiihren
dagegen auf sehr viel hohere Werte (1012...1015 bit).

Den z. Zt. mdglichen Stand der verschiedenen Speicher-
technologien zeigt Fig. 12. Ausgehend von der Magnettrommel
mit Zugriffszeiten von 500...0,5 ms ging die Entwicklung in
zweil Richtungen:

a) Massenspeicher mit relativ langer Zugriffszeit. Vertreter sind
der Magnetplatten- und die Kassettenspeicher mit einer Speicher-
kapazitit grosser als 109 bit bei Zugriffszeiten von 0,01...1 s. Hinzu
kommt der Magnetbandspeicher mit seiner relativ langen Zugriffs-
zeit im Bereich von ca. 1 min, die jedoch durch geschickte Organi-
sation der Daten auf dem Magnetband nicht in diesem Ausmass in
Erscheinung tritt. In nicht allzu ferner Zukunft sind optische Fest-
speicher zu erwarten, die neben hoher Speicherkapazitit auch sehr
kurze Zugriffszeiten bis herunter zu einigen ps aufweisen (in Fig. 12
nicht eingezeichnet).

b) Schneller Rechenspeicher mit moglichst kurzer Zugriffszeit.
Typischer Vertreter ist der Ferritkernspeicher mit etwa 1 pus Zugriffs-
zeit, bei einer Speicherkapazitét bis etwa 108bit.

In naher Zukunft werden aktive Halbleiterspeicher in
grosserem Umfang zum Einsatz kommen (in Fig. 12 mit ge-
strichelter Gebietsumrandung) und mit dem klassischen Ferrit-
kernspeicher konkurrieren. In Form von monolithischen Flip-
Flop-Speicherzellen haben sie den Vorteil, dass sie mit den
integrierten monolithischen Schaltkreisen kompatibel sind und
eine Integration von Schaltkreisen und Speicher ermdoglichen.
Die Entwicklung ist hier noch in vollem Fluss, und es lassen
sich daher iiber mogliche Speicherkapazitidten nur ungenaue
Angaben machen.

4.2 Stand und Entwicklung der Schaltkreistechnik

Digitale Schaltkreise fithren die Verarbeitung und Steue-
rung einer DV-Anlage aus. Sie sollen, wie oben gefordert, eine
moglichst kurze Schaltzeit (Zeitspanne fiir das Umschalten
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von 0 nach 1 bzw. umgekehrt) erreichen, und dies bei einem
moglichst geringen Leistungsbedarf; Fig. 13 zeigt den Gang der
Entwicklung. Der Leistungsbedarf ist deshalb von so ent-
scheidender Bedeutung, weil datenverarbeitende Systeme aus
einer sehr grossen Anzahl stromverbrauchender Bauelemente
(ca. 10000 Transistoren und mehr) aufgebaut sind und man
den Leistungsbedarf der gesamten Anlage schon auch mit
Riicksicht auf die Warmeabfuhr moglichst gering halten will.
Das erwiinschte Ziel ist ja Datenverarbeitung und nicht Er-
zeugung von Wirme! Die erste in den USA im Jahre 1946 in Be-
trieb genommene elektronische Rechenmaschine ENIAC mit
ihren iiber 17000 Elektronenrohren benétigte eine elektrische
Leistung von 174 kW. Heutige GroBsysteme dagegen mit
einem Vielfachen an Verarbeitungsleistung der ENIAC brau-
chen weniger als ein Drittel.

Die in Fig. 13 schraffierten Gebiete charakterisieren den
moglichen Arbeitsbereich; die Jahreszahlen ohne Klammern
geben den Beginn, die in Klammern stehenden den ungefihren
Hohepunkt der betreffenden Technologie an.

4.2.1 Elektromechanik. Ausgehend von der rein mechani-
schen Losung der «Schickardschen Rechenuhr» im Jahr 1623,
mit einer Schaltzeit von ca. 1 s bei einer Leistung von ca. 10 W,
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Fig. 11
Speicherkapazitit und Zugriffszeit

NN

N

erfolgte der Ubergang zur Elektromechanik erst im Jahre 1890,
als Hollerith seine Zahlmaschine bei der 11. amerikanischen
Volkszahlung zum Einsatz brachte. Grenzwerte fiir Schaltzeit
und Leistung 1 ms und 10 pW.

4.2.2 Rohre. Eine ganz wesentliche Reduktion der Schalt-
zeit bis unter 0,1 ps wurde durch die Einfithrung der Elektro-
nenrdhre bei etwa gleichem Leistungsbedarf erzielt. Begren-
zung der Geschwindigkeit in erster Linie durch Verdrahtung,
bedingt durch die Grosse der Réhre.

4.2.3 Transistor. Mit der Erfindung des Transistors und
seiner raschen Einfiihrung in datenverarbeitenden Systemen,
etwa ab 1955, konnte der Leistungsbedarf ganz erheblich bis
herunter zu etwa 1 mW reduziert werden. Auch die Schaltzeit
wurde weiter bis in den Bereich um 1 ns verbessert, was einem
Lichtweg von nur 30 cm entspricht. Die Kleinheit des Transi-
stors und seine hohe Lebensdauer waren weiter Griinde fiir
seinen erfolgreichen Einzug nicht nur in der Rechenmaschinen-
technik, sondern auch in fast allen Bereichen der elektronischen
Geritetechnik.
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Speicherkaparzitit und Zugriffszeit digitaler Speicher

4.2.4 Integrierte Schaltkreise. Eine weitere Reduktion der
Schaltzeit des Transistors ist bei den bereits erreichten Werten
nur dann sinnvoll, wenn es gelingt, die Signallaufzeiten auf den
Verbindungsleitungen entsprechend zu reduzieren. Dies zwingt
zu einer weiteren Miniaturisierung, die z. B. in der sog. in-
tegrierten monolithischen Halbleitertechnologie (senkrecht
schraffiertes Gebiet in Fig. 13) am weitesten fortgeschritten ist.
Aktives Transistorelement, Widerstinde und die immer proble-
matischer werdenden Verbindungen der Elemente eines Schalt-
kreises werden alle zusammen in einem Halbleiterplittchen
hergestellt. Beispielsweise konnen z. Zt. auf einer Fliche von
1x1 mm eines Siliziumpléttchens etwa 100 Komponenten
untergebracht werden.

Grundbausteine der digitalen Schaltkreistechnik bestehen
aus etwa 5...15 Komponenten und werden nicht einzeln, son-
dern in Massenfertigung bis zu mehreren hundert bis tausend
Stiick auf grosseren Siliziumplatten von 25...30 mm Durch-
messer hergestellt, gepriift und danach in die einzelnen Grund-
bausteine zerséigt. Das Zerschneiden und Wiederverbinden von
Grundbausteinen zu Baugruppen ist nicht nur kostspielig,
sondern birgt weitere Fehlerquellen in sich. Dem eigentlichen
Ziel, der Integration ganzer Baugruppen, steht noch die unbe-
friedigende Ausbeute bei der Herstellung grosserer Baugruppen
entgegen. Man versucht daher, sozusagen als Zwischenlésung,
die Gut-Priifung der Schaltkreise auf den grésseren Silizium-
platten mit Hilfe einer Rechenmaschine zu automatisieren und
die Verbindungen zwischen den guten Schaltkreisen nach der
gewiinschten und vorher der Rechenmaschine eingegebenen
Funktion nach optimalen Gesichtspunkten zu ermitteln. Dies
ist ein Beispiel dafiir, wie datenverarbeitende Systeme zur
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Schaltzeit und Leistungsbedarf digitaler Schaltkreise
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Konstruktion neuer Systeme angewandt werden kdnnen nach
dem Schlagwort « Computer bauen Computer».

Diese Technologie verspricht eine untere Schaltzeit von
weniger als 1 ns bei einem minimalen Leistungsbedarf von etwa
100 uW. Sie eignet sich, wie bereits oben angedeutet, in hervor-
ragender Weise zur Herstellung aktiver Halbleiterspeicher
(Fig. 12). Wegen ihrer wesentlich hoheren Packungsdichte und
stindig abnehmender Kosten werden sie wohl in wenigen
Jahren die Ferritkernspeicher abldsen.

4.2.5 Optische Technologie. Schaltzeiten wesentlich unter
1 ns sind vermutlich nur mit optischer Technologie zu erzielen.
Es ist zu bedenken, dass in 1 ns das Licht nur einen Weg von
30 cm zuriicklegt. Da die Lichtgeschwindigkeit die hochst-
mogliche Signalgeschwindigkeit darstellt, gelangt man an eine
prinzipielle Grenze, die dusserst kurze Signalwege fordert.
Opto-elektrische Schaltelemente und die als Lichtverstdrker
geeigneten Laser sind mogliche Bauelemente.

Uber den erforderlichen Leistungsbedarf lassen sich heute
noch keine verniinftigen Angaben machen; er liegt sicher er-
heblich iiber dem der heutigen Transistortechnologie. Sollte
dieser Zustand nicht wesentlich verbessert werden konnen, so
ist wohl kaum mit einem grosseren Einsatz der optischen
Technologie in der Verarbeitung und Steuerung, zumindest in
kommerziellen Anlagen, zu rechnen.

Vorbild und Ziel sind die biologischen Systeme, insbeson-
dere das menschliche Gehirn, das mit seinen ca. 10 Milliarden
Neuronen und einem Leistungsbedarf von ca. 10...100 W in
vieler Hinsicht erheblich mehr leistet als die grossten DV-
Anlagen.

4.3 Miniaturisierung

Das Bemiihen und den Erfolg auf dem Gebiet der Miniatu-
risierung im Vergleich zu einem biologischen Datenverarbei-
tungssystem, dem menschlichen Gehirn, zeigt Fig. 14[4]. Dieses
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Grosse und Gewicht von 10! Bauelementen als Aquivalent zum menschlichen
Gehirn

wiegt etwa 1 kg, hat ein Volumen von etwa 1 1 und besteht aus
etwa 101° Neuronen. Die Grosse eines Neurons betrdgt somit
107 cm3.

Man schitzt, dass die logische Verkniipfungs- bzw. Spei-
cherleistung eines Neurons ein technisches Aquivalent von
etwa 10 Transistoren erfordert. Wollte man also einen Auto-
maten mit dem Leistungsvermogen des menschlichen Gehirns
bauen, wiren dazu 10! Transistoren notwendig. Die ausge-
zogene Kurve in Fig. 14 gibt in Abhéngigkeit von der Grosse
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der Bauelemente das Gewicht eines solchen Automaten an;
mit den z. Z. kleinsten Bauelementen von ca. 0,0001 cm? wiirde
dieser immer noch iiber 10 t wiegen.

4.4 Entwicklung der Zuverlissigkeit

Je komplizierter ein technisches Gerdt, um so grosser wer-
den die Anforderungen an die Zuverlassigkeit der verwendeten
Bauelemente; nur so kann eine zufriedenstellende Zuverléssig-
keit und Wartungsfreiheit fiir den Kunden garantiert werden,
wenn man von der Philosophie der Anschaffung eines (Zweit-)
Ersatz-Gerits zunichst einmal absieht. Fiir die hochkompli-
zierten und mit sehr vielen Bauelementen aufgebauten elektro-
nischen Rechenautomaten treffen diese Uberlegungen in ganz
besonderem Masse zu.

Die Ausfallrate 4 eines Bauelements ist ein Mass fur die
Zuverldssigkeit und wird angegeben in % je 1000 Betriebs-
stunden; z. B. besagt A = 1 %,/1000 h, dass ein Gerit mit 100
gleichen Bauelementen im Mittel alle 1000 Betriebsstunden
1Bauelement-Ausfall aufweist. Fig. 15 zeigt den grossen Fort-
schritt der Ausfallrate und die Anzahl der mittleren Ausfélle/
10-h-Tag fiir ein Gerit mit 100000 gleichartigen Bauelementen
(rechte Ordinatenskala).

Eine Verbesserung der Ausfallrate der Bauelemente allein
geniigt jedoch nicht mehr, um die hohen Zuverldssigkeits-
anspriiche an grosse DV-Anlagen zu erfiillen. Es wird daher
schon heute vom Prinzip der Redundanz ausgiebig Gebrauch
gemacht. Die zukiinftige Entwicklung auf diesem Gebiet wird
durch ein griindliches Studium biologischer Systeme, die un-
seren technischen Gebilden um einiges voraus sind, moglicher-
weise profitieren konnen.
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Weitere Vortrage dieser Vortragsreihe folgen
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