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Stand der Technik von Fehlerkorrekturmethoden bei der Dateniibertragung
Von H. Ohnsorge, Ulm

Die vorliegende Arbeit bietet einen Uberblick, welche Metho-
den zur Korrektur von Ubertragungsfehlern z.Z. bekannt sind
und zum Einsatz kommen. Es wird versucht, die derzeitigen Pro-
bleme auf diesem Gebiet und die Bemiihungen um eine Weiter-
entwicklung herauszuarbeiten. Bei der Behandlung der Verfahren
zur direkten Fehlerkorrektur durch redundante Codes ist u. a. ein
System fiir Ahnlichkeitsdecodierung beschrieben, das nach Wissen
des Autors bisher nicht bekannt war. Die Systeme mit Fehler-
korrektur durch Wiederholung gestorter Information befinden
sich bereits im Einsatz und werden daher nur kurz gestreift. Allein
die Niitzlichkeit der Kombinationen von Code und Stordetektoren
zur Fehlererkennung ist noch nicht hinreichend untersucht wor-
den. Die ersten Ergebnisse der diesbeziiglichen Arbeiten werden
wiedergegeben.

1. Einleitung

Seit dem Erscheinen der Arbeiten von Shannon [1]1) und
Hamming [2] arbeitet man intensiv in vielen Instituten und
Laboratorien an Methoden zur gesicherten Datentibertragung.
Shannon hat die Grenzen des Erreichbaren in seiner funda-
mentalen Arbeit tiber Informationstheorie abgesteckt. Aus-
schlaggebend fiir die Datensicherung ist der Shannonsche Satz,
dass iiber einen Kanal mit statistisch unabhingigen Uber-
tragungsfehlern durch redundante Codierung die Fehlerwahr-
scheinlichkeit auf Null reduziert werden kann, wenn die Entro-
pie der Quelle kleiner oder im Grenzfall gleich der Kanal-
kapazitit ist. Die Fehlerwahrscheinlichkeit Null erreicht man
aber erst bei unendlich langen Codewoértern, die praktisch
natiirlich nicht realisiert werden konnen. Der Aufwand — spe-
ziell fiir die Decodierung — steigt mit zunehmender Codewort-
lange sogar so stark, dass man bei den bisher bekannten Ver-
fahren nur mit relativ kurzen Codewdrtern bzw. Blocken ar-
beiten kann. Die derzeitigen Arbeiten sind daher in erster
Linie auf das Ziel gerichtet, Methoden zu finden, die mit mog-
lichst geringem Geriteaufwand die geforderte Restfehlerwahr-
scheinlichkeit gewéhrleisten.

In der vorliegenden Arbeit soll ein Uberblick gegeben wer-
den, welche Ergebnisse diese Bemiihungen bisher erbracht
haben und in welche Richtung die augenblicklichen Arbeiten
tendieren.

2. Methoden zur gesicherten Dateniibertragung
Fiir die Ubertragung von Daten steht z. Z. das Fernschreib-
und Fernsprechnetz zur Verfiigung. Bei ungesicherter Uber-
tragung bietet das Fernschreibnetz (bei stark gestorten Ver-
bindungen) eine mittlere Fehlerwahrscheinlichkeit p von:
DPFernschr, & 10-4...10~6
und das Fernsprechnetz
PFernsprech ~ 10-2...104

Ungesicherte Ubertragung heisst: die Zeichen der Quelle
werden direkt iiber den Modulator (Mo) auf den Ubertra-

1) Siehe Literatur am Schluss des Aufsatzes.
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621.327.8 : 621.3.041.5
Le présent exposé fournit un apercu des méthodes actuelle-
ment connues et appliquées a la correction des fautes de trans-
mission. L’auteur tente de dégager les problémes suscités a présent
par ce domaine et les efforts tentés en vue d’'un développement
ultérieur. Lors du traitement des procédés de correction directe
au moyen de codes redondants, il décrit entre autres également un
systéeme de codage analogique, jusqu’a présent inédit a son point
de vue. Les systéemes de correction par répétition de l'information
perturbée sont déja actuellement appliqués, et ne sont de ce fait
qu’esquissés. Toutefois lutilité des combinaisons de codes et de
détecteurs de perturbations n’'a pas encore fait I'objet d’études
suffisantes. L'exposé fournit les premiers résultats acquis lors de
ces recherches.

gungskanal gegeben und nach der Demodulation (Dem) un-
besehen an die Senke geliefert.

Die Fehlerwahrscheinlichkeit wird durch Datensicherungs-
einrichtungen (DSE) herabgesetzt (Fig. 1), und man fordert
im allgemeinen bei gesicherter Ubertragung eine Restfehler-
wahrscheinlichkeit von kleiner 108, Die DSE koOnnen z. B.
Einrichtungen zur Fehlerkorrektur durch redundante Codes
sein. Fiir Dateniibertragung im Fernsprechnetz stellen die
Postverwaltungen neben dem Hauptkanal (HK) fiir Riick-
meldungen einen Schmalband-Riickkanal (RK) zur Verfiigung.
Damit ist der Einsatz von Systemen mit Entscheidungsriick-
meldung und Korrektur durch Wiederholung gestorter Infor-
mation moglich.

Die Verfahren zur gesicherten Dateniibertragung konnen
beziiglich ihrer Wirksamkeit nur beurteilt werden, wenn man
die Stor- und Fehlerstruktur der verwendeten Ubertragungs-
kanile genau kennt. Aus diesem Grunde sind von den Post-
verwaltungen und von der Industrie umfangreiche Messungen
durchgefiihrt worden. Ergebnisse dieser Untersuchungen findet
man u. a. in [3; 4; 5].

Wenigstens erwihnt seien die Primitivmethoden zur Daten-
sicherung und zwar:
die Mehrfachiibertragung jedes Zeichens und Fehlererkennung
durch Vergleich der Empfangssignale und das Echoverfahren,
bei dem man jedes iibertragene Zeichen wieder zuriick zum
Sender schickt und auf der Sendeseite durch Vergleich fest-
stellt, ob eine Storung stattgefunden hat.

Behandelt sind diese Verfahren in den Literaturstellen [6]
und [7]. Der Aufwand an Redundanz ist hiebei im Vergleich
zu den im Folgenden behandelten Methoden so hoch, dass
ein Einsatz nur in Sonderfillen sinnvoll ist.

1 4/ - A
2440 = 4

DSE ‘Mo Dem DSE
HK
o mim=l =

gesicherter Kanal
Pgetord. <10-*

Fig. 1
System zur icherten Dateniibertr
Bezeichnungen siehe im Text
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3. Fehlerkorrektur durch redundante Codes

Ein redundanter Code ldsst sich z. B. bilden, indem man
mogliche Sendezeichen als unzuldssig erkldrt. Entsteht durch
Verfilschung auf dem Ubertragungskanal ein unzulissiges
Zeichen, dann erkennt dies der Empfianger. Sucht er das zu-
ldssige Zeichen heraus, das dem empfangenen Zeichen am dhn-
lichsten ist und betrachtet dieses als Empfangszeichen, dann
hat er eine Fehlerkorrektur nach der Ahnlichkeitsdecodierung
bzw. «maximum likely-hood-detection» durchgefiihrt. Die
Bildung von Codewdrtern, d. h. von zulédssigen Sendezeichen,
erfolgt heute in erster Linie durch lineare systematische Codie-
rung [8], daher sei dieses Verfahren etwas eingehender er-
lautert.

3.1 Lineare systematische Codes

Eine Quelle sende die Zeichen xi, x2, x3,... aus. Zur
Vereinfachung sei angenommen, dass die Alphabetbuchstaben
der Quelle bindr codiert sind, also nur die Zeichen 0 oder 1
ausgesendet werden. Leitet man aus jeweils K Informations-
zeichen durch lineare Verkniipfung m Priifzeichen ab und
iibertrigt diese als Redundanz mit den Informationszeichen,
dann hat man einen linearen systematischen Code gebildet.
Am universellsten sind diese Codes durch die Matrixdarstel-
lung [8; 9] zu beschreiben. Die jeweils K Informationszeichen
werden als einspaltige Matrix [X]+ geschrieben. Durch Multi-
plikation mit der sog. Codiermatrix [A4] entsteht die Priif-
zeichenmatrix [Y] entsprechend GI. (1):

*

L oo aix 1
§ x2 -
- | M
' Ym
am1 e dmik Xk
oder vereinfacht geschrieben:
[4]- [X]+ =[Y] 2)

Es sei Yi = Xk+i und Gl. (2) sei verwandelt in ein homo-
genes Gleichungssystem, dann wird [4] um die Einheits-
matrix [7] ergédnzt und man erhélt:

(4,11 [x,y] = [B] ' [K] = 0 3

[X] ist nun das zu sendende Codewort. Die Addition er-
folgt modulo 2 im Bindrfall bzw. modulo ¢, wenn die Quelle ¢
verschiedene Symbole ausgibt. Im Binirfall sind die Kom-
ponenten:

0
aij bzw. bij < oder
1
Bei der Ubertragung entstehen Fehler; man kann sich die
Fehler durch Uberlagerung eines Fehlerwortes [X]; iiber das

Codewort [X] vorstellen, so dass auf der Empfangsseite das
fehlerhafte Wort:

[X]e = [X]+ [X]:
eintrifft. Bildet man nun:

[B]- [X]e = [B] - [X] + [B]- [X]t = [F]
0

so erhdlt man eine einspaltige Fehlermatrix

[F1=[B] [X1: 4)

Bull. ASE 59(1968)25, 7 décembre

die nur von [X]; abhingt. Nun gibt es bedauerlicherweise bei
n =k + m insgesamt 2 Fehlerworter, aber nur 2™ Fehler-
matrizen, denn ein Codewort hat n und eine Fehlermatrix
nur m Komponenten. Es ist also keine umkehrbar eindeutige
Zuordnung zwischen [F] und [X]; moglich. Andernfalls
kénnte man alle Ubertragungsfehler richtig korrigieren, in-
dem man durch [F] das Fehlerwort [X]z bestimmt und:

[X]e + [X]r = [X] (%)

bildet. Addition und Subtraktion sind in der Algebra der
ganzen Zahlen modulo 2 gleichbedeutend, daher kann in
Gl. (5) plus verwendet werden. Soll ein Code alle Fehlermuster
mit 1 bis e Bindrfehlern im Codewort korrigieren konnen,
dann muss die Zahl Z=2m — | der Fehlermatrizen, die un-

€
gleich [0] sind, grosser oder gleich z (7) sein, denn in einem
i=1

n-Tupel gibt es (7) Konfigurationen mit / Einsen. Die Be-
dingung: '

am | gi (%) 6)

ist die bekannte Hamminggrenze, aus der hervorgeht, wieviel
Priifzeichen ein Code mindestens enthalten muss, um e Fehler
mit Sicherheit korrigieren zu konnen.

In Fig. 2 ist die Realisierung eines Fehlerkorrektursystems
gezeichnet, das nach GI. (5) arbeitet: In ein Register wird das
empfangene Wort [X]e eingegeben. Die Nachbildung der
[B]-Matrix durch modulo-2-Addierer erzeugt mit [X]e nach
Gl. (4) die Matrix [F], nachdem das vollstindige Empfangs-
wort im Register steht. Die Registerstufen sind bistabile Ele-
mente, also Stufen, die selbsttdtig modulo 2 addieren. Der
Fehlerwortgenerator bildet nun der Reihe nach die korrigier-
baren Fehlerworter und tiiberlagert sie dem Empfangswort.
Im Register wird also

1. [XTe + [X]n
2. [X]e + [X]1 + [X]n = [X]e
3. [Xe + [Xee
4. [X]e + [XTe2 + [X]r2 = [X]e

usw.

erzeugt, bis [B]- ([Xle + [X]t;) =[0] entsteht. In diesem
Falle ist [X]e + [X]s; = [X] das korrigierte Codewort, das an
die Senke ausgegeben wird. Die Reihenfolge der Fehlerworter
[X]¢ wahlt man so, dass zuerst das wahrscheinlichste Fehler-
wort erzeugt wird, dann das zweitwahrscheinlichste usw.; da-
mit ist sichergestellt, dass mit der kleinsten Anzahl von
Schritten die Korrektur durchgefiihrt wird. Sind bei einem
e Fehler korrigierenden Code mehr als e Bindrfehler im Emp-
fangswort, dann erfolgt die Korrektur falsch. Zur Bildung der
Priifzeichenmatrix [ Y] kann in entsprechender Weise die Nach-
bildung der Matrix [4] durch Mod-2-Addierer verwendet
werden.

Das hier beschriebene Verfahren arbeitet mit Ahnlichkeits-
decodierung, d. h. nach der optimalen Methode bei statistisch
unabhingigen Fehlern. Es erfordert im Mittel wesentlich
weniger als 2™ Vergleiche. Urspriinglich hatte man fiir
«maximum likelyhood-detection» 2k Vergleiche fiir notwendig
gehalten, da man von der Vorstéllung ausgegangen war, man
miisse das empfangene Wort [X]e mit allen 2k zuldssigen Code-
wortern vergleichen, um das dem Empfangswort dhnlichste

(A717) 1153



Start-Stop ‘ - Befehnl

Fehlerwort [X); - Generator ]

111 01 0 0o |® IR
110 10 1 0 X. T |F2| Gesucht: [B]-({x]e— [x]f\
101 1 0 01 ;((g F3

B “

zu ermitteln. Das Verfahren nach Fig. 2 erfordert einen tech-
nischen Aufwand, der proportional zu n - m steigt.

Fiir eine Reihe von linearen systematischen Codes ldsst
sich die Codierung und Fehlererkennung einfacher mit Hilfe
von riickgekoppelten Schieberegistern realisieren. Derartige
Codes werden mit Hilfe der Polynomdarstellung [10; 11] be-
handelt. Betrachtet man die Informationszeichen (xi x2...xx)
als Koeffizienten eines Polynoms:

SE(X) =x1 X¥1 4 xp Xk2 | 4 xx XO
dann kann man die Priifzeichen bestimmen, indem:

KLy T

g (X) g(X)

gebildet wird und die Koeffizienten des Restpolynoms r(x) im
Anschluss an (x1 x2...xx) als Priifzeichen gesendet werden.
Ein Codewort hat dann als Polynom geschrieben die Form:

(7

Xmef*(X) —r(X)=q*(X) g (X) = C(X) 8)

Das Polynom g(X) ist vom Grade m und wird Generator-
polynom des Codes genannt. Die Ubertragungsfehler in einem
Codewort konnen nun ebenfalls als ein Polynom f(X) aufge-
fasst werden, so dass am Empfangsort das Wort:

E(X)=C(X)+f(X)

eintrifft. Bildet man nun:

EX) _ CX)+f(X) _ q*(X)gX)  [fX)

g(x) g(x) g(X) g (X)
o FX)
=" a0+ Ly O

dann ist das Restpolynom F(X) wieder nur von dem Fehler-
wort f(X) abhdngig und kann zur Bestimmung von diesem
benutzt werden. F(X) = 0 bedeutet, dass die Ubertragung
des betreffenden Codewortes fehlerfrei war oder ein nicht er-
kennbares Fehlermuster aufgetreten ist. Nicht erkennbar durch
lineare systematische Codes sind alle Fehlermuster, die gleich
einem Codewort sind, wie man aus Gl. (4) und (8) erkennt.
Das Generatorpolynom hat die Form:

gX)=Xm4 g Xm1 om 1 X141

mit gi = 0 oder 1. Ein Register nach Fig. 3, bei dem die Riick-
fuhrungen durch die Koeffizienten g; bestimmt sind, fiithrt in
k-Schritten — das heisst nacheinander bei Eingabe der
k-Informationszeichen — die Operation gemass GI. (7) durch.

1154 (A 718)

Nulldetektor

)= (0]

Fig. 2
Fehlerkorrektur-System
Bezeichnungen siehe im Text

Die Koefhizienten ri des Restpolynoms r(X) stehen
nach dem k-ten Schritt im Register und konnnen als
Redundanz den k Informationszeichen hinzugefiigt
werden. Fiir den Decodiervorgang nach Gl. (9) wird
das gleiche Register verwendet. Nach Eingabe der #
Empfangszeichen von E(x) enthilt das Register die
Koeffizienten von F(X). Ein Nulldetektor (Fig. 3)
priift, ob alle Registerstufen auf O stehen, d. h. ob
F(X) = 0 ist; andernfalls liegt ein erkennbarer
Fehler vor. Die Eigenschaften von riickgekoppelten
Schieberegistern wurden zuerst von Huffimann [10]
eingehend beschrieben. Teilt g(X) das Polynom X — 1 ohne
Rest, dann erzeugt g(X) einen zyklischen Code. Bose und
Chandhuri [8] haben fiir g(X) von zyklischen Codes Kon-
struktionsvorschriften gegeben, so dass der Code eine be-
stimmte Anzahl von Fehlern sicher korrigieren kann. Fire [8]
hat fiir g(X) von zyklischen Codes Vorschriften gegeben, so
dass sich der betreffende Code besonders fiir die Korrektur
von geblindelten Fehlern eignet.

Bei vorgegebener Redundanz sinkt die Restfehlerwahr-
scheinlichkeit mit wachsender Blocklidnge, anderseits steigt
aber der Zeit- und Schaltungsaufwand fur die Fehlerkorrektur
durch linearen systematischen Codes mit zunehmender Block-
lange n ausserordentlich stark an, so dass man bei ca. 20 %
Redundanz kaum mit wesentlich grosseren Blocklingen als
n = 100 arbeiten kann. Aus diesem Grunde wurde von
Wotzencraft und Reiffen [12] eine andere Methode entwickelt,
deren Prinzip im folgenden Kapitel erldutert wird.

Ausgabebefehl

3.2 Convolution Encoding, Sequential Decoding

Das Verfahren «convolution encoding, sequential de-
coding» bietet zwar z. T. keine optimale Ausnutzung der
Redundanz, wie dies z. B. mit dem Verfahren nach Fig.2
moglich ist, dafiir erfordert es bei gleicher Restfehlerwahr-
scheinlichkeit weniger Aufwand an Zeit und Schaltmitteln.

Convolution encoding arbeitet mit einer Bindrfolge als
sogenanntem Generator (Fig. 4a). Jedem Informationszeichen
wird mindestens ein Priifzeichen hinzugefiigt. Die Ableitung
der Prifzeichen geschieht durch den Generator, wie dies an
nachfolgendem einfachen Beispiel mit zwei Priifzeichen pro
Informationszeichen gezeigt wird. Der Generator habe die
Form 111010 001. Unter jede «1» in der Informations-
zeichenfolge schreibt man den Generator entsprechend Fig.4a.

Eingabe

[ Nulldetektor tur Decodiervorgang J

Codewort ist fehlerfrei l (bzw. nicht erkennbare Fehler)

Fig. 3
Codier-Decodier-Register
Codierung = Priifzeichenbildung; Decodierung = Fehlererkennung

Bull. SEV 59(1968)25, 7. Dezember



a) Generator z, B.s 111010001
X1 Xo X3 X4
Inf.-Zeichenfolge z.B.: 1% :0: 17 . 1

mit n Binarstellen

o8

bald ein Bindrzeichen falsch decodiert wird,
pflanzt sich der Fehler u. U. bis zum Ende
der Sendung fort.

Der Schaltungsaufwand steigt bei die-

sem Verfahren etwa proportional mit der

I I
| |
| |
. 111010001
gggggfgol%%r @ {l 1111l 010001 Generatorlinge n. Die Restfehlerwahr-
I | 111010001 scheinlichkeit sinkt nach der Beziehung:
Sendefolge :111010110= 101011001 Prsa, < @+ g=bn
| Verknipfungs- | a; b sind Konstanten.
lange n Man benétigt etwa n Rechenschritte fiir

die Decodierung von einem Binirzeichen.

b) Emptangsfolge z. B.: 001010110

folge auf.

101011001

') Die zur Empfangsfolge dhnlichste Folge weist 2 Fehler gegeniiber der Empfangs-

Das hier beschriebene Verfahren erfordert

Inf.  Fehler- mindestens 50 %, Redundanz. Varianten
' Folge  zahl dieser sequentiellen Verfahren wurden von
Absuchliste X1X2X3 Gallager [13] und Massey [14] beschrieben.
x| 000 (£000 4 M k 2 . .
000 > 111 001 3 an kann z. B. bei der Codierung mit
000 mehreren Generatorfolgen arbeiten; damit
X111 —>|010 010 4 e Bk T )
~| 101 011 5 lasst sich die Redundanz vermindern, aber
der Schaltungsaufwand wird dann grosser.
001 100 5
010 _{; 110 101 21 Als Konkurrenz zu dem Verfahren von
11127 - Wotzencraft und Reiffen sind die Verfah-
101 =011 110 7 S )
~| 100 111 6 ren der stufenweisen Codierung und Deco-
dierung bekannt geworden. Eine eingehen-

de Untersuchung dieser Verfahren liegt
von Forney [15] vor.

Fig. 4
Convolution Encoding (a) und Sequential Decoding (b)

Die mod-2-Summe der Generatorfolgen wird als Sendefolge
tibertragen. Die sequentielle Decodierung geschieht mit Hilfe
der Absuchliste (Fig. 4b), in der die moglichen (1 + i)-Tupel
so geordnet sind, dass sich die Komponenten in den Spalten
moglichst stark voneinander unterscheiden; i ist die Zahl der
Priifzeichen pro Informationszeichen. Die Absuchliste enthélt
als Codebaum alle moglichen Bindrkonfigurationen der Ver-
kniipfungsldnge n. Man sucht nun nach Empfang der ersten
n Bindrzeichen in der Absuchliste die Folge von (1 + i)-
Tupeln aus, die der Empfangsfolge am dhnlichsten ist, dabei
sind nur die durch die Pfeile angedeuteten Binidrfolgen zu-
ldssig. In der in Fig. 4b angenommenen

3.3 Stufenweise Codierung und Decodierung

Eine interessante Methode der stufen-
weisen Codierung hat vor kurzem Ziv[16] veroffentlicht. An-
hand dieser Arbeit soll das Wesen dieser Datensicherungsver-
fahren kurz erldutert werden. Die Codierung erfolgt bei Ziy
in drei Stufen:

1. Stufe: Jeweils ki Informationszeichen werden mit Hilfe einer

Matrix [4]1 zu Codewortern der Linge n1 codiert (Fig. 5).
2. Stufe: Aus ki derartigen Codewortern [X]i1 werden die Spalten
einer Matrix der Form:

X11 X2
Xo1 Xoo

Empfangsfolge mit zwei Fehlern hat die
durch dicke Pfeile angedeutete Folge in
der Absuchliste die grosste Ahnlichkeit.
Alle anderen Folgen weisen mehr Feh-
ler gegenuiber der Empfangsfolge auf.
Die ersten drei Informationszeichen ha-
ben nach diesem Vergleich mit grosster
Wabhrscheinlichkeit die Form 1 0 1.
Der Decodierer trifft aber nur fiir das
erste Informationszeichen die Entschei-
dung X7 = 1. Nun wird von den ersten
n Bindrzeichen der Empfangsfolge die
Generatorfolge abgezogen. Beginnend
mit dem zweiten Informationszeichen
wird dann mit dem verbleibenden Rest
der weiteren n Empfangszeichen wieder
der Vergleich in der Absuchliste durch-
gefithrt und daraufhin X> entschieden
usw. Die Decodierung bzw. Fehlerkor-

1. Stufe:

2. Stufe:

Vo

X414
X1

3. Stufe:

[Aly- XTI = [Y],

[X141 [XJo4

(AL IXTfp = [Y,

[XThg = [X4 Xg - X, Xypq--

[X, Yli1 = [XIy
Ki+ my=n;4

>

[XJK11

|

«— [X]ie
«— [X3

«— [XIh,2

[X, Y]z = [X];2
K4+ mg = no

Xn|K|
—

f1(X)

rektur erfolgt also Zeichen fiir Zeichen
im Gegensatz zu den Blockcodes. So-

Bull. ASE 59(1968)25, 7 décembre

Fig. 5
Stufenweise Codierung
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mit i l

Léschzeichen
X11 Xy

— |74 A

X3 Xaz

usw.

Ausléschung fehlerhafter EW

1. Stufe:  fg; (X) —> f1(X) Ahnlichkeitszuordnung
2. Stufe: [Xlipe aus 1 (X); fa (X) — f‘E (X)

[B, - [XJ; 26 = [F]; Fehlererkennung
3. Stufe: korrigierte Empfangswérter: EW1 EW2

Xn11 Xn12

Dieses Verfahren arbeitet aber mit der
grossten Redundanz und besitzt den
Nachteil der Fehlerfortpflanzung.
Zwischen diesen Verfahren liegt die
stufenweise Codierung und Decodie-
rung, fir die viele Varianten denkbar
sind. Es hat den Anschein, als miisste
man bei vorgegebener Restfehlerwahr-

EWk, scheinlichkeit die Verminderung des
! Zeit- und Schaltungsaufwandes stets
,,,,,,,,,, Xig durch Vergrosserung der Redundanz
1
Y erkaufen.
X3K1 . .
4. Systeme mit Entscheidungsriickmel-
Xn K dung und Fehlerkorrektur durch
1R o

Wiederholung
Die Fehlerstruktur bei Dateniiber-

Fig. 6
Stufenweise Decodierung
Nur Korrektur der Loschzeichen in EWj

gebildet. Die Reihen dieser Matrix werden als Informa-
tionszeichen eines zweiten linearen systematischen Codes
der Blocklinge s aufgefasst, den man mit der Matrix
[A]2 bildet. Ziv wihlt ny = ne.

3. Stufe: Die Blocke [X]iz des zweiten Codierers werden durch
einen dritten Codierer in Abschnitte der Ldnge v unter-
teilt, wobei v die Zahl ng teilt. Jedem derartigen Abschnitt
ordnet der dritte Codierer ein redundantes Sendezeichen
fi(X) (Ziv nennt es eine «Wellenform») zu. Wir kdnnen
zur Vereinfachung aber annehmen, dass die v-Zeichen
wieder als Informationszeichen eines Codes der Léinge ng
aufgefasst werden.

Decodiert wird gleichfalls in drei Stufen (Fig. 6):

1. Stufe: Die Empfangsworter fei(X) der Lénge n3, die den gesen-
deten Wortern fi(X) entsprechen, werden z. B. entspre-
chend Fig. 2 decodiert, also nach der Methode der grossten
Ahnlichkeit korrigiert; man erhélt als korrigierte Emp-
fangsworter f1*(X); fa*(X) usw.

2. Stufe: Der erste Codierer liefert allein die korrigierten v-Informa-
tionszeichen des Codes der Linge n3 an den zweiten
Decodierer. Dieser fiihrt anhand des Codes mit der Liange
n2 z. B. entsprechend Fig. 2 oder 3 eine Fehlererkennung
durch. Fehlerhafte Empfangsworter EW werden geloscht,
und es entsteht eine Matrix entsprechend der zweiten
Codierstufe, die «Loschzeichen» enthalt.

3. Stufe: Die so gebildeten Empfangsworter EW; der Lange n1 mit
Schmierzeichen (bzw. Loschzeichen) werden korrigiert, in-
dem man allein die Schmierzeichen durch Binédrzeichen
ersetzt, so dass die Fehlermatrix [F] = 0 wird.

Der Aufwand dieses Verfahrens steigt mit n:*. o ist end-
lich, wenn die Ubertragungsrate R klein gegeniiber der Kanal-
kapazitit C ist. Als Grenzwert gilt o -2 bei R — 0. Die
Zahl der Rechenschritte ist proportional zu #:2. Fiir die Rest-
fehlerwahrscheinlichkeit wird von Ziv die Grenze:

PBrest. < (e + m) . 2—[1—(R/‘C)1/3]n1

bei n1 = nz und R < C angegeben. Hiebei ist e nur bestimmt
durch:

e>(1+nil)"‘

Vergleichend kann gesagt werden: Von den bekannten
Verfahren nutzen die linearen systematischen Codes die Re-
dundanz am giinstigsten aus. Sie erfordern aber den grossten
Schaltungs- und Zeitaufwand fiir die Fehlerkorrektur.

Den kleinsten Aufwand an Zeit und Schaltmitteln braucht
man fiir «convolution encoding» und «sequentiell decoding».
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tragung auf Fernsprechkanidlen macht
den Einsatz von redundanten Codes zur
Fehlerkorrektur sinnlos, da hier die
Wiederholverfahren bei gleichem Aufwand und gleicher Rest-
fehlerwahrscheinlichkeit mit hoherer effektiver Ubertragungs-
rate Verr arbeiten. Vepr ist das Verhdltnis der mittleren Ge-
schwindigkeit vs, mit der die Datensenke Bindrzeichen erhilt
zur Geschwindigkeit vk, mit der der Fernsprechkanal Binir-

zeichen ubertrigt, also:
Us

Verr= —

vk

Der redundante Code wird hiebei nur zur Fehlererkennung

z. B. entsprechend Fig. 2 verwendet. Fehler konnen aber mit

einer hohen Wahrscheinlichkeit auch durch Storungsdetek-
toren erkannt werden.
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Fig. 7

Fehler-Reduktionsfaktor eines Stordetektors
Reduktionsfaktor Rg¢ der Blockfehlerwahrscheinlichkeit als Funktion
der Blocklange n bei konstantem Schwellenabstand S und Storungen

von Fernsprechkanilen fiir den Amplitudentoleranzdetektor
Bindre Frequenzumtastung mit 1200 bit/s;
Empfangspegel ay = —30 dBmo
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Redundanz bei blockweiser Storanzeige
Redundanz rg; infolge der Stoéranzeige als Funktion der Blocklinge n
bei konstantem Schwellenabstand S und Stérungen von Fernsprech-
kanilen fiir den Amplitudentoleranzdetektor
Binire Frequenzumtastung mit 1200 bit/s;
Empfangspegel ay = — 30 dBmo

4.1 Storungsdetektoren

Storungsdetektoren vergleichen die analogen Empfangs-
signale mit den zuldssigen Sollsignalen. Uberschreiten die
Abweichungen der Empfangssignale von ihrer Sollform vor-
gebbare Grenzen, dann gibt der Detektor Storalarm und eine
Wiederholung wird eingeleitet. Fiir Storungsdetektoren sind
eine Vielfalt von Ausfithrungsformen denkbar, in der zu die-
sem Punkt angegebenen Literatur [17...19] findet man eine
Reihe von Realisierungsmoglichkeiten. Marko hat den sog.
Amplitudentoleranzdetektor vorgeschlagen, der vor kurzem
in modifizierter Form auch im CCITT zur Normung emp-
fohlen wurde. Dieser Stordetektor zeichnet sich durch Ein-
fachheit und gute Leistungsfdhigkeit aus. Man priift damit,
ob die Amplituden der Binirsignale nach der Demodulation
den Wert + S, der auf die Sollamplitude bezogen ist, iiber-
schreiten. Fithrt man die Wiederholentscheidung jeweils fiir
Blocke von n Binirzeichen resultierend durch, dann bleiben
fehlerhafte Blocke mit der Wahrscheinlichkeit:

PBrest. = PB Rst

unerkannt (pp ist die Wahrscheinlichkeit, dass ein Block
Fehler enthilt; Rsi(n, S) ist in Fig. 7 gezeigt. Storanzeige
kann mit gewisser Wahrscheinlichkeit aber auch erfolgen, ob-
gleich der Empfinger die Zeichen noch richtig interpretiert.
Die hiedurch entstehende unniitze Wiederholung bedeutet
Redundanz rsi. In Fig. 8 ist rsi(n, S) wiedergegeben.

Ein interessanter Effekt zeigte sich bei der Untersuchung
von Kombinationen von Code + Storungsdetektor. Reduziert
ein Stordetektor die Blockfehlerwahrscheinlichkeit pg um den
Faktor Rst und ein Code entsprechend um den Faktor Re,
so dass:
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PBrest = PB Re

ist, dann wird bei kombiniertem Einsatz von Code -+ Stor-
detektor:
DPBrest < PB Re Rst

d. h. der resultierende Reduktionsfaktor Rstc ist kleiner als
das Produkt der Einzelreduktionsfaktoren, also:

Rste < Re Rst

Eine theoretische Begriindung fiir diesen Effekt ist in [20]
gegeben. Das Ergebnis einer Messung zeigt Fig. 9.

Der kombinierte Einsatz von Code + Stordetektor zur
Fehlererkennung diirfte die wirksamste Fehlererkennungs-
methode sein.

4.2 Systemorganisation

Fiir Systeme mit Wiederholung gestorter Information sind
viele Systemorganisationen denkbar. Man kann aber diese
Organisationen in drei Gruppen mit charakteristischen Unter-
schieden einteilen, wie dies anhand der Speicherorganisation
in Fig. 10 geschehen ist. Bei Semiduplexsystemen sendet man
einen Block, wartet, bis die Quittung dafiir eintrifft, und sendet
dann den nichsten Block, bzw. man wiederholt den Block,
wenn dies angefordert wird. Das Warten auf die Quittung
bedeutet Verlustzeit bzw. Redundanz. Diese Verlustzeit ver-
meiden Wechselspeichersysteme. Hiebei werden ohne Unter-
brechung wechselweise aus den beiden Sendespeichern Blocke
ausgesendet. Die Quittung fiir den i-ten Block muss wéahrend
der Sendung des (i + 1)-ten Blockes eintreffen. Daraus ergibt
sich eine Mindestblockldnge, die durch die Schleifenlaufzeit
von Hauptkanal und Riickkanal bestimmt wird. Im CCITT
ist ein derartiges System zur Normung vorgeschlagen, das mit
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Fehler-Reduktionsfaktor von Storungsdetektor + Code
Reduktionsfaktor Rgi der Blockfehlerwahrscheinlichkeit einer Kom-
bination aus Stordetektor + Code bei Storung von Fernsprechkanilen
als Funktion der Anzahl m von Priifzeichen pro Block. Rgy Ry = Pro-
dukt der Einzelreduktionsfaktoren; Stordetektor = Amplituden-

toleranzdetektor; Bindrfehlerhaufigkeit: Py~ 10~

n = Zahl der Binarzeichen pro Codewort
Generatorpolynome:
Code 1: g(x) = 1+x; Code 2: g(x) = 1+x+x*
Code 3: g(x) = 1+x+x*+x% Code 4: g(x) = 1+x+x*+x°+x"+x°
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Fig. 10
Prinzipielle Systemorganisationen

Blocklangen von 260, 520 oder 980 bit/Block arbeiten soll.
Besonders bei stark gestorten Kanilen liegen die optimalen
Blocklingen aber bei wesentlich kleineren Wortern. Mit
liickenloser Ubertragung aber von der Schleifenlaufzeit unab-
hingigen Blocklingen arbeiten die laufzeitgesteuerten Systeme.
Die relativ kurzen Blocke werden gleichzeitig auf den Kanal
und in einen sog. L-Speicher gesendet. Der Sender bestimmt
die Zeit, die von Aussendung des ersten Blockes bis zum Ein-
treffen der ersten Quittung vergeht. Mit Hilfe dieser Laufzeit-
messung kann er dann genau den Block im L-Speicher be-
stimmen, fiir den eine Falschquittung eintrifft. Dieser Block
und die wédhrend einer Schleifenlaufzeit danach gesendeten
Blocke werden dann wiederholt. Ausfiihrliche Beschreibungen
dieser drei Systemtypen findet man in [21; 3; 18].

Ein eingehender Vergleich dieser Systeme wurde anlésslich
einer Tagung der NTG {iiber «Teilnehmer Rechensysteme»
(September 1968) durchgefiihrt. Dabei ergab sich, dass lauf-
zeitgesteuerte Systeme bei gleichen Ubertragungseigenschaften

den kleinsten Speicheraufwand erfordern. Bei Binérfehler-
héufigkeiten ps > 1073 sind auch beziiglich der effektiven
Ubertragungsrate diese Systeme den beiden anderen Arten
vorzuziehen. Bei ps < 103 liefern Wechselspeichersysteme
eine hohere Ubertragungsrate.
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Commission Internationale de Réglementation

en vue de I’Approbation de I’Equipement Electrique (CEE)

Tagung vom 1. bis 12. Oktober 1968 in Oslo

Die diesjihrige Herbsttagung der CEE fand auf Einladung
des Norwegischen Nationalkomitees in Oslo statt. Von den 19
Mitgliedsléindern waren 18 mit 180 Delegierten vertreten. Als
Beobachter waren Vertreter aus Kanada, Japan und den USA
anwesend. Die Schweiz entsandte 9 Delegierte und war in allen
Komitees vertreten. Es fanden Sitzungen der Technischen Komi-
tees fiir Leitungsschutzschalter, Temperaturregler, Allgemeine
Anforderungen, Tragbare Werkzeuge und Motorapparate statt.
Den Abschluss bildete die Plenarversammlung und am 12. Ok-
tober die Sitzung des Zulassungsbiiros. Anschliessend an den
ersten Arbeitstag fand ein Empfang der Delegierten durch den
Biirgermeister von Oslo statt.
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Komitee fiir allgemeine Anforderungen (CT 031)

Dem CT 031 unter dem Vorsitz von R. Coutris, Frankreich,
standen vom 4. bis 7. Oktober 1968 zwei volle Arbeitstage zur
Verfiigung. Im Laufe der Besprechung von Verfahrensfragen be-
treffend die Herausgabe von CEE-Empfehlungen wurde angeregt,
dass vor der Einfiihrung neuer Empfehlungen diese den einzel-
nen technischen Komitees vorgelegt werden und die Komitees
dazu Stellung nehmen kdnnen. Von entscheidender Bedeutung ist
auch, dass moglichst viele Ldnder mit vorgeschlagenen neuen
Priifverfahren Erfahrungen sammeln.

Anschliessend wurde iiber die Titigkeit der verschiedenen
Arbeitsgruppen gesprochen. Die Arbeitsgruppe «Hitze und Feuer»
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