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Zur Optimierung von Zeichenerkennungsverfahren durch Rechnersimulation

Von G. Meyer-Brotz und J. Schiirmann, Ulm

1. Zur Aufgabe der automatischen Zeichenerkennung

Menschen iibermitteln Informationen untereinander in
grossem Umfang in Form von geschriebenen Texten — ein
Grund dafiir, dass wir alle es fiir niitzlich halten, lesen zu ler-
nen. In dem Masse, in dem zunehmend elektronische Rechen-
anlagen Informationsempfianger werden, wichst der Wunsch,
dass die Rechner die Information in derselben Eingabeform
verarbeiten konnen, dass sie also auch lesen lernen.

Der Ingenieur steht damit einmal mehr vor der Aufgabe,
Leistungen des lebenden Organismus durch Maschinen nach-
zubilden. Es ist in solchen Féllen stets ein naheliegender und
verlockend erscheinender Weg gewesen, der Natur in die
Werkstatt zu schauen und sich bei dem Versuch, Lesegerite zu
entwickeln, an der Leistungsfidhigkeit des menschlichen Auges
und Gehirns zu orientieren. Im Rahmen der Kybernetik studier-
ten Nachrichtentechniker gemeinsam mit Biologen neurophy-
siologische Tatbesténde, operierten an Krebs-und Katzenaugen,
erfanden Neuronen- und Gehirnmodelle und versuchten,
hinter die Geheimnisse des menschlichen Nervensystems, des
Lernens und Denkens zu kommen. Diese Forschungsarbeiten
waren sicher sehr fruchtbar und brachten Erkenntnisse iiber
Funktion und Struktur lebender Organismen, sie sind aber in
Bezug auf technische Realisierungen ohne praktischen Erfolg
geblieben. Fiir den Ingenieur sind die vielleicht wichtigsten
Resultate dieser Forschung die noch tiefere Bewunderung der
faszinierenden Leistungsfahigkeit des menschlichen Gehirns
und die Erkenntnis, dass es wenig aussichtsreich scheint, den
lebenden Organismus — der ja fiir ganz andere Aufgaben,
ndmlich das Uberleben und Futtersuchen, konzipiert wurde —
mit technischen Mitteln zu kopieren. Praktisch brauchbare
und realisierbare Ergebnisse wird man nur durch wohldefi-
nierte Einschrinkungen der Aufgabenstellung erreichen kon-
nen, die auf einem soliden mathematischen und technischen
Fundament aufbauen.

Da ein Digitalrechner nur codierte Zeichen aufnehmen und
verarbeiten kann, ist es heute noch erforderlich, viele der ur-
spriinglichen Texte oder Belege durch menschliche Arbeits-
kraft in maschinell verarbeitbare Form umzusetzen. In der
Deutschen Bundesrepublik werden jahrlich etwa 8 Milliarden
Lochkarten hergestellt mit einem Kostenaufwand, der mit dem
Mietwert aller installierten Datenverarbeitungsanlageh ver-
gleichbar ist. In den USA sind derzeit 300000 Personen mit
der Herstellung von Lochkarten und Lochstreifen beschaftigt.
Der Zeitaufwand fiir das Umsetzen der Daten vom Beleg in
die Lochkarte steht hdufig in keinem verniinftigen Verhéltnis
zum Zeitaufwand fiir die Datenverarbeitung im Digitalrechner.
Die direkte Verarbeitbarkeit der Urbelege ist eine wichtige
Voraussetzung fur eine weitergehende Rationalisierung in der
Verwaltung, im Handel und in der Industrie. Der Umsatz von
Beleglesern wird fiir die USA im Jahr 1980 auf 4 Milliarden
DM geschitzt.
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Bei der wirtschaftlichen Benutzung von automatischen
Lesemaschinen ist jedoch gegenwirtig und sicher auch in ab-
sehbarer Zukunft mit drastischen Einschrdnkungen in der Art
und Variationsbreite der zugelassenen Schriftzeichen zu rech-
nen. Eine solche Einschrinkung ist zum Beispiel die aus-
schliessliche Verwendung von gedruckten Schriftzeichen. Vor
rund zehn Jahren wurden magnetische Schriften, spéter stark
stilisierte optische Schriften fiir die automatische Verarbeitung
eingefiihrt. Heute steht ein Schriftsatz vor der internationalen
Normung (Fig. 1), dem man nicht ohne weiteres ansehen
kann, dass er nicht nur nach dsthetischen, sondern auch nach
praktisch-technischen Gesichtspunkten entworfen wurde.

2. Einrichtungen zur Rechnersimulation

Die zu lesenden Zeichen sind zweidimensionale Schwir-
zungsverteilungen auf einer Papiervorlage, denen durch Ver-
abredung eine bestimmte Bedeutung zugeordnet ist. Die
wesentliche Schwierigkeit bei der automatischen Zeichen-
erkennung ist, dass Zeichen gleicher Bedeutung, die also einer
Zeichenklasse angehoren, nicht durch identische Schwirzungs-
verteilungen dargestellt werden, sondern dass zahlreiche
Variationen der Schwirzungsverteilung zuldssig sind, welche
die Klassenzugehorigkeit nicht beeinflussen. Solche Variatio-
nen entstehen beim Drucken der Zeichen und Fordern dei
Belege; sie sind abhédngig von der Art des Druckwerkes und
der Farbbinder, der Papier- und Druckfarbenqualitit, von
Flecken auf dem Papier, Typenverdrehungen und Hdohenver-
satz sowie vielen anderen Einfliissen.

)
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Fig. 1
Der internationalen Normung vorgeschlagener Schriftsatz OCR-B
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Abtaster-
Abtast- o betriebs-
programm elektronik
' Schwarz- quantisierte
weif3- Darstellung
Diskrimi- des abge-
nator tasteten Bildes

Vorlage

Fig.2
Blockschaltbild eines Lichtpunktabtasters

Aus all diesen Griinden ist es nicht moglich, die Eigen-
schaften der verschiedenen zu unterscheidenden Zeichen-
klassen mathematisch zu beschreiben. Die Beschreibung steckt
nur implizite in Beispielen, das heisst in einer Stichprobe, die
fiir die spiter zu lesenden Zeichen reprisentativ ist. Man ist
deshalb bei der Untersuchung von Erkennungsverfahren auf
das Experiment angewiesen. Wollte man nun fiir jedes zu
erprobende Erkennungsverfahren, wie das frither tiblich war,
ein Laboratoriumsmuster bauen, dann wiirde der dafiir er-
forderliche Zeit- und Geldaufwand jeden Rahmen {iiberschrei-
ten. Der einzige Ausweg ist, die Experimente mit einem uni-
versell verwendbaren Geridt auszufithren, das einfach und
schnell programmierbar ist, um es der jeweiligen speziellen
Aufgabe anpassen zu konnen. Dieser Weg ist die Simulation
auf einem Digitalrechner, der damit als Laborgerdt der ex-
perimentellen Erprobung von Systemkonzepten dient.

Da der Digitalrechner nur Daten verarbeiten kann, die sich
in seinem Speicher befinden, muss zunédchst die Schwarz-Weiss-
Verteilung der Zeichen auf der Papiervorlage als elektrisches
Signal in den Speicher iibertragen werden. Dazu dient ein
Lichtpunktabtaster, dessen prinzipieller Aufbau in Fig. 2 ge-
zeigt ist.

Der Lichtpunkt auf dem Schirm einer hochauflésenden
Kathodenstrahlréhre wird tiber Spiegel und Objektiv auf der
Papiervorlage abgebildet. Das dort reflektierte Licht wird von
Photovervielfachern verstirkt. Das Video-Ausgangssignal ist
gross, wenn der Reflexionsfaktor am jeweiligen Ort des Bild-
punktes gross, das heisst das Papier nicht geschwérzt ist, und
es ist klein an geschwirzten Stellen. Legt man zwischen beide
Signalpegel eine Schwelle, dann wird der Bildpunkt als schwarz
oder weiss gemessen. Durch schrittweises Fortschalten des
Lichtpunktes mit treppenformig ansteigenden Stromen in den
Ablenkspulen der Kathodenstrahlrohre wird das Zeichen ge-
rastert und in eine endliche Anzahl von nebeneinanderliegen-
den schwarzen und weissen Punkten zerlegt (Fig. 3). Ordnet
man einem weissen Bildpunkt eine Null und einem schwarzen
eine Eins zu, dann steht nach dem Abtastvorgang die in Fig. 3
gezeigte 5 als 320-stellige Dualzahl im Speicher des Digital-
rechners.

3. Optimierung von linearen Erkennungsverfahren

Die vorher beschriecbene Aufgabe der Zeichenerkennung
ldsst sich nun etwas abstrakter so formulieren :

722 (A 447)

Aus der Messung der Schwirzungsverteilung des gerasterten
Zeichens, das heisst eines Vektors

x = |x1, X2, ..., XN} (N

bei dem jede Komponente xn, # = 1...N der Messung des
Reflektionsfaktors in einem Bildpunkt entspricht, ist eine
Prognose zu berechnen, welcher Bedeutungsklasse das unbe-
kannte Zeichen mutmasslich angehort. Diese mathematische
Aufgabe ist in der statistischen Entscheidungstheorie allge-
mein gelost. Wenn die bedingte Wahrscheinlichkeitsdichte fiir
den Vektor x unter der Bedingung, dass das Zeichen der Be-
deutungsklasse zx angehort, p | x/zx ) und die a priori-Wahr-
scheinlichkeit, dass ein Zeichen der Klasse zx angehort P | zx |
gegeben ist, so ist die Grosse:

L= P{zi) p|x/zc) )

fur alle Klassen &k = 1, 2, ... K zu berechnen. Das unbekannte
Zeichen gehort dann mit grosster Wahrscheinlichkeit der
Klasse k an, wenn:

Ly > L; fiir alle j == k A3

Diesem mathematischen Resultat entspricht das allgemeine
Entscheidungsnetzwerk (Fig. 4), das K Funktionsspeicher und
Multiplikatoren und einen Maximum-Detektor enthélt, der
den Multiplikator mit dem grossten Ausgangssignal ermittelt.
Das in Fig. 4 dargestellte Entscheidungsnetzwerk realisiert die
allgemeinste Losung des Zeichenerkennungsproblems; sie ist
so allgemein, dass sie praktisch vollig unbrauchbar ist. Jeder
Funktibnsspeicher muss eine N-dimensionale Wahrscheinlich-
keitsdichte, also eine Funktion von N Verdnderlichen enthalten.
Kann jede dieser Verdnderlichen nur zwei Werte annehmen, so
miissen bereits 2N Funktionswerte gespeichert werden; fiir
N = 320 Bildpunkte sind das 2320 ~ 10190 Werte, eine Zahl,
die nicht nur jetzt, sondern fiir alle Zukunft vollig utopisch ist.
Dieses Ergebnis der mathematischen Behandlung hat seinen
Grund darin, dass der mathematische Ansatz iiberhaupt nicht
beriicksichtigt, welche Gestalt die Zeichen haben, die unter-
schieden werden sollen. Das in Fig. 4 gezeigte Netzwerk wire
nicht nur geeignet, etwa die Ziffern und Buchstaben zu klassi-
fizieren, sondern auch beliebige «Schneestiirme». Tatsdchlich
aber reprisentiert unter der Menge aller moglichen Vektoren
x nur ein verschwindend kleiner Anteil wirklich vorkommende
Schriftzeichen. Beriicksichtigt man diese Einschrinkung im

[ ]
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®
"
L3

Fig. 3
Ein in Bildpunkte gerastertes Zeichen
Zahl der Bildpunkte : 20X 16=320
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N Bildpunkte K Funktionsspeicher K Multiplikatoren

p{x|z} m p{z}
P{xlzz} m p{Zz}
p {x| 2} 1L plzi}

| Maximum -Detektor

1 1
Allgemeines

Entscheidungsnetzwerk 1 2 K
IT Multiplikatoren; K Klassen
p (x|z;) bedingte Wahrscheinlichkeitsdichte;
P { z; ) Wahrscheinlichkeit fiir das Auftreten der Klasse zj;
X Messdaten, die die Schwirzungsverteilung wiedergeben

mathematischen Ansatz, so ergeben sich wesentlich einfachere
Losungen.

Ein moglicher Weg zur Vereinfachung ist die Annahme,
dass die Messungen an den einzelnen Bildpunkten statistisch
unabhingig sind, so dass sich die N-dimensionale Wahr-
scheinlichkeitsdichte in Gl. (2) durch ein Produkt von ein-
dimensionalen Wahrscheinlichkeitsdichten darstellen lésst:

N
L= P(zx) T p{xa/z])

man also fiir jede Zeichenklasse nur noch N Funktionen einer
Verinderlichen zu speichern hat. Setzt man weiter voraus, dass
entsprechend einem weissen oder schwarzen Bildpunkt jede
Komponente xn = { 0,1 | nur zwei Werte annehmen kann, so
wird mit:

Pl xn=1/zk ) = pxn

plxn=0/zg)=1— pxn

Ly = P{ zx ) I pen - TT (1 — pxn)

nexn=1 nexn=20

L

Fig. 5
Verteilung der Schwirzungswahrscheinlichkeit

[ 10..50 %; 50..90 %; [l 90..100 %
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Die Schwirzungswahrscheinlichkeiten pxn sind fiir das
Beispiel einer in 320 Bildpunkte gerasterten Ziffer 5 in Fig. 5
dargestellt.

Da fiir die Entscheidung im Maximum-Detektor nach Gl.
(3) nur ein relativer Grossenvergleich durchgefithrt wird, bleibt
dieser unveridndert fiir jede monotone Funktion von Ly, ins-
besondere:

Ly*=1In Lx =

Pkn
e C))

N N
=InPlz)+ > In(l —pxa) + > xaIn
n=1 n=1

Der erste Term in GI. (4) beriicksichtigt die unterschiedliche
Haufigkeit, mit der Zeichen der verschiedenen Klassen auf-
treten, der zweite die unterschiedliche Flidche der Zeichen. Der
letzte Term ist ein linearer Ausdruck beziiglich der Kompo-
nenten xp, die mit:

oy 3)

=1
gkn n 1 ———

gewichtet sind (Fig. 6). Die durch GI. (4) zusammen mit der
Entscheidungsregel (3) gebildete Vorschrift realisiert das in
Fig. 7 dargestellte lineare Entscheidungsfilter.

Die Gewichtsfunktion Gl. (5) deutet darauf hin, dass Bild-
punkte, die innerhalb einer Zeichenklasse stets schwarz oder
stets weiss sind, stark, dagegen Bildpunkte, die innerhalb einer
Stichprobe manchmal schwarz und manchmal weiss sind,
schwach bewertet werden. Das ist noch ausgeprigter bei der
Gewichtsfunktion

1 fir pgn = 8
—1 firpxn<1—S 6)
0 sonst

der Fall (Fig. 6), die nur noch Bildpunkte wertet, die innerhalb
einer Zeichenklasse oft entweder schwarz oder weiss sind, bei
denen also die Schwirzungswahrscheinlichkeit oberhalb einer
zunichst noch frei wiahlbaren Schwelle .S bzw. unterhalb der
Schwelle 1 — S liegt.

8kn =

—_

Gyj

Fig. 6
Gewichtsfunktionen 8kj fiir ein lineares Erkennungsverfahren
Py; Schwirzungswahrscheinlichkeit; S Schwelle
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N Bildpunkte Bewertungsnetz

ANy

Maximum - Detektor

L) )
Fig. 7 1 2 K

Lineares Entscheidungsnetzwerk K Klassen

Nun gibt es aber offenbar Bildpunkte, die innerhalb jeder
Klasse immer schwarz oder immer weiss sind, aber dennoch
keinen Beitrag zur Unterscheidung der Klassen untereinander
liefern. So sind z. B. die Punkte am Bildfeldrand stets weiss;
sie wiirden also stark gewichtet, obwohl sie keinerlei Beitrag
zur Erkennung liefern. Es muss also noch eine Bewertung der
Bildpunkte danach gesucht werden, welchen Beitrag sie zur
Unterscheidung zwischen den Zeichenklassen leisten. Eine
Funktion, die diese Bewerung liefert, ist der Transinformations-
gehalt:

Pl zic/Xn ) P Xn/zx]
=1d
S I P n)
die ein Mass dafiir ist, wie sicher man aus der Beobachtung
eines Bildpunktes auf die zugehdrige Zeichenklasse schliessen
kann. In dem Fall, dass Bildpunkt und Zeichenklasse vollig
unabhéngig sind, ist:

Tin =

plzr/xn) = P(zx)
und
Ten =0
Die Bewertung eines Bildpunktes fiir alle Klassen ist der
Erwartungswert des Transinformationsgehaltes oder die
Synentropie d. h. der Mittelwert tiber alle Klassen k& und alle
moglichen Werte von xn:

K

fa= Z ZP{Zk)p{Xn/zk} 1d p{xn/zk]

k=1 xq plxn]

Es sei wieder angenommen, dass die Bildpunkte nur weiss
oder schwarz sind, xn = [ 0, 1), also nur zwei Werte anneh-
men, so erhdlt man:

K
=N Pkn o 1 *pkn]
To= > Pl [prn 1 222 (1 pray1d P
)
Darin ist:
K
pn=plxn=1)= 2 P(z] pxn
k=1
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die Wahrscheinlichkeit, dass der Bildpunkt n schwarz ist ge-
mittelt iiber alle Zeichenklassen. Gl. (7) fur Th hat die Form
eines Erwartungswertes:

Tn =F { Bknl
wobei
B P T2 o — ) JA R - )
Pn 1— Pn
ein Mass fiir den Beitrag des n-ten Bildpunktes zur Unter-
scheidung der Zeichenklasse k von allen anderen ist. Dieses
Bedeutungsmass ist in Fig. 8 dargestellt. Ein Bildpunkt, der im
Mittel selten schwarz ist (pn < 1), fiir eine Zeichenklasse aber
ausgeprigt schwarz ist (pxkn A 1), hat danach in Ubereinstim-
mung mit der Anschauung eine hohe Bedeutung. Mit Hilfe
des Bedeutungsmasses in GI. (8) ldsst sich fiir jede Zeichen-
klasse eine Rangfolge unter den Bildpunkten aufstellen. Wenn
man fiir die Klassifizierung der Schriftzeichen nicht simtliche
Bildpunkte heranzieht, sondern nur die N jeweils in der Rang-
liste fiihrenden, hat man einen Parameter verfiigbar, mit dem
sich der Aufwand fiir das Erkennungssystem stark beeinflussen
lasst.

Durch die geschilderte Betrachtungsweise werden zwei fiir
den Entwurf des Erkennungssystems wichtige Gesichtspunkte
beriicksichtigt. Es werden fiir die Erkennung nur solche Bild-
punkte verwendet, die einerseits innerhalb einer Zeichenklasse
ausgeprigt schwarz oder weiss sind und anderseits zur Unter-
scheidung der Klassen gegeneinander einen nennenswerten
Beitrag leisten. Diese beiden Gesichtspunkte finden ihren
Ausdruck in den beiden Parametern S und N. Unter der
Menge aller moglichen Parameterkombinationen { .S, N | ist
eine fir die Bediirfnisse der praktischen Aufgabenstellung
optimale Auswahl zu treffen. Das geschieht durch die Simu-
lation des Erkennungsverfahrens auf dem Digitalrechner.

Man braucht fiir diese Aufgabe ein Qualititsmass, mit dem
sich die Leistungsfihigkeit des durch die Parameterkombina-
tion S und N definierten Erkennungsverfahrens beurteilen
lasst. Aus verschiedenen Griinden ist die Fehlerrate des Er-
kennungssystems, die sich dafiir zundchst anzubieten scheint,

3\ /

\ Y

“TLINL W
Tl

v N

0 =
0 05 1

kj g

Fig. 8
Bedeutungsmass Bk :
ij Schwirzungswahrscheinlichkeit fiir die Klasse zj; die Zahlen an
den Kurven bedeuten den Parameter p;=Schwirzungswahrscheinlich-
keit, iiber alle Klassen gemittelt
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Fig. 9
Zur Optimierung der Parameter
Q Erkennungssicherheit; § Wahrscheinlichkeits-Schwelle; N Zahl der
ausgewiihlten Bildelemente

fiir diesen Zweck nicht geeignet, wenn es um die Optimierung
von Erkennungssystemen geht, die standardisierte Schriften
mit hoher Genauigkeit lesen sollen. Die zuldssige Fehlerrate
ist in solchen Fillen derart gering, dass sie sich unter den Be-
dingungen der Simulation iiberhaupt nicht verifizieren ldsst,
einerseits, weil der Zeitbedarf bei der Simulation um mehrere
Grossenordnungen iiber dem der zu simulierenden Lese-
maschine liegt, anderseits, weil die Simulation zahlreiche neue
Fehlerquellen enthidlt, die den echten Klassifizierungsfehler
vollstdndig verdecken konnen. Man muss unter diesen Um-
stinden von dem mit verkleinertem Stichprobenumfang
durchgefiihrten Simulationsexperiment vollstindige Fehler-
freiheit verlangen und anstelle der Fehlerrate ein anderes
Kriterium zur Bewertung des Klassifizierungserfolges heran-
ziehen.

Dieses Kriterium ergibt sich aus der betrachteten Struktur
des Erkennungssystems, das in Ubereinstimmung mit Gl. (3)
seine Entscheidung iiber die Klassenzugehorigkeit eines zu
erkennenden Schriftzeichens durch einen Maximumvergleich
unter den K Funktionswerten Ly trifft. Wenn das zu klassi-
fizierende Zeichen x der Klasse k& angehort, dann soll Lx
grosser sein als alle iibrigen Werte L;. Bezeichnet man die
Differenz zwischen Lk und dem grossten der iibrigen Werte L;
mit dem Symbol D, dann ist die Entscheidung des Klassifika-
tors korrekt, solange D > 0, und sie ist umso sicherer, je
grosser D ist. Fuihrt man wihrend des Simulationsexperimentes
ein Protokoll iiber die auftretenden Differenzen D, so kennt
man den Wert Q, den die kritische Differenz D in z. B. 99 9%
aller Fille iiberschritten hat:

PID>Q)=9 %

Dieser Wert Q gibt die Entscheidungssicherheit des Er-
kennungssystems wieder und wird aus diesem Grunde als
Qualitidtsmass fiir die Bewertung des Erkennungssystems ver-
wendet.

Trdagt man die so definierte Erkennungssicherheit als Funk-
tion der beiden Systemparameter S und N auf, so erhidlt man

Bull. ASE 59(1968)16, 3 aoiit

die in Fig. 9 perspektivisch dargestellte Qualititsfunktion, die
ihr Maximum bei etwa N = 45 und S = 0,97 hat. Es zeigt
sich, dass durch die Verwendung weniger, aber praktisch
ausgewihlter Bildelemente die Unterscheidungssicherheit tiber
den Wert angehoben werden kann, den man bei Verwendung
aller 320 Bildelemente erreichen wiirde. Es zeigt sich auch, dass
in dem zugrundegelegten Beispiel — Unterscheidung der zehn
Ziffernklassen der Schriftart OCR-B — die Beschrinkung auf
solche Bildelemente, die innerhalb der verschiedenen Zeichen-
klassen fast immer schwarz oder fast immer weiss sind, die
grosste Unterscheidungssicherheit gewihrt.

Diese ausserordentlich plausiblen Ergebnisse des beschrie-
benen Verfahrens werden bestitigt, wenn man die zu der
optimalen Parameterkombination { S, N} gehorende Dimen-
sionierung des Erkennungsnetzwerkes der Fig. 7 betrachtet.
Fig. 10 zeigt diese Dimensionierung fiir die Zeichenklasse 5.
Da man auf Gewichte mit dem Wert O verzichten kann, kom-
men nur noch die beiden festen Werte + 1 und — 1 vor. Sie
konnen durch eine einzige Leitwertgrosse realisiert werden.

Fig. 10
Vergleichsmaske

Thre Anzahl ist von den mdglichen 320 auf 45 zuriickgegangen.
Fiir die Erkennung der 5 sind offenbar nur die beiden senk-
rechten schwarzen Teile und die weissen Bereiche in den beiden
Buchten wesentlich. Da dem Rangordnungskriterium nicht
nur die Randbildpunkte — die immer weiss sind — zum Opfer
fallen, sondern auch solche inneren Bildpunkte, die in vielen
Klassen schwarz sind, fehlt in der Vergleichsmaske Fig. 10
der untere Bogen der 5, der sich mit Strichteilen der Zeichen
2, 3, 6, 8 und O deckt.

Literatur

[1] J. Schiirmann: Ein Lichtpunktabtaster hoher Auflosung als Eingabegerit
fiir ein Simulationssystem zum Studium optischer Zeichenerkennungs-
probleme. Elektronische Rechenanlagen 9(1967), S. 112...116.

[2] C. K. Chow: An optimum character recognition system using decision
functions. Trans. IRE Electronic Computers 6(1957), S. 247...254.

[3] P. M. Lewis: A note on realization of decision networks using summa-
tion elements. Information and Control 4(1961), S. 282...290.

Adresse des Autors:

Prof. Dr. G. Meyer-Brotz und Dr. J. Schiirmann, Forschungsinstitut der AEG-
Telefunken, Elisabethenstrasse 3, D-79 Ulm/Donau.

(A 450) 725



	Zur Optimierung von Zeichenerkennungsverfahren durch Rechnersimulation

