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Energie-Erzeugung und -Verteilung
| Die Seiten des VSE

Anwendung der Methode
der mehrfachen Regression fiir die Analyse von Belastungskurven

Von Elie Védére, Paris
(Fortsetzung aus Nr. 19, S. 924 und Nr. 20, S. 961)

2.142. Der Kunstgriff, die Zahl der Gleichungen
dadurch zu erhéhen, dass in jeder Zone die Messungen
q mal wiederholt werden, ist sehr umstritten19).

In der Tat wird dadurch die Zahl der Gleichungen
nicht erhéht (sie wird nicht mit ¢ multipliziert).

Nur zwei Verfahren sind in diesem Falle moglich:
— Entweder werden die Durchschnitte die ¢ Mess-

reihen gebildet, und die Analyse wird dann auf

Grund der N urspriinglichen Gleichungen (je eine

pro Zone) durchgefiihrt;

— Oder es werden ¢ verschiedene Analysen durch-
gefiihrt, und die Resultate werden einander gegen-
iibergestellt.

Diese zweite Methode ist sicher die beste, weil sie
durch Vergleich der Streuungen festzustellen erlaubt,
ob die ¢ Beobachtungsreihen gleichwertig sind.

Es ist daher zu beachten, dass die direkten Ergebnisse nur eine
Schiitzung dieser Streuungen erlauben.

So wird man dazu kommen, die Streuungen der g Beobach-
tungsreihen mit Hilfe von zwei klassischen Priifverfahren (welche
voraussetzen, dass die Stichproben einer normalverteilten Grund-
gesamtheit entnommen sind) zu vergleichen: es sind dies der
Homogenitits-Test von Bartlett1!) und das Kriterium von Neyman
und Pearson. Angesichts ihrer Bedeutung sollen diese Priifver-
fahren nachstehend kurz beschrieben werden:

Homogenitits-Test von Bartlett:

Bartlett hat bewiesen, dass die Gleichheit der Streuungen
gegeben ist, wenn die Grosse

1
ol [vloge s2 — Zv; - log, s:2]
ungefihr wie x2, mit ¢ — 1 Freiheitsgrade, verteilt ist. Dabei ist s2
der gewichtete Durchschnitt der Streuungen der ¢ Stichproben.

52 = L Xvisi?
v
v die Zahl der Freiheitsgrade und

1 1 1
C=14— |- =

REICEY (=]
‘Wahrscheinlichkeitskriterium von Neyman und Pearson: Der
von Neyman und Pearson vorgeschlagene Test basiert auf der

Verteilung von
1

L — (s12- 522 ... 542) 1

1
ra (5124 522+ ... + s42)

10) Siehe Beilage II von Th. Franck.
11) Besonders von Th. Franck empfohlen.
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Ly kann nur dann gleich 1 sein, wenn:
512 = 82 = ... = 542

Wenn diese Gleichungen nicht erfiillt sind, so ist L; um so kleiner,
je stirker die Streuungen voneinander verschieden sind.

Die Lehrbiicher enthalten Tafeln mit den Werten von L; fiir
verschiedene Wahrscheinlichkeiten P.

2.15.

Bei der Aufstellung der normalen Regressions-
gleichung haben wir ein konstantes Glied @ eingefiihrt
(s. unter 0.27), das nichts anderes ist als eine Kompo-
nente Y. Diese Komponente kann aber oft physi-
kalisch nicht erklirt werden (das ist im allgemeinen
der Fall bei der Zerlegung von Belastungen oder Ver-
brauchszahlen nach Abonnentenkategorien), so dass
der Eindruck erweckt wird, es sei zweckmaissiger, bei
der Analyse das konstante Glied wegzulassen.

Abgesehen von den Fillen, wo das konstante Glied
erklirlich ist (die also keine Schwierigkeiten bieten),
sind verschiedene Verfahren moglich:

2.151. Die Gleichungen (2) werden ohne konstantes
Glied geschrieben

e) Konstantes Glied in der Regressionsgleichung

Die normale Regressionsgleichung lautet dann:

(@) ¥ip = br Xz & 0i%og L e B DKo

Die so berechneten Werte von by, bs...b, gestatten aber
nicht mehr zu schreiben:

EY, = biEXiy b b Xy b s A 1 EXng

wihrend es bei Vorhandensein eines konstanten Gliedes
a immer moglich ist, die durch die Beziehung (4)
(s. unter 0.25 — 0.27) streng definierte Zerlegung zu
finden.

Die Schwierigkeit ist gross, wenn die Abweichung
zwischen b1XXi, + ... + b, XX,y relativ stark ist;
die Losung ohne konstantes Glied fithrt dann in eine
Sackgasse.

Aber auch, wenn die Abweichung klein ist, kann iiber
die Zuverlisslichkeit des Resultates ein Zweifel be-
stehen.

Trotzdem werden viele Untersuchungen ohne kon-
stantes Glied durchgefiihrt.

2.152. Die Gleichungen werden mit einem konstanten
Glied «a» geschrieben und es wird gepriift, ob es wirklich
vernachldssigbar ist
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Die Schwierigkeit besteht darin, dass der berech-
nete Wert «a» eine Schitzung des unbekannten, wirk-
lichen Wertes ist. Der wirkliche Wert kann gross sein
und der gerechnete klein und umgekehrt. Zur Priifung
der wirklichen Groésse des konstanten Gliedes bedient
man sich klassischer Methoden.

Diese Priifung wird insbesondere dadurch erleichtert, dass man
mit den gleichen unabhiéingigen Variablen mehrere Regressions-
analysen durchfiihrt (z. B. die Analyse einer Belastungskurve zu
verschiedenen Tageszeiten). In diesem Falle kann man statistisch
untersuchen, ob das konstante Glied effektiv vernachlissigbar ist:
zu diesem Zweck konnen verschiedene Verfahren angewendet
werden, vor allem der ¢-Test (reduzierte Abweichung), mit wel-
chem gepriift wird, ob sich die Abweichungen der konstanten
Glieder (berechnet fiir die verschiedenen Tageszeiten) von Null in
die t-Verteilung von «Stutend»12) einfiigen. Wenn «a» sich als
vernachlissigbar erweist, so darf bedenkenlos die Analyse ohne
konstantes Glied durchgefiihrt werden.

2.153. Als letztes Verfahren: Ausscheidung des kon-

stanten Gliedes

Dies ist die Methode, die logischerweise verwendet
werden soll, wenn das Glied «a» nicht vernachlissig-
bar ist. Diese Ausscheidung kann mit Hilfe des nach-
stehend erliduterten «Lagrange-Multiplikators» er-
folgenl13).

Ausscheidung des konstanten Gliedes mit Hilfe des Lagrange-
Multiplikators. .

Dieses Verfahren besteht darin, die Regressionskoeffizienten
by, b2,...b, mit Hilfe der normalen Methode der kleinsten Quadrate
zu bestimmen, jedoch mit der zusitzlichen Bedingung

Yy = b1 ZXi1p + oo 4 baZXap. (7

Betrachten wir wieder die normalen Gleichungen (4) (s. unter
0.25).

Wenn a = 0 gesetzt wird, so verschwindet die erste dieser nor-
malen Gleichungen und es bleiben:

biXX12 4 02X X1 X + ... =2X 1Y
b1 ZX1 X + b2XXo2 ... =2XoY (4")

Das sind n Gleichungen mit n Unbekannten by, ba,...by.

Die erste der Gleichungen (4) war aber gerade diejenige, die
die Zerlegung in genaue Glieder (wovon das konstante Glied) fest-
legte.

Diese erste Gleichung kann nun durch die Gleichung (7) (ohne
konstantes Glied) ersetzt werden, wenn der unbestimmte Lagrange-
Multiplikator A in nachstehender Form eingefiihrt wird, wodurch
wieder ein System von n - 1 Gleichungen mit n -+ 1 Unbekannten
2 by, be,...b, entsteht.

b2 X, + b2 X +..=2Y
AZX) + 01X X42 4 b2 X1 Xo + ... =2X1Y

IEXs + bEX1Xs + bsEXe?  + . = XY ()

Der unbestimmte Lagrange-Multiplikator 4 hat selbstverstiindlich
so wenig wie a eine physikalische Bedeutung; er erscheint aber
nicht mehr in der Gleichung, die eine genaue physikalische Be-
deutung haben muss.

2.2. B. — Priifung der Giiltigkeit der Resultate

Diese Priifung kann durchgefiihrt werden in Form:
— von mathematisch-statistischen Berechnungen, die
es erlauben, die durchgefiihrte Analyse «als solche»

) Von A. Puromdki vorgeschlagenes Verfahren.
) Von P. Schiller vorgeschlagenes Verfahren.
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zu beurteilen (die beschriebenen Annahmen ver-
langen als solche manchmal bereits derartige Be-
rechnungen). Diese Priiffung wollen wir als «innere
theoretische Priifung» bezeichnen;

— von Vergleichen oder Gegeniiberstellungen mit an-
deren Resultaten; wir werden diese Priifung als
« dussere (experimentelle) Priifung» bezeichnen.

2.21. «Innere» (theoretische) Priifung der Giiltigkeit

der Resultate

Die mathematisch-statistischen Berechnungen er-
lauben, die Genauigkeit der Resultate einer mehr-
fachen Regressionsanalyse zu bestimmen14). Im Nach-
folgenden sind nur die Definitionen der Giiltigkeits-
parameter angegeben, die in diesen Berechnungen auf-
treten. Fiir eine vollstindige Studie dieses Problems
empfiehlt es sich, die Fachliteratur der mathemati-
schen Statistik zu Hilfe zu ziehen.

2.211. Zunichst seien die Symbole erwithnt (inklusive die-
jenigen, die hier schon verwendet wurden):

Y abhingige Variable

Y’ Schitzung der abhingigen Variablen,

(Ausgleich)

X unabhingige Variable (Anzahl n)

N Anzahl Beobachtungen iiber die Y und X

Y X Durchschnitte der Variablen

a  konstantes Glied

b Regressionskoeffizienten

nach Korrektur

(Y —Y)p )
Vy N Streuung von ‘Y
S v N
Ve éNi—li—X—;— Rest-Streuung, die auch in Funktion der
o Koeffizienten ¢ und b der normalen Glei-
chungen ausgedriickt werden kann:
Ve — Y2 —aXY — 01ZX1Y — b2 Xo Y ... 0,2 X, Y

N—-—n-—1

Cij Element der Zeile i und der Kolonne j der inversen Matrix
(s. unter 0.26).

N IX; Xz ..ZXa 1
BX BX1E EX1 X v BN Xn
i | EXEX X ENE e EXa Xy
[C”]— R I U T R A
SN X B Xy oo BN

Gibt es viele Variablen, so werden die C;; am einfachsten als
Wurzeln der n + 1 folgenden Gleichungen bestimmt:

J=11j=2|j=4|j—4
CiN  + Co2 Xy + C3;2 X2 4= 1 0 0 0
Cijle - CszXlz + C312X1Xz +.= 0 1 0 0
CijZ X2 + C2ZX1 X2 + C3;2X02  +...= 0 0 1 0
.................................... 0 0 0 1
2.212. Die Priifung der Resultate, die als «innere Priifung»

bezeichnet haben, d. h. statistisch gesprochen die Priifung der
Genauigkeit der Korrektur, erfolgt auf Grund von folgenden
Giiltigkeitsparametern:

a) Der mehrfache Korrelationskoeffizient R oder dessen Quadrat
R2 (Bestimmtheitsmass B)

VC

21— -
R 1 Vy

b) Die Standardabweichung oy der Regression

wobei
o2y =V,

) Die Beilage III enthélt als Beispiel eine solche von G. Ott
durchgefiihrte Studie. Dieses Beispiel betrifft eine Stichproben-
untersuchung. Regressionsanalysen auf Grund von Stichproben er-
halten dadurch eine zusidtzliche Ungenauigkeit, weshalb die Giil-
tigkeitskriterien nur unter Vorbehalt von besonderen Priifungen
entgegengenommen werden konnen.
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¢) Die Standardabweichung der einzelnen Regressionskoeffizienten
wobei
O'2a = C]_1 Ve
0% = Coa Ve
02pg = C33Ve

wobei Ci1, Cog . . . die Diagonalelemente der inversen Matrix (Cjj)
sind.

Die Standardabweichungen ¢ kénnen auch in Prozenten der
entsprechenden Regressionskoeffizienten ausgedriickt werden (in
dieser Form sind sie am Schluss des Berichtes in der Tabelle iiber
die Beispiele angegeben).

d) Die Vertrauensgrenzen

Die definierten Standardabweichungen kénnen auch in Form
von Grenzen ausgedriickt werden, innerhalb welcher der wahre
Wert des geschiitzten Koeffizienten sich mit einer bestimmten
Wahrscheinlichkeit befinden wird.

Zum Beispiel liegt der wahre Wert von b; mit einer Wahr-
scheinlichkeit p = 0,95 innerhalb der Grenzen:

b; + to b;

wobei ¢t der Tafel von «Student» als Funktion der Anzahl Frei-
heitsgrade entnommen werden kann.
Fiir p = 0,95 gibt diese Tabelle:

N—n—1]| o 60 40 20 15 10 5
t 1,96 2,00 2,02 2,09 2,13 2,23 2,57

So kénnen auch die Abweichungen Y — Y’ zwischen dem ge-
messenen und dem geschiitzten Wert gepriift werden. Die Formel
hiefiir lautet:

Y-Y
oy

=

Es wird dann untersucht, wie die Y in bezug auf die Grenzen:
¥ + toy

liegen, wobei t der gewiinschten Wahrscheinlichkeit und der ge-
gebenen Anzahl Freiheitsgrade entsprechend eingesetzt wird.

2.22. b) Aussere experimentelle Priifung der Giiltigheit
der Resultate

Die besprochene theoretische Priifung kann selbst-
verstindlich zu so weiten Vertrauensgrenzen fiihren,
dass die Resultate nicht ohne weiteres als giiltig ange-
nommen werden konnen. Sollen in diesem Falle die
Resultate verworfen werden ?

Wenn der Vergleich mit durch andere Verfahren er-
haltenen Resultaten sie trotzdem als verniinftig er-
scheinen lidsst, so gewinnen sie bedeutend an Ver-
trauenswiirdigkeit.

Diese andern Verfahren sind meistens Experimental-
verfahren. Wir finden also hier die experimentellen
Methoden wieder, die unter diesen Umstinden als
Basismethoden betrachtet und als die sichersten und
vertrauenswiirdigsten angesehen werden, da sie letzt-
instanzlich herangezogen werden.

Ohne den Wert der mit ihrer Hilfe erhaltenen
Resultate herabmindern zu wollen, glauben wir, dass
sie in Anbetracht ihrer Schwerfilligkeit und Kost-
spieligkeit in dem Masse nur noch zu Kontrollzwecken
angewendet werden sollten, wie die mathematischen
Analysen Fortschritte verzeichnen.

Die experimentelle Priifung wird aber immer noch
so etwas wie letzter Richter bleiben.

Diese Priifung wird in den meisten Fillen darin
bestehen, durch stichprobenartige direkte Messungen
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diejenigen Komponenten zu bestimmen, deren mathe-
matisch-analytisch gewonnene Werte am unsichersten
erscheinen.

Man kann selbstverstindlich auch weitere experi-
mentelle Priifungen durchfiihren, ohne damit die
Untersuchung zu wiederholen: wurde die Analyse nach
der mehrfachen Regression auf Grund einer Stich-
probe durchgefiihrt, so besteht die natiirlichste Prii-
fung darin, die erhaltenen Regressionskoeflizienten auf
andere Netzteile anzuwenden und die so erhaltenen
Belastungskurven mit den tatsichlichen zu ver-
gleichen.

Schlussfolgerungen

Am Anfang dieses Berichtes war von einer geistigen
Einstellung die Rede, wonach eine maximale Aus-
nutzung der dem Ingenieur zur Verfiigung stehenden
statistischen Daten angestrebt werden sollte.

Wir erachten es als selbstverstindlich, dass jeder
Betriebsinhaber von diesem Geiste beseelt ist. Trotz-
dem schreckt der Ingenieur wegen der zu iiberwinden-
den Schwierigkeiten noch allzuleicht vor der Anwen-
dung solcher Methoden zuriick, weil er sich zu wenig
vorbereitet fiihlt, wihrend den Spezialisten, den Stati-
stikern, die mit anderen Problemen beschiftigt sind,
die technischen und energiewirtschaftlichen Voraus-
setzungen fehlen.

Ziel dieses Berichtes war, zu zeigen, dass diese
Schwierigkeiten fiir einen Ingenieur minim sind.
Gewiss verlangt die Handhabung der Giiltigkeits-
kriterien unter Umsténden Spezialkenntnisse, die vor
allem dem Statistiker eigen sind. Ohne die Kenntnisse
der Ingenieure iiber die statistischen Methoden zu
unterschitzen, kann aber gesagt werden, dass die
Formulierung und die Losung der meisten Probleme
mit elementaren Kenntnissen der mathematischen
Statistik méglich sind.

Im gleichen Sinne — und ohne die Hilfe der elek-
tronischen Datenverarbeitungsmaschinen zu unter-
schitzen, welche allein die Durchfiihrung von Analysen
mit zahlreichen Variablen erméglichen — sei daran
erinnert, dass viele Regressionsuntersuchungen ein-
fach und ohne mechanische Hilfseinrichtungen zu
lésen sind.

Die allgemeine Verwendung solcher mathematischer
Untersuchungen nimmt in verschiedenen Lindern
immer mehr an Bedeutung zu, vor allem in England
unter dem Impuls von P. Schiller und in Westdeutsch-
land unter dem Impuls von G. Ott. Selbstverstindlich
sollen die experimentellen Untersuchungen die noch fiir
lange Zeit einen wichtigen Teil der Studien iiber die
Belastungskurven bilden werden, nicht aufgegeben
werden; aber die maximale Auswertung der dem
Betriebsinhaber zur Verfiigung stehenden numerischen
Daten wird immer mehr und wertvollere Informa-
tionen liefern.

Schliesslich wird man auf dem Gebiet der Energie-
wirtschaft noch vielen weiteren Problemen begegnen,
die mit Hilfe der gleichen Methode gelost werden
konnen: die Analyse der Belastungskurven und Ver-
brauchszahlen, wie wir sie in diesem Bericht dargelegt
haben, wird dafiir die beste Vorbereitung sein. Als
letztes wollen wir einer weiteren Verbreitung des For-
schungsgeistes, der der Verfahrensforschung Pate ge-
standen hat, das Wort sprechen.

D..: Pf.
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Beilage 1

Beispiele von Analysen von Belastungskurven und Verbrauchszahlen nach der Methode
der mehrfachen Regression

In jedem Falle besteht die Analyse darin, die Variable Y in Funktion der Variablen X zu zerlegen.

199010 “02 ‘I2(2961)€S ATS 'TInd

untersuchte Zone Gleichungen Variable
’§ o _5 Giiltigkeits- Be-
AL|E = Gesamt mittels % Eine abhingige unabhiingige Lriterien merkungen
haft Stichprobe 3 Glelrl:)hung )
= L Y X, x | X% X, X | K
‘\
1| 1957 — Stadt Berlin 53 |Abonnent | Belastung Anzahl | Anzahl — — — — 8 Uhr — 8.30 Uhr Ohne
Stichprobe von Haus- jedes Abon- | Ridume | Personen RZ = 0,18 konstan-
haltungen mit Kochherd nenten von | der pro oy = 449 tes
und Boiller 8 Uhr bis Woh- Haus- o = 849 Glied
8.30 Uhr nung haltung ope = 120 %,
und von
17 Uhr bis -
17.30 Uhr 16.30 Uhr — 17 Uhr
| RZ = 0,80
| oy = 1349,
1 | op1 = 290 %
| | obe = 839%
= B - —
g
S| 21956 — Teil der Stadt Berlin 5 |Abonnent | Belastung Anschlusswerte — — — R2 = 0,97 Ohne
§ Stichprobe von kleinen jedes Abon- | Licht Kraft Wirme oy = L71% konstan-
2 Industrieabnehmern nenten von lo;m = 829, tes
2 7 Uhr bis op2 = 589, Glied
; 8 Uhr ops = 1859,
. . Jahresver- Anschlusswerte — - — Rz = 093 Ohne
3 | 1955 o Stadt Berlin, Stwh.- 110 |Abonnent brauch jedes| Licht Kraft Wirme oy = 449% kon-
probe von Industrie- Ab te — 199 stantes
abonnenten bei onnenten o1 = 49 :
gegebenem Tarif o2 = 1479 .
ops = 169,
|
4 | 1956 — Stadt Berlin, 5 Analysen 40 |Abonnent| Jahresver- | Anzahl | Anzahl — - — l - 0684 <R< 3’90 Ohne
auf Grund von Stich- bis brauch jedes| Rdume | Perso- ! 5% < 0y < 1% kon-
proben verschiedener 60 Abonnenten | der nen pro [ stantes
Abonnentenkategorien Woh- Haus- ; Glied
nung haltung }
| |
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1958 — Teil der Stadt Berlin, — |Abonnent | Jahresver- Anlagen Rz = 0,99 Ohne
Stichprobe von Industrie- brauch fiir | Schmel- | thermi- | thermi- | thermi- | Infrarot | Hoch- oy = 0% kon-
abnehmern die ther- zen von | sche Be- | sche Be- | sche Be- | Behand- | frequenz stantes
; mischen An-| Metallen | hand- hand- handlung| lung behand- Glied
\ wendungen lung von | lung von | von nicht lung
Eisen Nicht- metalli-
eisen- schen
metallen | Stoffen
1956 | Stadt — 16 | Unter- | Spitzen-
Helsinki ) werke leistung des Verbrauch Anzahl | Anzahl — Rz = 097a Kon-
100/20 Netzes Im Dezember pro Jahr | Haus- Haus- 0,99 stantes
kV oder der der der halt- halt- : oy =1a2 9 Glied
30/5 kV Indu- Indu- Ge- abon- abon- op = 52a229% nach
strieab- | strieab- | werbe- nenten | nenten t-Test
o nehmer | nehmer | ab- mit ohne elimi-
g mit un- | mit ste- | nehmer | Koch- Koch- niert
= stetigem | tigem herd herd
| Bezug Bezug
=}
1956 | Stadt — 16 | do Blind- de de de do de s Rz = 090a de
Helsinki leistung bei 0,98
Spitzenlast oy =2a59%
op = 62a2359%
1954 Stadt — — | Unter- Belastungs- Abopmerte — —_ — — Ry = 0,552 0,94 Ohne
Paris werk kurve der Leistung oy = 302509 kon-
grosse In- Hochspan- | Licht iibrige . op = 102a 209, stantes
dustrie- nungs- Anwen- Glied
abnehmer abonnenten dungen
in Mittel-
spannung
~ — —
2
E 1960 — 5 Analysen von Stich- 573 |Abonnent| Jahresver- | Anzahl 9 qualitative Variablen fiir ver- - R2 = 0,33 a 0,55 Mit kon-
! proben von Haushalt- bis brauch des | Riume schiedene Anwendungen, ausser fiir oy == 1009, stantem
& abnehmern der Stadt 1949 Abonnenten | pro Licht Glied.
Paris; 1 Totalstichprobe; Woh- Das Mo-
4 Teilstichproben nach nung dell soll
der Anzahl Personen in Funk-
tion
dieser
Analysen
ver-
bessert
werden
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untersuchte Zone Gleichungen Variablen J
| |
-§ i | % ; Giiltigkeits- ’ Be-
= | N Gesamt- mittels :‘; Eine abhiingige unabhiingige kriterien merkungen
haft Stichprobe 3 Gleichung
< pro... |
Y X, X, X, X, X | X, j
| [ ‘
10| 1945 | Stadt - 65 | Werktag | Netzbela- g :
London stung zwi- | [
\ ein schen 17 Uhr| Log. der | Aussen- | Wind- — \ — ‘ — oy =1% Mit kon-
| Quartier und 17.30 Tages- tempe- | kraft ‘ | stantem
‘ Uhr, 20 MW| helle ratur ‘ 1 Glied
11 ‘ 1957 | Netz — 200 | Werktag | Netzbela- Tempe- | Abkiihl- | Log. der | Nieder- = ' - oy = 1,49, Mit kon-
; England stung ratur fihig- Tages- | schlags- | stantem
| und zwischen keit des | helle | index l Glied
| Wales 8.30 Uhr Windes ‘
i 9 Uhr | 1
‘ 20000 MW ‘
12| 1955 | Netz = 42 | Elemen- | Belastungs- Jahresverbrauch — — R2 = 0,96 20,98 Kon-
England tarnetz | kurve eines | Haus- Ge- Indu- | Indu- stantes
- und (Sub Tages mit halt werbe strie | strie Glied
B Wales Area u. | maximaler < > elimi-
! Area Belastung 1000kW | 1000kW niert
EO Board). | und eines ‘ (Lagran-
= 1 Sommer- | ‘ ge-
4 tages ‘ \ Multipli-
| ‘ } | kator)
N i
| 13] 1955 — 3 Analysen auf Grund Abonne- | Belastungs- Anschlusswert = = = -
3 1956 von Stichproben von ment kurve eines | Licht Wirme | Ver- | Kraft |
kleinen Gewerbe- Abonnenten schiede- | (Fiir In- |
Abnehmern: an einem nes dustrie) |
Biiro, 25 Wintertag ‘
kleine Industriebetriebe, 90 !
Verkaufsliden 290 ‘ "
- e N |
|
14| 1959 - Stichprobe aus den Haus-| 600 |[Abonnent| Belastungs- Qualitative Variablen I — — Schich-
haltungsabnehmern kurve eines | Licht Heizung | Koch- | Boiler tung
Abonnenten in Stufe | herd | ‘ | nachdeim
an einem von 1kW ‘ ’ [ Jahres-
Wintertag ‘ 1 ‘ ver-
" ‘ \ brauch
| |
i ! w




91q0100 (g ‘12(2961)€S ASV ‘TInd

(¢ve d)

SI0T

England?)

Ttalien

Schweiz

' 1 I
15| 1956 — Stichprobe aus Gewerbe- = 290 |Abonnent | Jahres- ‘ Anschlusswert | — | = Rz = 0,73 -
| | abnehmern (Laden- | verbrauch Licht | Wirme | Diverses | j ‘
| geschiifte) ‘ | ‘ } w
: | ‘ ! ‘
| | | | |
116 1953 — ‘ - 1000 |Abonnent | Jahres- und 8 qualitative Variablen (die Anwendung i oy = 5723909, Trotz
| \ Quartals- «Kochherd» ist nach Wohnungsgrisse unterteilt). dem
! | verbrauch | ‘ J hohen o
| | diirften
| j | die
i : ‘ Resul-
‘ 1 | tate giil-
! ; § tig sein
L | | |
117 1954 : Ein Teil — ‘ 4 Unter- | Belastungs- i Anschlusswerte - , - — Mit kon-
| des i zone | kurve des Haus- | Ge- Indu- | } stantem
| Netzes | Netzes an halt | werbe | strie | Glied
| von einem | |
| Mailand | ‘ Wintertag ‘
| \ : | |
) ) na—— e S SR A — ‘ — —
\ } |
18| 1955 ‘ Ein — 45 | Jeder der| Belastungs- | Anschlusswerte — — | R2 = 0,40 2 0,93 Mit kon-
1 ber- | 9/12 kV-} kurve an | Motoren | Koch- | andere stantem
! land . Abginge | Werktagen | herde thermi- | | ' Glied
| werk } Messun- | Ende Mai | | . sche. \ ‘
| 1 w | gen Apparate|
\ ; withrend ‘
‘ ‘ | 5 Tagen 1 f
| | . d ~ } |
‘ ‘ | wieder | \
‘ F \ | holt ! ;
| | | | |

1) Was Westdeutschland und England betrifft, stellen die in dieser Tabelle angegebenen Studien nur einen Auszug aus der Gesamtheit der in diesen zwei Lindern, auf dem Gebiet

der Analyse der Belastungskurven, nach der Methode der mehrfachen Regression durchgefiihrten Untersuchungen dar.

D. : Pf.

Adresse des Autors:

Elie Vedére, Chef du Service des Relations Commerciales, Centre
de Distribution de Paris, Electricité de France, Paris.




	Anwendung der Methode der mehrfachen Regression für die Analyse von Belastungskurven [Fortsetzung]

