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Théorie du signal et de P’information et application aux télécommunications

Par R. Dessoulavy, Lausanne

Les relations fondamentales de la théorie du signal et de
Pinformation sont exposées dans leurs grandes lignes. Une
séparation du rendement c<informationnel» global en rende-
ments BF et HF permet une bréve comparaison des princi-
paux systémes classiques de transmission. Suivent quelques
considérations sur les possibilités de réduction de la bande
passante nécessaire a la transmission d’'un message télépho-
nique ou télégraphique.

1. Introduction

Nous nous proposons de donner un apergu des
travaux théoriques et de quelques applications pra-
tiques effectués ces derniéres années dans le domaine
des télécommunications, tout spécialement de ceux
concernant la théorie du signal et de l’information.
Ces travaux, s’ils n’ont pas, jusqu’a présent, donné
naissance a des nouveautés sensationnelles telles que
le radar ou la bombe atomique, n’en sont pas moins
importants et riches de perspectives. Ils sont a la
base méme de tout probléme de télécommunication,
qu’il s’agisse de télégraphie, téléphonie, télévision,
télémesure, téléguidage, etc... et servo-mécanismes
les plus divers. Leur application déborde méme le
cadre de la technique pure et semble pouvoir fournir
des résultats intéressants en physiologie, psycho-
pathologie, voire méme en sociologie et en économie
politique selon certains auteurs.

L’ampleur de cette science naissante a décidé I'un
P

de ses principaux promoteurs, le savant mathéma-"

ticien Norbert Wiener [1]1), de la désigner par le mot
d’étymologie grecque «Cybernétique», signifiant le
pilote d’un navire. On I'interprétera comme étant la
«Science des relations» ou «I’art de gouverner» selon
la définition vieille de plus d’un siécle d’ André-Marie
Ampére [2]. En effet, selon le Prof. N. Wiener, la
connaissance des lois régissant l'interaction des dif-
férents organes de commande et de contrdle d’une
machine (en particulier les servo-mécanismes) doit
nous permettre de mieux comprendre les relations
existant entre les organes d’un étre vivant, entre les
individus d’une société ou entre plusieurs sociétés
humaines, d’ol possibilité de mieux «gouverner» les
choses et les hommes. L’élément nécessaire et com-
mun aux relations citées est l’information.

Laissant de c6té le role éminent et des plus inté-
ressants joué par 'information dans les groupements
humains, nous exposerons les bases de la théorie du
signal et de I'information et son application aux
télécommunications.

Cette théorie apporte aux techniciens des télé-
communications une base comparable a celle qu’offre
la thermodynamique aux constructeurs de machines
thermiques. De méme que les premiers constructeurs
de machines & vapeur ignoraient le rendement
théorique maximum de leurs engins, nous avons
établi pendant des décades des liaisons télégra-
phiques ou téléphoniques sans connaitre la limite
théorique de la quantité d’information qu’elles
étaient susceptibles de transmettre.

En 1928 déja, Hartley et Nyquist [3, 4 et 5] po-
sérent les premiéres pierres de la théorie de I'infor-

1) Voir bibliographie a la fin du texte.
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Die Grundlagen der Signal- und der Nachrichtentheorie
werden kurz erliutert. Durch die Einfiihrung des NF- und
HF.Wirkungsgrades der Ubermittlung wird der Vergleich
der klassischen Ubertragungssysteme erleichtert. Anschlies-
send folgen einige Betrachtungen iiber die Moglichkeit einer
Reduktion der fiir die Ubertragung von Sprache oder Tele-
graphiezeichen nétigen Bandbreite.

mation en donnant entre autres une définition de la
quantité d’information. Ces formules furent com-
plétées vingt ans plus tard, en particulier par les
travaux de C. E. Shannon [6 et 7] en tenant compte
de l’effet limitateur du bruit dans la voie de trans-
mission ainsi que de la structure statistique du
message émis.

Grace aux nombreux travaux publiés depuis lors
sur ce sujet, parmi lesquels nous recommandons au
lecteur I'intéressante «Réunion d’études» tenues
sous la présidence de Louis de Broglie [8], on est a
méme actuellement de comparer entre eux les dif-
férents systémes de transmission, de parler de leur
«rendement», tout comme le thermodynamicien
parle du rendement d’un moteur. Au lieu de com-
parer les énergies, comme dans le cas des moteurs,
nous comparerons la quantité d’information qu’un
systéme transmet effectivement avec celle qu’il
serait susceptible de transmettre théoriquement par
unité de temps et que ’on appelle la «capacité» de
transmission de ce systéme.

Shannon [6 et 7] a établi un paralléle entre la
quantité d’information d’un message et [’entropie
d’un systéme, analogie découlant entre autres de la
similitude des formules. Cette analogie n’est pas
seulement formelle, étant donné que toute informa-
tion, si minime soit-elle, requiert un certain transfert
d’énergie. Se basant sur ce principe, Brillouin [9 et
10] a établi que I’énergie nécessaire a la transmission
d’un élément d’information devait étre en tous cas
égale ou supérieure a la quantité kT (k = constante
de Boltzmann, T = température absolue), ou, dans
le cas de fréquences trés élevées, a la quantité hv
(pour T = 300°K, 4 < 0,05 cm, h = constante de
Planck, v = fréquence). Ceci lui a permis d’établir
le pont liant la quantité d’information transmise par
un systéme a I’entropie physique S de ce systéme.
Il a montré que lorsqu’un message est transmis ou
emmagasiné par un systéme, I’entropie physique S
de ce systéme passe a un niveau plus bas. Cette
diminution AS de I’entropie est une mesure de la
quantité maximum d’information transmise ou em-
magasinée. C’est la raison pour laquelle Brillouin
préfére comparer la quantité d’information avec une
entropie négative, «negentropy», comme il I’appelle.
D’ou: information = entropie négative = AS =
Smax—3S. Au fur et a mesure que le message se «dé-
grade», par suite des pertes, ’entropie physique S
du systéme regagne petit a petit son niveau normal
Smax, elle croit conformément au deuxiéme principe
de la thermodynamique. Par contre, la quantité
d’information diminue par suite de I’altération du
message en cours de transmission, ce qui justifie le
choix d’une entropie négative. Fort de ces données,
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Brillouin a apporté une contribution originale a la
solution du probléme des «démons» de Maxwell,
probléme hantant les esprits des physiciens pendant
plus de 50 ans.

La théorie de I'information est donc étroitement
liée a la physique, elle fait souvent usage, comme
nous le verrons par la suite, du calcul des proba-
bilités.

2. Message et information

Le but de tout systéme de communication est de
transmettre le plus rapidement possible et par des
moyens appropriés une certaine information de
nature des plus diverses: texte, parole, image, etc...
Qu’est-ce que 'information et comment la mesurer ?

Recherchons tout d’abord I’élément d’information
qui nous parait le plus simple: c’est sans doute la
réponse «oui» ou «non» a une question, la présence
ou I’absence d’un signal. Si je vois par exemple une
lumiére verte ou rouge a une croisée, je suis «in-
formé» que le passage est libre ou n’est pas libre. La
communication se résume, dans ce cas le plus simple,
au choix opéré par ’expéditeur entre deux possibi-
lités (passage libre ou bloqué) et transmis au moyen
d’un message (la lampe verte ou rouge allumée)
suivant un certain code connu du destinataire.

L’information sera moins élémentaire si le mes-
sage transmis correspond a un choix entre plus de
deux possibilités. Pour reprendre 1’exemple précé-
dent, une troisi*me lumiére jaune m’informerait que
la voie est bient6t libre.

D’une maniére générale, un message regu est un
certain message entre un nombre fini M de messages
possibles. Quelle est la loi liant la quantité d’infor-
mation du message au nombre total M de possibilités ?

Prenons le cas d’un télégramme composé d’une
suite de mots. Il nous semble normal que 1’informa-
tion totale du télégramme soit égale a la somme des
informations partielles que nous fournit chaque mot,
elle devra donc étre proportionnelle au nombre total
de symboles NN, c’est-a-dire a la longueur ou a la
durée t du télégramme. Pour que cette propriété soit
satisfaite, on exprime la quantité d’information H
par le logarithme du nombre total de possibilités M.
Le bien-fondé de cette maniére de faire est illustré
par I’exemple suivant: Si chaque seconde j’écris un
chiffre tiré au sort compris entre 0 et 9, au bout de
t secondes j’aurai choisi un nombre & N =t déci-
males, soit un certain nombre entre 10 nombres
possibles. D’ou: M =10V et t = N = Ylog M.
Pour que [Pinformation soit proportionnelle au
temps , elle devra donc I'étre au log M.

Il est normal de choisir comme unité d’informa-
tion I’élément d’information le plus élémentaire et
pour lequel M = 2. On I’appelle «bit», abréviation
pour «binary digit», I’élément de comptage en
systéme binaire. Comme Zlog (M = 2) =1 bit, on
aura d’une maniére plus générale:

H = %log M = quantité d’information exprimée en
bits, (1)

ou

M nombre de messages possibles

Dans l’exemple cité, le nombre obtenu est un
message composé d’une suite de N symboles
(chiffres). Chaque symbole résulte du choix fait entre
n = 10 symboles (chiffres) différents tous équi-
probables. Donc chaque symbole a une méme proba-
bilité p = 1/n d’étre choisi.

Le nombre de messages possibles est de M = 107
= n", et la quantité d’information du message,
exprimée en bits, est de:

H="2®9og M = N2%ogn=—N2logp (2
ol
N nombre total de symboles du message
n nombre de symboles différents tous de méme
probabilité p = 1/n

On définit la densité d’information h, ou entropie
du message la quantité d’information moyenne
donnée par un symbole du message.

k= 2 logp  Dbits/symbole (3)

N

La quantité —klnp =h-k-In2 donne l'en-
tropie physique du message, ou I’entropie négative
selon Brillouin (kK = constante de Boltzmann).

Définissons encore la vitesse d’information R, ¢’est
la quantité d’information transmise par unité de
temps:

R = i-{ bits /s (4)
t

D’une maniére générale un télégramme ne com-
porte pas toutes les lettres de I’alphabet dans la
méme proportion; par exemple, le e est rencontré
beaucoup plus souvent que le x. En tenant compte
des différentes probabilités p: de chacun des n
différents symboles (lettres) formant le message
(télégramme), on obtient pour la quantité d’infor-
mation:

H=—NY pitlog p: (5)
1

h=— ;Pi og pi (6)

ol
pi probabilité de chacun des n différents sym-
boles. On a naturellement:

?pi:l

Appliquant la formule (6) au cas d’un télégramme
formé de mots usuels, on obtient une densité d’in-
formation d’environ 4 bits par lettre.

Si toutes les lettres avaient la méme probabilité
d’étre rencontrées, on aurait: b = ?log 26 = 4,7 bits
par lettre.

Nous voyons donc que I'introduction de la pro-
babilité p: de chaque symbole (au cas ou ces proba-
bilités ne sont pas toutes égales) diminue la quantité
d’information par symbole. Ceci est naturel, car de
ce fait nous restreignons le nombre total M de com-
binaisons possibles pour former le message.

Poursuivant I’analyse du télégramme, on cons-
tate que la succession des lettres n’est pas quel-
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conque. Il est par exemple exclu de rencontrer dans
un mot frangais la succession des lettres xz alors que
qu ou ph sont assez fréquentes. Tenant compte de la
probabilité qu’une lettre ou un groupe de lettres soit
suivi par une autre lettre, Shannon a montré qu’un
mot anglais d’une longueur moyenne de 5 lettres
ne contenait plus qu’une quantité d’information
d’environ 2,6 bits par lettre.

Appliquant le méme raisonnement a la succession
des mots du télégramme, laquelle n’est pas dés-
ordonnée, Shannon attribue a la langue anglaise
écrite normalement, et non pas en style dit télégra-
phique, une quantité d’information d’environ 1 bit
par lettre.

Quelles sont les conclusions que l’on peut tirer
de ce résultat ? Il indique entre autres qu’il serait
possible de remplacer I’alphabet actuel a 26 lettres
par un alphabet & seulement 2 lettres (= 1 bit), par
exemple a et b, et de construire avec ces deux lettres
une nouvelle langue permettant d’énoncer nos idées
courantes sous forme de b.a.ba... de méme longueur
que nos phrases actuelles.

On peut concevoir une machine capable de coder
les messages suivant cette nouvelle langue en tenant
compte de toutes les probabilités énoncées plus haut.
Il suffirait alors pour transmettre I'information en
moyenne d’un signe élémentaire par lettre (1 bit),
alors que les systémes actuels en nécessitent au
minimum 5 (téléscripteurs: 32 symboles représentés
chacun par une succession de 5 signes, 2log 32 =
5 bits par symbole). Mais une telle machine intro-
duirait naturellement un certain retard dansla trans-
mission du message, puisqu’elle devrait pouvoir
comparer les lettres et les mots entre eux. D’autre
part, la transmission de messages sans suite probable
des éléments (par exemple suite de chiffres), ou
sortant quelque peu de l’ordinaire nécessiterait
quand méme un nombre aussi grand de signes que
les systémes utilisés actuellement. La complexité
d’une telle machine et les inconvénients cités font
que personne ne s’est intéressé a sa réalisation. Men-
tionnons d’autre part que, si la moindre erreur se
glissait dans le message idéal élaboré par cette
machine, on aurait peut-étre grand peine a la cons-
tater et d’autant plus a la rectifier: la simple sup-
pression d’un signe dans le message idéal pourrait
changer complétement le sens du message sans le
rendre forcément incompréhensible, alors que dans
les systémes classiques de transmission, cette méme
faute ne provoquera en général qu’une fausse lettre
dans un mot, faute facilement décelable par le desti-
nataire, lequel n’aura pas de peine a la rectifier.

Une deuxiéme possibilité serait de garder les
26 lettres de notre alphabet et d’établir une langue
condensée dont les phrases seraient environ 4 a
5 fois plus courtes que mnos phrases actuelles
(M = a® = 26! = 2%},

Inutile de dire que ces langues imaginées plus
haut ne verront jamais le jour. Nous voulions sim-
plement montrer par ces comparaisons que les
langues actuelles expriment d’une maniére beaucoup
trop riche et trop longue nos idées. On dit qu’elles
ont une forte «redondance» pour utiliser le terme
de Shannon (redondancy). Est-ce un inconvénient ?

Du point de vue strictement économique, peut-étre,
mais cette surabondance d’éléments informateurs
en facilite 'emploi, permettant de comprendre un
message, méme s’il est partiellement tronqué. Cette
richesse est également la source de toute poésie.

Rappelons que les premiers utilisateurs du télé-
graphe s’étaient déja rendu compte de la surabon-
dance de la langue actuelle et ont de tout temps
cherché a diminuer le nombre d’éléments formant
le message en ’exprimant de la maniére la plus con-
cise possible, en style dit «télégraphique». Dans de
nombreux codes, par exemple celui du commerce,
toute une phrase est remplacée par un seul mot de
5 lettres.

Ayant déterminé la quantité d’information d’un
message formé de symboles discrets, on peut se de-
mander quelle est celle d’un message continu, par
exemple d’une phrase parlée. Intuitivement nous
dirons qu’elle est plus grande que celle de la phrase
écrite, puisqu’en plus du sens des mots, 'intonation
et les inflexions de la voix nous permettent de re-
connaitre la personne qui parle, éventuellement de
discerner son humeur ou ses réactions. Sans doute,
dépend-elle de la qualité de reproduction.

Si nous tracons les courbes de la variation de la
pression acoustique p(t) au cours de I'’énoncé d'un
message oral quelconque de durée T, il nous semble
a premiére vue qu’il se présente une infinité de
possibilités de tracer cette courbe, ce qui signifierait
que la quantité d’information contenue dans la
phrase dite est infinie. Des limitations naturelles
font qu’il n’en est pas ainsi.

Premiérement, les fréquences émises par notre
voix et percues par I’oreille sont limitées au domaine
des fréquences dites audibles.

Deuxiémement, I’amplitude sonore p n’est déter-
minée qu'avec une exactitude Ap dépendant de
Pagitation brownienne des molécules d’air ou du
niveau du bruit ambiant. L’oreille elle-méme ne
saurait discerner des variations d’intensité au-des-
sous d’une certaine limite.

Troisiemement, ’amplitude de la pression acous-
tique est limitée d’une part par le seuil d’audibilité de
I’oreille ou par le bruit ambiant, d’autre part par la
puissance maximum de la voix ou par le seuil de
douleur de l’oreille.

Ces différents facteurs ont pour effet de limiter le
nombre de courbes possibles p(t), de durée T, cor-
respondant chacune i un message différent, autre-
ment dit de rendre finie la quantité d’information
transmise oralement pendant la durée T.

La quantité d’information d’un message a varia-
tion continue sera étudiée parallélement a celle de la
capacité d’une voie. Avant de I’entreprendre, défi-
nissons d'une maniére plus précise les différents
éléments d’un systéme de communication.

3. Définition d’un systéme de communication
y .
et d’une voie

La portée d’un message direct, oral ou visuel,
étant limitée, le but du systéme de communication
est généralement d’augmenter cette portée en faisant
subir au message les transformations successives
schématisées a la fig. 1.
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Le message émis par I'expéditeur est transformé
par D’émetteur en un signal, lequel emprunte un
systéme de transmission quelconque que nous ap-
pellerons pour simplifier: voie (en anglais: channel).
Le récepteur a pour fonction de transformer le signal
recu en un message, lequel devra se rapprocher le
plus possible du message initial pour informer cor-
rectement le destinataire.

Expéditeur Récepteur

Emetteur Destinataire

brult
signal

mesilge message

voie = systéme de
transmission
Fig. 1
Représentation schématique
d’un systéme de télécommunication

SEV24001

Les termes «émetteur» et «récepteur» sont pris
dans un sens trés large et englobent tous les dispo-
sitifs nécessaires a la transformation désirée.

4. Capacité d’une voie

¥ |De méme que l'information contenue dans un
message oral est limitée, celle d’'un message prove-
nant de la réception d’un signal transmis sur un
systéme quelconque est également finie. Les raisons
de cette limitation sont d’une part la restriction du
spectre du signal re¢u a une certaine bande de fré-
quences, d’autre part le rapport signal/bruit du
systéme de transmission considéré.

Dans le cas de la transmission par fils ou par
ondes, les fréquences ne sont généralement trans-
mises que jusqu’a une certaine fréquence maximum
F ou limitées a la bande de fréquences de la voie. Le
bruit thermique et d’autre origine, inhérent a tout
systéme de transmission, et se superposant au signal
a l’entrée du récepteur, fait que le signal re¢u est
toujours entaché d’une certaine incertitude quant a
sa valeur exacte. Le niveau maximum du signal recu
par le récepteur est limité par la puissance maximum
de I’émetteur. Cherchons dans ces conditions quelle
sera la vitesse d’information maximum capable
d’étre transmise sur cette voie. La démonstration
qui suit, loin d’étre rigoureuse, permettra de se faire
une idée des causes de la limitation de I’information.

Posons-nous tout d’abord une premiére question:
Combien de niveaux différents le récepteur peut-il
distinguer avec certitude par une mesure instantanée
de la tension regue? Si nous désignons par U,
I’amplitude maximum du bruit superposé au signal,
la tension instantanée regue sera indéterminée a
=+ Us. Donc, pour que deux tensions instantanées
soient discernables avec certitude, il faut que leur
écart soit plus grand ou au plus égal a la somme des
erreurs de chacune d’elles, soit supérieur ou égal a
2Us. Si le signal recu peut varier entre deux ampli-
tudes limites + U et — U, soit dans un domaine
de hauteur 2U, on pourra discerner avec certitude
tout au plus n = 2U/2U, niveaux distincts, chacun
d’entre eux correspondant & une tranche de hauteur
2Us selon la représentation de la fig. 2. Les tensions
étant proportionnelles aux racines carrées des puis-
sances, on peut écrire: n= U/Us= ) P[B, P
étant la puissance du signal d’amplitude U, et B
celle du bruit. La présence du bruit B dans le signal

de puissance totale P rameéne donc la signification
de la valeur instantanée d’une fonction continue au
cas vu précédemment du choix a opérer entre n
symboles (niveaux) distincts.

A
+U
S
S A] Y n‘\MAM‘An nﬁ
oy | 7O W WV VY Y
= |
________ o=l 3
< |
> [
=)
o~
-U
SEV21002
Fig. 2

Incertitude de la valeur instantanée du signal due au bruit
S signal continu avec bruit
A amplitude du signal continu sans bruit

A + Up amplitude maximum du signal avec bruit

A — Up amplitude minimum du signal avec bruit

Up amplitude maximum du bruit de puissance B
U amplitude maximum du signal avec bruit de puissance

totale P

n = U = e nombre de niveaux discernables par une

2Ub B mesure de la valeur instantanée du signal

La deuxiéme question est de savoir avec quelle
rapidité le récepteur pourra distinguer un niveau
d’un autre. Si nous faisons varier brusquement le
niveau i I’émission d’une valeur a une autre, le
probléme se raméne a celui de la transmission d’une
fonction unité. Ayant admis que la voie ne transmet
pas les fréquences supérieures a F, on peut l’assi-
miler 4 un filtre passe-bas. La réponse d’un tel filtre
a une fonction unité est représentée i la fig. 3. Elle
est caractérisée par un certain retard r d’autant plus
grand que le flanc du filtre est raide, et par un temps
de montée égal & T/2 = 1/2F. Pour que le récepteur
puisse distinguer une suite de niveaux successifs,
correspondant a une suite de fonctions unités a
I’émission, il faudra que le temps séparant chaque
changement de niveau soit supérieur ou égal a T'/2.
En une seconde il sera donc possible de distinguer
tout au plus N = 2F signaux différents se succé-
dant a des intervalles de T/2. La vitesse d’informa-
tion R sera, d’aprés les définitions du chapitre 2, tout
au plus égale a:

NZlogn )

T

Pour T =1 s on obtient R = 2F %log ) P/B =
F 2log P|B bits/s.

Une analyse plus rigoureuse conduit a un résultat
de forme semblable s’énoncant comme suit: Le
vitesse d’information R d’un signal continu, de puis-
sance moyenne P, dont le spectre occupe une cer-
taine largeur de bande Af = F, et caractérisé par
un bruit de puissance moyenne B, est tout au plus
égale 4 une valeur maximum Rmas.

R
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R _S_ leog P/B = .Rmax (8)

La valeur Rp.x ne peut étre atteinte que lorsque
le signal a la méme structure incohérente que le bruit
(spectre continu constant).

re'ception

h‘-’z F

voie = Filtre
passe -bas » f

émission

2y, (:) =<

a

L
2

SEV21003 c

Fig. 3
Déformation d’une fonction unité au passage d’un filtre
passe-bas

e schéma du systéme de télécommunication
b atténuation a du filtre passe-bas en fonction de la fréquence i
¢ réponse du filtre 4 une fonction unité

7 fonction unité émise; 2 signal recu

Y= % fréquence limite

7 temps de retard
r 1 ,
5 = 9F temps de montée

La capacité C d’une voie est définie par la plus
grande vitesse d’information susceptible d’&tre trans-
mise par cette voie. Connaissant la vitesse d’infor-
mation Rma.x du signal continu dont le spectre est
limité par la largeur de bande Af = F de la voie,
on obtient tout naturellement:

C = Rna = Flog P|B (9)

Si nous désignons par S la puissance du signal
recu (bruit exclu), et par B celle du bruit & ’entrée
du récepteur, le signal total re¢u sera de puissance

P= S+ B, dou:
C= F?2og(1+ S/B) (10)
5. Relation fondamentale entre la vitesse d’informa-
tion R du message et la capacité C de la voie

Cette relation dite de Tuller-Shannon et Wiener
est d’une importance capitale. Généralisant la défi-
nition de la capacité d’une voie, on pourrait I’expri-
mer comme suit:

Une voie de capacité C peut théoriquement trans-
mettre un message ayant une vitesse d’information R

plus petite ou égale a C, quelle que soit la nature du
message et celle de la vote.

On peut ’exprimer mathématiquement par:

Rmeuage g Cvo ie (]. ].)

Appliquant cette formule au cas d’un message
constitué par un signal basse fréquence (BF), que
I’on désire transmettre avec un rapport signal /bruit
donné par lintermédiaire d’un signal haute fré-
quence (HF), on peut en déduire quelles seront les
caractéristiques nécessaires de la voie HF. Posons
les valeurs respectives de R et de C d’aprés les
équations (8) et (10):

R < R, = F,*log Py/B, (12)

R vitesse d’information du message

R, vitesse d’information maximum du signal
BF = capacité de la voie BF

F, largeur de bande du signal BF

_PUSEANC®  du signal BF

rapport’ -
PP bruit

C= F%og(1+ S/B) (13)
capacité de la voie HF
largeur de bande de la voie HF

puissance du signal HF recu

O

S/B rapport

bruit recu par le récepteur
La relation (11) s’écrira:

message signal BF signal HF

R< R, < C

R < Fy2log Py/B, < Filog (1 4 S/B)
Dans le cas optimum théorique, pour lequel
Ry = C, cette équation exprime la balance du
compte «information» en bits/s pour le signal BF
recu et pour le signal HF intermédiaire. Cette égalité
ne spécifie nullement des conditions limitant le
choix de la largeur de bande HF (= F) par rapport
a la largeur de bande BF (= F}). De telles condi-
tions sont uniquement imposées par le systéme de
modulation utilisé, par exemple en modulation
d’amplitude F > 2F,,.

La formule C = F'2log (1 4 S/B) montre I'inter-
changeabilité de la largeur de bande F et du rapport
signal /bruit S/B. Pour une capacité C donnée, nous
pouvons soit diminuer F et augmenter en consé-
quence S/B, soit au contraire augmenter la bande
passante F, ce qui permettra une diminution du
rapport S/B (rappelons cependant que B croit en
général proportionnellement a F).

Théoriquement, rien ne s’oppose a ce que ’on
puisse transmettre un signal BF de largeur F, par
une voie HF de largeur F' inférieure a F,, mais ceci
aux dépens du rapport signal/bruit. La réalisation
d’un tel systéme nécessite un codage approprié du
signal BF. Toutefois, il est bon de remarquer que la
diminution de la bande passante se paye relative-
ment cher: pour une diminution de moitié de la
bande HF, il faudra environ doubler le rapport S/B
exprimé en dB. Si, par exemple, S/B = 40 dB, ce
qui donne un souffle déja audible dans une com-
munication radiotéléphonique en modulation d’am-
plitude, une diminution de la bande passante de
moitié nécessiterait un rapport S/B d’environ 80 dB,
autrement dit, un signal d’entrée au récepteur
environ 5000 fois plus puissant (le bruit B a diminué
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de moitié, d’ot 5000 = 10000/2). Ce procédé semble
donc ne pas présenter d’intérét pratique pour la
radiotéléphonie. Nous donnerons au chapitre 8 un
exemple de son application a la transmission télé-
graphique.
6. Rendement

En établissant le rapport des quantités R, et C,
on peut juger de 'efficacité du systéme utilisé. Si la
vitesse d’information BF maximum est beaucoup
plus petite que la capacité de la voie HF, il est clair
que l'utilisation de la voie HF n’est pas efficace.
Appelons ce rapport:

nar = R,/C = rendement HF ou coeflicient d’utili-
sation de la voie HF (15)

Le message lui-méme ayant généralement une
vitesse d’information R plus petite que la vitesse
maximum R, du signal BF, on peut encore définir:

ner = R/R, = rendement BF ou coefficient d’utili-
sation de la voie BF (16)

n = npr * nar = R|/C = rendement du systéme de
communication (0 )]

7. Le rendement des systémes classiques
de transmission

Ayant défini le rendement, on se demandera tout
naturellement s’il existe un systéme accusant un
rendement de 100 %,.

Le systéme pouvant présenter le meilleur rende-
ment HF est celui de la transmission par bande
latérale unique. En effet, cette transmission corres-
pond a une simple transposition du spectre de fré-
quence du signal (et du bruit) de basse fréquence en
haute fréquence, ou inversément, selon le schéma de
la fig. 4a. Supposant que la modulation permettant
d’effectuer cette transposition de fréquences n’intro-
duit pas de bruits parasites, ce qui est pratiquement
le cas avec un bon récepteur, on obtient un rende-
ment HF de 100 9, car on a:

S+ B Py

0

d’ou:

F=F;et

NHF = % =1 soit 100 9,

Le rendement BF dépend de la nature du message
constituant le signal BF. S’il s’agit d’une conversa-
tion téléphonique, on compte en moyenne qu’un
abonné ne parle que pendant la moitié du temps,
Pautre moitié étant réservée a son interlocuteur.
Effectivement il ne parlera que pendant environ le
quart du temps, si 'on tient compte des pauses
entrecoupant le dialogue et séparant chaque mot.
La puissance moyenne de la voix est généralement
bien en dessous du niveau maximum (environ —10
a —30dB), de sorte que le rapport P,/B,, par
exemple de 60 dB pour la puissance maximum,
tombe effectivement a une valeur de 30 a 50 dB.
Il en résulte un rendement BF de tout au plus:

1 30a50dB 1,

g
BF = — = -—j —soitenv. 123219
= T 60 dB 8 24 /o

Ces valeurs ne tiennent aucunement compte des
propriétés statistiques de la voix et du langage, de
sorte qu’en réalité le rendement BF est encore plus
faible. Comment remédier a cette mauvaise utilisa-
tion ?

Une compression du signal BF a 1’émission, suivie
d’une expansion a la réception permet de réduire la
puissance maximum de 10 a 20 dB, mais il n’en
reste pas moins que la liaison reste inutilisée pen-
dant les trois quarts du temps.

HF
f
F=F,
a

HF voies adjacentes
/\}4
1 [P | It
!‘—‘-L—LLL—'f

7
— | <~ 1
20, Ha:::  28kHz
=4kHz par voie
b
S
BF HF
e f
N
c
st eF HF
-— f
fa F=2mFy, (m»1)
SEV2{004 d
Fig. 4

Représentation schématique des largeurs de bande
de différents systémes de transmission

transmission par bande latérale unique
transmission par juxtaposition des voies dans 1'échelle des
fréquences: systémes a courants porteurs
transmission par modulation d’amplitude (AM)
transmission par modulation de fréquence (FM)
spectre

fréquence

BF basse fréquence

HF haute fréquence

F largeur de bande de la voie HF

Fo largeur de bande du signal BF

[ =1

a0

Dans les systémes a courants porteurs, ou plusieurs
voies sont juxtaposées sur ’échelle des fréquences
selon le schéma de la fig. 4b, on améliore considé-
rablement le rendement BF en tenant compte de
Peffet statistique résultant de la superposition des
différentes conversations téléphoniques. D’aprés les
résultats publiés par Holbrook et Dixon [11], la
superposition de 10, 100 ou 1000 conversations télé-
phoniques normales ne nécessite qu’environ 4, 8 ou
40 fois la puissance requise pour une seule conversa-
tion, d’ott une utilisation beaucoup plus rationnelle
de la voie. Le rendement HF de ces systémes est
inférieur a 100 %, du fait qu’il est nécessaire d’intro-
duire une marge de fréquences entre les voies pour
assurer leur séparation (filtrage) sans moyens pro-
hibitifs. La largeur de bande BF des voies est géné-
ralement de 3400 — 300 = 3100 Hz. Chaque voie
occupant une largeur de bande de 4000 Hz, le ren-
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dement HF sera égal au rapport des largeurs de
bande, soit:

3100 Hz
4000 Hz

La simple modulation d’amplitude avec trans-
mission des deux bandes latérales (voir fig. 4c) est
moins favorable que la transmission d’une seule
bande latérale. Du fait que la largeur de bande HF
nécessaire est doublée (F' = 2F) et que le rapport
signal /bruit BF reste pratiquement le méme que le
rapport signal /bruit HF, on obtient:

NHF &Y FO/F = 0,5 soit 50 %
La modulation de fréquence (FM) (voir fig. 4d)

augmente encore plus la bande HF nécessaire (pour
m > 1, F ~ 2mF,) mais trouve une compensation
partielle dans I’amélioration du rapport signal /bruit
BF par rapport a la modulation d’amplitude
(Po/By ~ 3 m? S/B pour S > B). Le rendement HF
est plus faible qu’en modulation d’amplitude. Par
exemple, pour m = 10 et S/B = 100 (20 dB), on
obtient P,/B, = 30000 (45 dB) et F = 20 F, ce
qui donne un rendement HF de seulement 10 %,

NHF = = 0,78 soit 78 %,

NHF = 4.8 ~ 0,1]. Avec une telle largeur de
20 20

bande, si le rendement était de 100 9%, on serait en
droit d’attendre théoriquement un rapport signal/

bruit BF de 400 dB (soit Py/B, = 10%).

Parmi les systémes & modulation par impulsions,
la modulation codée (PCM) est la plus favorable, car
elle ne nécessite que 8 dB de plus que la valeur
théorique pour le rapport S/B.

Nous constatons donc que les systémes a courants
porteurs offrent actuellement le meilleur rendement
global sans nécessiter pour cela des installations
particuliérement compliquées. Leur utilisation est
toutefois pratiquement limitée a la transmission
directe sur lignes. L’introduction récente de cibles
coaxiaux permet de transmettre simultanément jus-
qu’a prés de 1000 conversations sur le méme cable.
Au lieu de transmettre le signal HF délivré par
I’installation & courants porteurs directement sur
une ligne, on peut également s’en servir pour moduler
en fréquence un émetteur a ondes trés courtes. Le
rendement BF devient alors celui relativement bon
du systéme porteur, mais le rendement HF de la
voie modulée en fréquence reste toujours aussi bas.

La modulation codée semble étre susceptible de
trouver un champ d’applications intéressant pour les
transmissions téléphoniques a grande distance, son
principal avantage résidant dans la constance du
niveau BF et du rapport signal /bruit BF, indépen-
damment du nombre de stations relais utilisées, donc
indépendamment de la longueur de la liaison. Sa
complexité et sa nouveauté I’ont empéchée jusqu’ici
de dépasser le stade expérimental.

Nous avons examiné rapidement différents sys-
témes du point de vue de leur rendement «informa-
tionnel», il va de soi qu’un tel jugement est trés
unilatéral et que pour émettre une opinion sur un
systéme quelconque, il faut tenir compte de beau-
coup d’autres facteurs, tels leur sensibilité aux per-

turbations extérieures, leur siireté de fonctionne-
ment, leur souplesse d’exploitation, leur prix de
revient, etc.

Il est peut-étre décevant de constater que les
types de modulation les plus courants actuellement
(AM et FM) ont un rendement HF si pauvre, et ’'on
peut se demander s’ils seront détrénés un jour par
des systémes plus efficaces. L’avenir le dira, mais il
est fort probable que si de tels systémes sont déve-
loppés, ils ne seront appliqués qu’a certains cas
spéciaux pouvant justifier leur inévitable complexité.

8. Diminution de la bande de fréquences

Le rapide développement desliaisons hertziennes:
radiodiffusion, télévision, aides a la mnavigation
maritime et aérienne, liaisons radiotélégraphiques et
teléphomques, etc., a provoqué une telle «conges-
tion» des ondes de toute longueur, que les organes
de contrdle internationaux ont été obligés d’assigner
a chacun et pour chaque application une bande de
fréquences bien délimitée. La plus stricte économie
de largeur de bande HF est a ’ordre du jour. C’est
une des raisons pour lesquelles de nombreux cher-
cheurs essayent par des moyens divers de diminuer
la largeur de bande HF de nos systémes classiques
de transmission. La théorie de I'information montre
en effet que cela n’est pas une utopie et quelle est
I’amélioration que I’on est en droit d’espérer.

Les premiers essais & modulation de fréquence
n’avaient pas d’autre but que de diminuer la largeur
de bande HF, avant que l’on se soit apercu qu’au
contraire elle était plus grande ou égale a celle
nécessitée par la modulation d’amplitude.

Une augmentation du rendement BF, que 1’on
pourrait qualifier d’«adaptation» du message a la
voie BF a disposition, conduit soit 4 une améliora-
tion du rapport signal/bruit (cas des systémes a
courants porteurs), soit 4 une réduction de la bande
passante.

C’est a ce résultat qu’arrive le «Vocoder» déve-
loppé par Dudley [12, 13]. Cet appareil ingénieux
fait non seulement appel aux propriétés statistiques
de la parole, mais également aux imperfections de
Poreille, laquelle a beaucoup de peine a discerner les
variations de phase contrairement aux variations
d’amplitude de différentes fréquences. Le « vocoder»
condense la parole par des filtrages et codages ap-
propriés dans une bande de 275 Hz de largeur, soit
moins du dixi¢éme de la largeur de bande nécessaire
pour une bonne reproduction. L’intelligibilité n’est
pratiquement pas affectée par cette opération. Une
telle transformation n’est possible que parce que
notre voix présente une certaine «redondance»,
c’est-a-dire que 'information est exprimée avec sur-
abondance par une succession d’éléments informa-
teurs ayant souvent la méme signification, donc en
partie superflus. En parlant lentement, nous aug-
mentons encore plus la redondance, d’ou I'intelligi-
bilité du message, en parlant plus rapidement, au
contraire, nous les diminuons, ce qui exige de I’audi-
teur une attention plus soutenue pour capter la
méme quantité d’information.

Partant d’un principe différent, celui de I'effet
Doppler, D. Gabor [14, 15] a également réalisé un
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appareil expérimental permettant d’effectuer une
notable compression de fréquences. La limite théo-
rique de la bande nécessaire serait de 375 Hz pour
une voix d’homme et de 260 Hz pour une voix de
femme.
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Signal élémentaire, type « sinus »
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Fig. 5
Signaux en cloche modulés
D’aprés Dennis Gabor [8, page 117]

On doit également & Gabor [16] une contribution
originale a la théorie de I'information. La décom-
position d’un signal quelconque en signaux élemen-
taires en forme de cloche (fig.5) lui permet de
dessiner un plan de l’information (fig. 6) ayant
comme coordonnées le temps ¢ et la fréquence ».
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Fig. 6

Représentation compléte d’un signal quelconque dans le plan
d’information

La 3¢ dimension est une fonction du nombre quantique N
D’aprés Dennis Gabor [8, page 124]

Ce plan est divisé en cellules élémentaires d’aire
unité (At - Ay = 1). En attribuant 4 chacune de ces
cellules une certaine capacité d’information déter-
minée par le rapport signal/bruit (nombre fini de
cellules quantiques dans la verticale), on retrouve
les mémes formules que celles exposées précédem-
ment sur la capacité d’une voie.

Les deux réalisations de Dudley et Gabor dimi-
nuent la bande de fréquences par ’amélioration du
rendement BF'; la machine imaginée au chapitre 2
également. Qu’en est-il de la diminution de la bande
aux dépens du rapport signal /bruit ? L’équation (10),
C = F2og (1 + S/B), nous dit qu’elle nécessite
une augmentation considérable du rapport S/B.
L’exemple primitif qui suit nous le montrera et
permettra également de nous rendre compte ‘de la
«redondance» d’une transmission télégraphique
utilisant le code Morse.

Les 3 premiers exemples (a, b et ¢) de la fig. 7
montrent comment il est possible, au moyen d’un
codage systématique, de réduire le nombre de
signaux d’un message donné, ce qui permet de le
transmettre pendant le méme temps par une voie de
largeur de bande plus étroite. La quantité d’infor-
mation transmise dans ces trois cas reste la méme.
Le message c ayant 3 fois moins de signaux élémen-
taires que le message a, il pourra étre transmis par
une bande 3 fois plus étroite. En compensation, il
présente 8 niveaux distincts au lieu de 2 pour le
message @, d’oit augmentation correspondante du
rapport signal /bruit minimum pour une réception
correcte du message.

Nous constatons a la fig. 7b que le niveau 3 n’est
jamais atteint. Cela provient d’une propriété du
code Morse dans lequel les symboles (points ou traits)
se suivent toujours & un nombre pair d’intervalles
(2, 4, 6 ou 8). On peut donc se dispenser de prévoir
le niveau 3 dans I’émission du message b, ce qui
réduit la quantité d’information (etla capacité néces-
saire de la voie) de 48 a 38 bits.

Le message Morse a n’est pas écrit de la maniére
la plus simple possible. Tous les signes marqués R
sont apparemment superflus. On pourrait s’en
passer pour distinguer un symbole (trait ou point)
d’un autre. C’est ce que nous avons fait au message
de la fig. 7d, lequel est raccourci d’environ 20 9, et
nécessiterait donc une bande passante 20 %, plus
faible. L’allongement voulu des traits et espaces du
code Morse est une forme de «redondance», laquelle
permet une discrimination plus aisée et plus sire
des symboles entre eux. Elle augmente les chances
que le message soit recu correctement.

Le message de la fig. 7e utilise un code dérivé de
I’alphabet Motse et peut étre transmis par 3 niveaux
avec encore moins d’éléments que le message b.
Cette fagon de procéder trouve une application dans
la télégraphie avec courants inversés (- = courant
positif, — = courant négatif, espace — pas de
courant).

A titre comparatif, nous avons reproduit encore
le méme message transmis par un téléscripteur du
type Murray ou Baudot. Ces systémes nécessitent
une voie de capacité minimum (5 bits/lettre au lieu
de 8 bits/lettre pour le Morse), mais exigent une
synchronisation parfaite des dispositifs émetteurs et
récepteurs.

9. Résumé et conclusion

Nous avons esquissé dans ses grandes lignes et
d’une maniére trés simplifiée la théorie du signal et
de l'information aboutissant aux relations fonda-
mentales liant la vitesse d’information et la capacité
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a) Code Morse mormal

Message transmis par 48 signaux élémen-
taires de niveau 0 ou 1 (2 niveaux)
Largeur de bande relative — 1 (par défi-
nition)

Quantité d’information — 48 ®log 2 = 48
bits (8 bits/lettre)

Les signaux marqués R ne sont pas in-
dispensables a la compréhension du mes-
sage, ils lui donnent une certaine «re-
dondance»

24x2=48
b) Transmission par % largeur de bande

Le message a a été transcrit selon le code

a—b pour remplacer une suite de deux

signaux par un seul pouvant avoir 4 ni-

veaux différents (0, 1, 2 et 3)

Nombre de signaux élémentaires — 24
Largeur de bande relative — 24/48 = 1,
(par rapport a a)

Quantité d’information: 24 tlog 4 — 48 bits
(8 bits/lettre) pour les 4 niveaux

ou: 24 2log 3 = 38 bits (6,3 bits/lettre)
pour les 3 niveaux

16x3=48

c) Transmission par /s de largeur de bande
Le message a a 6été transcrit selon le

2
oWz '////////I//-////////-"//////////

P A R 1 S /

20x2=40

code a—c pour remplacer une suite de
3 signaux par un seul signal pouvant
avoir 8 niveaux différents (0, 1, ..... 7)
Nombre de signaux élémentaires — 16
Largeur de bande relative — 16/48 — 1/

0 5 10 15

20

Code g...b Code @
a b a
—_— = 2, h=0 ( ——— =
_ . 2 =
- 2] 7 h=1 m. -
A, = b 8cas< ﬁ :
@ = | hes Ao -
—~A =
SEV 21007 LM -

Quantité d'information — 16 :log 8 = 48
bits (8 bits/lettre) .

d) Code Morse raccourci

Les signaux superflus marqués R dans le
message a ont été supprimés

Nombre de signaux élémentaires — 38
(2 niveaux)

Largeur de bande relative — 38/48 ~ 0,8
Quantité d’information — 38 tlog 2 — 38
bits (6,3 bits/lettre)

e) Code Morse d 3 miveaux
— = niveau 2, . = niveau 1, séparation
— niveau 0
Nombre de signaux élémentaires = 20
(3 niveaux)
Largeur de bande relative — 20/48 — 0,42
Quantité d’information = 20 flog 3 = 32
bits (5,3 bits/lettre)

f) Code Murray (téléscripteurs)

> > > > > > > >
[ [ ] [ R |
N OOUv & w V=0

Fig. 7

Diminution de la largeur de bande néces-
saire pour la transmission d’'un message

Message transmis: PARIS —, soit 5 let-
tres + 1 séparation. Nous admettons la
largeur de bande nécessaire comme étant
inversément proportionnelle au nombre
de signaux élémentaires formant le mes-

Chaque lettre est composée d'une suite de
5 signaux

30 signaux élémentaires (2 niveaux)
Largeur de bande relative — 30/48 = 0,63

télégraphique sage.

de la voie. A ’aide de ces nouvelles notions il est
possible d’étudier les différents systémes de com-
munication du point de vue «informationnel»; on
en déduit le rendement ou Iefficacité du systéme
étudié. L’examen de plusieurs systémes classiques
de transmission fait ressortir le bon rendement glo-
bal des systémes a courants porteurs et le rendement
plutét médiocre des systémes classiques de liaisons
hertziennes en AM et FM. Il semble a premiére vue
qu’une solution alléchante s’offre aux liaisons radio-
téléphoniques multiples dans I’utilisation simul-
tanée des deux procédés offrant le meilleur rende-
ment : soit un systéme a courants porteurs de bon
rendement et de grande souplesse d’exploitation
modulant un émetteur 3 modulation par impulsions
codées (PCM), lequel présente de nombreux avan-
tages. L’examen de cette solution et des difficultés
de réalisation qu’elle présente sortirait du cadre de
cet exposé.

Les solutions originales proposées pour «conden-
ser» la bande passante d’une conversation télépho-
nique sont encore trop compliquées pour étre
utilisées a grande échelle.

Nous espérons que ces quelques lignes auront
quelque peu familiarisé le lecteur avec les problémes

soulevés par la théorie du signal et de I’information

Quantité d’information = 30 tlog 2 = 30
bits (5 bits/lettre)

et montré le role éminent qu’elle est appelée a jouer
dans la technique des télécommunications.
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Nouveaux matériaux isolants pour la technique des cébles

Par R. Goldschmidt, Lausanne

De nouveaux matériaux isolants — spécialement le po-
lyéthyléne abrégé polythéne (PT) et le chlorure de poly-
vmyle (PVC) — se sont largement introduits dans la tech-
nique de la fabrication des cibles et ont permis de résoudre
d’intéressants problémes techniques.

1. Introduction

«Technique» ne s’entend plus sans «électrotech-
nique» et I’électrotechnique ne peut pas se conce-
voir sans I’élément le plus important de transmis-
sion, le cable. Passons briévement en revue le déve-
loppement que les nouveaux matériaux isolants ont
permis d’accomplir dans ce domaine. Les céables
sont des conducteurs de courant électrique, isolés,
qui, soit individuellement soit torsadés en groupes,
sont entourés d’un manteau servant de protection
physique, chimique et mécanique. Les cables sont
posés dans le- sol, tirés dans des caniveaux et des
tubes, fixés dans des puits, immergés dans des ri-
viéres, lacs et mers ou montés le long des murs ou
sur des poteaux.

Les cables servent a la transmission de signaux
ou au transport d’énergie électrique. On distingue
ainsi entre cables pour courant faible et cables pour
courant fort avec les subdivisions cables téléphoni-
ques et haute fréquence, respectivement cables
basse et haute tension.

L’industrie des cables forme dans tous les pays
industrialisés un secteur important de 1’activité in-
dustrielle. Ses débuts ont été inspirés par les mé-
thodes de fabrication appliquées dans l’industrie
des textiles. Il y a plus d’un siécle que différents
inventeurs ont proposé d’entourer des fils métalli-
ques avec des matiéres isolantes, de les poser ainsi
dans le sol et de les utiliser pour le transport du
courant électrique. En principe, rien n’a été changé
a cette idée. Comme matériel conducteur on utilise
presque exclusivement le cuivre qui réunit de bon-
nes qualités électriques et mécaniques avec un prix
abordable. Il n’a été remplacé par l’aluminium
qu’en période de pénurie du cuivre. La matiére iso-
lante était et est encore essentiellement le papier.
I1 est utilisé séché et aussi peu serré que possible
pour les cables téléphoniques, imprégné d’huile ou
de compound pour les cibles a courant fort. A coté
du papier, le caoutchouc et la guttapercha, la soie
et le coton ou I’émail a base d’huile ont été et sont
utilisés comme matiéres isolantes. Comme manteau
protecteur, on met normalement un tube de plomb
protégé contre la corrosion par une couche de jute
ou par un autre textile, imprégné de bitume. Une
armure en ruban de fer asphalté ou en fils profilés
zingués sert de protection mécanique.
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In der Technik der Kabelfabrikation haben sich neue
Isolierstoffe, besonders das Polyithylen, abgekiirzt Polythen
(PT), und das Polyvinylchlorid (PVC) weitgehend einge-
fithrt. Dank ihnen konnten interessante technische Probleme
gelost werden.

Si le principe de la construction des cables est
donc resté essentiellement le méme, le développe-
ment technique, soit quantitatif soit qualitatif a été
trés important. Machines et installations ont été con-
sidérablement agrandies et améliorées, les modes
de contrdle des matiéres premiéres et des produits
finis perfectionnés, la précision et la régularité de
la fabrication sensiblement accrues. Mais en géné-
ral on doit dire que I'industrie des cibles est une
industrie conservatrice. C’est seulement depuis une
dizaine d’années qu’une transformation importante
s’accomplit. On doit chercher lorigine de ce change-
ment dans les possibilités créées par les nouveaux
matériaux artificiels, essentiellement les matiéres
plastiques. On avait déja, a plusieurs reprises, essayé
d’utiliser des matiéres artificielles dans la techni-
que des cables, tout spécialement des cables sous-
marins. Ainsi la Guttagentzsch et la Paragutta ‘(uti-
lisée pour le cable Key West-Havanna) ont rem-
placé la Guttapercha. Mais soit leur prix trop élevé,
soit leurs caractéristiques trop spéciales ont empé-
ché leur utilisation sur une large échelle. Mais au-
jourd’hui une trés importante industrie chimique
produit en masse des matiéres artificielles remplis-
sant des conditions techniques et économiques inté-
ressantes.

Dans cet apercu, les qualités de ces matériaux
vont étre résumées en tenant compte des exigences
que pose la construction de différents types de
cables, Des exemples de cables exécutés montreront
les réalisations que la technique des cables a pu ac-
complir ces derniéres années.

2. Les qualités diélectriques de la matiére

Les matiéres isolantes sont caractérisées par les
qualités diélectriques suivantes:
Résistance d’isolement
Constante diélectrique
Angle de pertes diélectriques
Rigidité diélectrique
La premieére de ces qualités est mesurée avec du
courant continu, les autres normalement avec du
courant alternatif. Toutes ces qualités dépendent
fortement de la température. La cause en est essen-
tiellement le changement de la viscosité de ces ma-
tériaux avec la température. Les matiéres isolantes
sont normalement des corps amorphes. La liaison
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