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Szenario 2000

Aspekte der wissenschaftlichen und technologischen Entwicklung

unserer Zukunft

Eine Eingrenzung des Zeitraums, in welchem Aussagen tber die Zu-
kunft noch sinnvoll erscheinen, erfolgt durch Einordnen der Gegenwart
in langfristige Wirtschafts- und Innovationszyklen. Als eine Methode
der Zukunftsforschung kommt dann die Szenario-Technik zur Anwen-
dung. Abschétzbare Entwicklungen des Wissens, der Grundlagenwis-
senschaften und der Technologien werden zu einer zyklusgerechten
Prognose zusammengefiihrt. Besonders ausfiihrlich gelangen dabei
Biologie, Bionik und Synergetik zur Darstellung, ebenso die Erwartun-
gen beziiglich intelligenter Technologien, kiinstlicher Intelligenz und
kiinftiger Computer-Generationen. Die Zukunftsentwicklung wird sich
jedoch in Schranken bewegen miissen, die einerseits in Gesetzmdssig-
keiten des Wachstums im endlichen System begriindet sind und ander-
seits im Menschen selber, der seine Denkweise nicht verzugslos auf eine
immer schnellere Folge neuer Erkenntnisse auszurichten vermag. Mit
allen Zukunftsvoraussagen sind deshalb Zukunftsforderungen an
Bildung und Erziehung untrennbar verbunden.

Die Zukunft hat die Menschheit und
den Menschen immer stark interessiert.
Bereits in der Urzeit war es zum Uber-

VON WALTER KROY,
MUNCHEN

leben in der kalten oder unwirtlichen
Jahreszeit erforderlich vorauszuplanen,
vorauszudenken, Vorrdte anzulegen
oder sich eine sichere Behausung zu
schaffen. Selbst die ganz kurzfristige
Vorherschau auf das Wetter des nich-
sten Tages konnte schon lebenswichtig
sein. Dem Menschen ist es in der Zwi-
schenzeit gelungen, einige der Unwig-
barkeiten und andere negative Einfliis-
se auf unser Leben fir die Zukunft
mehr oder weniger in den Griff zu be-
kommen. Dennoch bleibt die Unge-
wissheit vor der Zukunft, eine gewisse
Skepsis, wie es wohl weitergehen wird,
manchmal auch Zukunftsangst.

Weil es eine Reihe von Mdglichkeiten
gibt, sie zu gestalten, soll unsere Zu-
kunft unter ein Motto aus dem tech-
nisch-wirtschaftlichen Bereich gestellt
werden: Um Erfolg zu haben, hat es in
der Vergangenheit vielfach geniigt, gro-
be Fehler zu vermeiden - in Zukunft
wird es notwendig sein, aktiv das Rich-
tige zu tun. Darin ist ein Teil der Pro-
blematik der Zukunft mit erfasst, und
es kommt auch zum Ausdruck, dass
sich tatsachlich unsere Umwelt und un-
sere Wertvorstellungen in verschiede-
ner Weise gedndert haben und weiter
indern werden.

Allgemeine Bedingungen

Wirtschafts- und
Innovations-Zyklen

Fiir die Zukunft der Welt, wie sie hier
von der Wissenschaft und Technologie
her begriindet sein mochte, sind Welt-
wirtschaftsmodelle und  Weltwirt-
schaftszyklen von wesentlicher Bedeu-
tung.

Das M.I.T.-Weltwirtschaftsmodell

Am Massachusett Institute of Techno-
logy (M.L.T) in Boston wurden von J.
Forrester Weltwirtschaftsmodelle ent-
wickelt. Die daraus errechneten theore-
tischen Zeitverldufe von Kapitalmarkt-
Angebot (von Banken und anderen
Geldgebern) sowie Kapital-Nachfrage
(fir Investitionen und Unternehmens-
aufbau) werden als Modellkurven mit
der tatsdchlich erfolgten Kapitalnut-
zung verglichen und mit dem Verlauf
der Hiufigkeit wichtiger Erfindungen
in Bezug gebracht (Bild 1).

Wesentliche Ubereinstimmungen der
gemessenen Kapitalmarkt-Kurve mit
den berechneten Kurven zeigten augen-
scheinlich einen gewissen Realititscha-
rakter des Modells - ein Unterschied zu
vielen anderen Weltwirtschaftsmodel-
len, die wir bisher schon vorgestellt be-
kommen haben. Die gemessene Kurve
zeigt ferner am Ende der 20er und zu
Beginn der 30er Jahre unseres Jahrhun-
derts deutlich die Weltwirtschaftskrise,
und der Blick auf die 80er Jahre signali-

Die Zukunft is a nimma des,
wos se frither amoi g'wesen is.»

(Karl Valentin)

siert auch hier wieder einen gewissen
Abschwung in der Wirtschaftsentwick-
lung.

Die Kapitalmarktumsédtze in diesem
Wirtschaftsmodell der Welt, zusam-
menmgebunden durch die Vernetzung
vieler Wirtschaftszyklen, durch Ange-
bot und Nachfrage, Investitionen usw.
zeigen zyklische Schwankungen, die so-
genannten Kondratieff-Zyklen (die
ebenso bei Schumpeter beschrieben
sind). Diese Zyklen dauern etwa 50 Jah-
re und entsprechen dem Auf und Ab
eines Wirtschaftssystems [1, 2].

Der Verlauf der Haufigkeit von wichti-
gen Erfindungen, von sogenannten Ba-
sisinnovationen, z.B. die Erfindung des
Transistors, des Elektromotors, der
Dampfmaschine usw., unterliegt ganz
dhnlichen Schwankungsformen wie die
Kapitalméarkte. Allerdings fallt dabei
auf, dass diese beiden Kurven gegenein-
ander phasenverschoben sind, d.h. im-
mer dann, wenn die Wirtschaft in einer
schwierigen Phase steckt, in einem Tief
sozusagen, dann wird die Erfindungsra-
te hoch.

Erkennbar ist im Wechselspiel dieser
zwei Komponenten der Erfindungen
und der wirtschatlichen Wachstumsra-
ten eine typische Erscheinung, nimlich
das Verkoppeln von mehreren Parame-
tern zu einem, sich gegenseitig beein-
flussenden System. Und offensichtlich
dauert es eben immer ca. 50 Jahre, bis
ein neuer Schub von Technologie den
jeweils vorhergehenden ablost. Es ist
aber nicht erkennbar, was Ausloser und
Folge ist, sondern nur, dass diese bei-
den Grdssen verkoppelt sind.

Es bleibt wenig Optimismus, dass es ge-
lingen konnte, diesen Zyklus abzu-
schaffen, denn die Ursachen liegen tief
im Menschen und den Grenzen seiner
Lernfdhigkeit verwurzelt und sind
nicht so leicht zu dndern.

Der Kondratieff-Zyklus

In Bild 2 und in Tabelle 1 sind die
Kennzeichen der einzelnen Phasen des
Zyklus Wachstum - Stagnation - Ab-
schwung - Neuorientierung zusam-
mengestellt, und sie werden nachfol-
gend am Geschehen in der Wirtschaft
Europas seit dem zweiten Weltkrieg re-
flektiert.

Fiir Europa lag das letzte Tief im Kon-
dratieff-Zyklus in den spiten 20er und
den friithen 30er Jahren. Der Wieder-
aufschwung, verbunden mit einer ho-
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Bild 1.

hen Innovationsrate, begann in den
USA in den 30er Jahren; Europa folgte
erst nach 1945.

Phase I: Aufschwung und Wachstum.
Hier entstehen viele neue Produkte.
Neue Technologie werden angeboten,
schaffen neue Mérkte und ermdglichen
neues Wachstum. Dies bedeutet Inve-
stitionen und Erfolg fiir die Wirtschaft.
Im stindigen Wechselspiel zwischen
den Bereichen des Marktes und der
Technologie ist dies also jene Phase, in
welcher die Technologie stirker pré-
gend wirkt als das Marktgeschehen. Die
Zukunft in dieser Phase ist sehr stetig,
d.h., die Prognosen sind einfach und
durch Worte wie aufwirts, schneller,
grosser usw. gekennzeichnet. Um zum
Erfolg zu kommen, ist es wichtig, die
richtigen, neuen Produkte auszuwih-
len, «die richtigen Dinge zu tun».

Phase I1: Stabilitdt und Stagnation. Die
Innovationsrate ist hier gesunken, es
gibt kaum mehr radikal neue Erfindun-
gen, man sieht alles unter dem Ge-
sichtspunkt des Marktes. Der Market-

Pull, also das, was der Markt verlangt,
dominiert und gibt die entscheidenden
Impulse fiir Produkte, wenn iiberhaupt
noch neue Produkte entwickelt werden.
In der Regel sind wirklich neue Dinge
hier nicht gefragt, sie werden auch von
den Benutzern nicht erwartet. Dies ist
die Phase der Rationalisierer, der Opti-
mierer, die aus einem Produkt und aus
einem Herstellungsverfahren das letzte
herausholen. Das Erfolgsrezept: «To do
the things right», die Dinge richtig ma-
chen. Am Ende dieser Phase 2 setzt die
Stagnation ein, die Zukunft féngt an
ungewiss, unsicher zu werden.

Die Phase II erlebte Europa in den 70er
Jahren. Mit dem Ubergang in die End-
phase der Stagnation ist in vielen Fir-
men auch ein Wechsel des Manage-
ments eingetreten. Waren in der Wirt-
schaft nach dem Kriege die Innovato-
ren, die grossen Beweger am Werk, die
etwas Neues entwickelt haben, so sind
diese Leute nun abgetreten, und die Be-
wahrer haben das Ruder ibernommen.
Durch Rationalisierung und Einspa-

Die Kennzeichen der Phasen eines Kondratjeff-Zyklus
Bereiche Phase I Phase 11 Phase 111 Phase IV
Neue Ideen Hohe Geringe Neue Hohe
Innovations- Innovations- Erfindungen Erfindungs-
rate rate rate
Technologie- Kein Wunsch
Push nach Neuem
Mirkte Neue Mirkte Market Pull Gesiittigt Umbruch
Unsicherheit
Wirtschaft Investitionen Beginnende Pleitewelle Instabil
Wachstum Stagnation «Minus-
Wachstum»
Zukunft Stetige Stabil Wandel des Kleine
Tendenz Wenig Denkens Einfliisse
Prognose Anderung konnen
einfach Zukunft prigen
Erfolgs-Rezept Todo theright  Todo things To stop the To choose the
things right wrong things right things

Tabelle 1.
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Die Kennzeichen der Phasen eines Kondratjeff-Zyklus

Bild 2.  Der Kondratjeff-Zyklus

Zyklen im M.1.T.-Simulationsmodell

rungen, durch Optimierungen gelingt
es, eine Zeitlang noch alles so zu erhal-
ten, wie es zu Anfang war. Aber mit
dem Anbruch eines neuen Kondratieff-
Zyklus ist es notwendig, sich erneut
umzustellen auf eine Phase der Innova-
tion und des Bewegens der Dinge.

Phase I11: Abschwung und Wandel des
Denkens. Wenn wir diesen Zeitab-
schnitt betrachten, den Europa viel-
leicht gerade jetzt verldsst, so sehen wir
folgendes: Neue Erfindungen werden
zwar gemacht, aber noch nicht zu Inno-
vationen umgesetzt. Wichtige Erfin-
dungen, z.B. der optische Transistor
oder Ideen in der Gentechnik, sind heu-
te vorhanden, aber noch nicht zum Pro-
dukt geworden. Die Mirkte sind weit-
hin gesittigt. Der Ersatzbedarf ist viel
geringer als etwa der Neubedarf in der
Nachkriegszeit, als jedermann alles
kaufen und haben wollte. Unterneh-
mungen verschwinden vom Markt. Wir
haben Degression, kein Wirtschafts-
wachstum, sondern Schrumpfung. Der
Wandel des Denkens, den wir heute
beobachten, setzt ein. Die Zukunft
dringt sich besonders ins Bewusstsein,
ist auch ein verunsichernder Faktor,
und nie ist der Wunsch, die Zukunft zu
kennen, hoher als jetzt. Was ist in die-
ser Phase wichtig? «To stop the wrong
things», d.h. mit den Dingen, die eben
in der Zukunft nicht mehr sinnvoll,
nicht mehr intelligent sind, aufzuho-
ren.

Phase 1V: Neuorientierung. In diese
Phase treten wir eben ein. Die Erfin-
dungsrate steigt weiterhin bis in die An-
wendungen hinein, und erste Innova-
tionen werden sichtbar. Die Mirkte
sind aber hier im Umbruch und unsi-
cher, weil alte Produktmirkte auslau-
fen, neue Produktmirkte sich erst bil-
den miissen. Die Wirtschaft ist immer
noch instabil. Die Zukunft ist dadurch
gekennzeichnet, dass man in einem in-
stabilen System steckt. Da gilt eine Re-
gel: «kleine Ursache - grosse Wir-
kung». In der Technologie ist in dieser
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Phase die Zukunft besonders schwer
vorherzusagen. Denn es kdnnen aus
ganz kleinen Ansitzen, aus einer ir-
gendwo, z.B. in einer kleinen Firma
auftauchenden Erfindung, die zunéchst
kaum jemandem bekannt wird, Wir-
kungen hervorgehen, die dann die Zu-
kunft in einer Art und Weise prigen,
die wir uns heute gar nicht vorstellen
konnen. In dieser Phase ist es wichtig,
sich die Urteilsfahigkeit anzueignen,
um die richtigen Dinge auszuwéhlen.
«To choose the right things». Es geht
dabei darum, moglichst frith das Poten-
tial der neuen Erfindungen und neuen
Technologien zu erkennen, um fiir die
Zukunft und ihre Anforderungen ge-
wappnet zu sein.

Methoden der Zukunftsforschung
Propheten und Auguren

Frither und heute wurden und werden
unterschiedliche Verfahren eingesetzt,
um die Zukunft vorherzusehen oder zu
erforschen. Waren es im Altertum die
Propheten, die aus einer geistigen
Schau heraus versucht haben, Bilder
der Zukunft zu entwerfen, so waren es
spéter die Auguren, die Zeichendeuter,
die immerhin schon den Versuch mach-
ten, aus konkreten Anzeichen, die sie
erkannt hatten, die Zukunft vorherzu-
sagen. Diese Methode wurde sozusagen
wissenschaftlich weitergefiihrt bis zur
heutigen Trendanalyse, die an das Heu-
te ein Lineal anlegt, um das Morgen
vorherzubestimmen.

Trend-Extrapolation

Die Trend-Extrapolation ist ein Verfah-
ren, das immer noch sehr in Mode ist.
Aber ein Beispiel verdeutlicht ihre Pro-
bleme: Ein Herr in Berlin hatte auf-
grund der Ist-Werte 1850 errechnet,
dass der Pferdemist in Berlin 1950
einen Meter hoch liegen miisste. Trends
koénnen also zuweilen zu ganz falschen
Erwartungen fiithren, wenn wichtige
neue Entwicklungen iibersehen wer-
den, die das Vorhersage-Gebiet beein-
flussen.

Cross-Impact-Analyse

In Verfeinerung der Methoden der
Trend-Extrapolation wurde z.B. die so-
genannte Cross-Impact-Analyse entwik-
kelt. Dabei ldsst man unterschiedliche
Trends aufeinander einwirken und ver-
gleicht die dabei erhaltenen Ergebnisse.
Diese Verfahren werden hiufig schon
unter Einsatz von Computern durchge-
fithrt. Die moderne Technologie mit 1h-
ren vielseitigen gegenseitigen Einfluss-
faktoren und ihren vielseitigen Auswir-
kungen ist ein Beispiel, wie komplex
solche Cross-Impact-Analysen werden
miissen. Thre Aussagekraft ist be-
schrinkt.

Delphi-Methoden

Bei der Delphi-Methode werden Exper-
ten auf einem bestimmten Gebiet zu ih-
rer Meinung befragt. Diese Meinungen
werden gesammelt und anderen Exper-
ten zur Kenntnis gegeben. Im Wechsel-
spiel dieser Meinungen, die nun viel-
fach hin und her zirkulieren, bildet sich
langsam ein festes, stabiles Bild der Zu-
kunft heraus. Diesen Methoden wird
hiufig entgegengehalten, dass sie da-
durch, dass sie viele Experten nach und
nach von einer bestimmten Meinung
iberzeugen, eigentlich zu den soge-
nannten «self-fulfilling prophecies»,
d.h. den sich selbst erfiillenden Vorher-
sagen flihren miissten.

Szenario-Technik

Wir erkennen heute, dass Zukunft
nicht, wie frither angenommen, prinzi-
piell berechenbar ist. Offensichtlich
konnen wir den jetzigen Zustand nie
vollstindig genau erfassen.

Dies gilt besonders in jener Phase des
Kondratieff-Zyklus, in der wir uns heu-
te befinden, also etwa zwischen den
Phasen 3 und 4, denn hier sind die Un-
sicherheiten ja besonders gross, so dass
eine Umsetzung in die Zukunft relativ
risikobehaftet erscheint. Der jetzt be-
ginnende, neue Kondratieff-Zyklus
muss ja ungefdhr bis zum Jahre 2020
reichen. Wenn iiberhaupt, so haben Zu-
kunftsschdtzungen also allerhochstens
bis zu diesem Zeitpunkt einen Sinn.
Wenn wir uns ein solches Szenarium
und seine Entwicklung anschauen, so
erkennen wir, dass eine Vielzahl sich
gegenseitig widerstreitender Einfliisse
zu seiner Bildung beitragen. Selten kon-
nen wir sicher sein, alle Einflussfakto-
ren richtig erkannt und bewertet zu ha-
ben.

Das ganze hat also grosse Ahnlichkeit
mit einer Wettervorhersage. Bei der
Wettervorhersage  ermoglicht  die
Kenntnis einer grossen Zahl von luft-
meteorologischer Daten gerade eben
die Vorhersage des Wetters fiir einen
Tag oder fiir 2 Tage. Nicht einmal dies
funktioniert immer gut. Theoretisch
unmoglich ist es aber, etwa das Wetter
fiir ein ganzes Jahr oder auch nur fiir 3
Monate vorherzusagen. Obwohl also
alle einzelnen physikalischen Gesetz-
massigkeiten des Wettergeschehens be-
kannt sind und die Erfassung der Mess-
daten ausreichend dicht erfolgen kdnn-
te, ist es nicht moglich, iiber einen lan-
gen Zeitraum das Wetter exakt vorher-
zusagen.

Wissenschaftlich wird eine solche Er-
scheinung mit dem Begriff des «deter-
ministischen Chaos» bezeichnet, ein
Begriff, der aus dem Wissenschaftsbe-
reich der Synergetik stammt. Der Ver-
lauf der Zukunft widre genau unter

demselben Begriff zu charakterisieren.
Dabei sind wir demnach weit entfernt
von der Idee der Descartschen Weltma-
schine, denn dabei wiren ja alle Zu-
stinde in der Zukunft aus dem bekann-
ten Anfangszustand in vollstindig
determinierter Weise zu berechnen.

Die Synergetik entwirft heute ein neues
Bild der Zukunft: Das komplexe, sich
vernetzt entwickelnde Geschehen wird
prinzipiell nicht voraus berechenbar.
Winzige Fehler in den Anfangswerten
verstiarken sich zu 100 Prozent falschen
Aussagen am Ende. Eine Halbierung
der Anfangsfehler wirkt sich auf den
Fehler des Resultates nicht aus.

Fir solche Abldufe sind Szenarien eine
addquate Behandlungsweise. Szenarien
sind quasi «Bithnenbilder der Zu-
kunft». Da man diese aber nicht be-
rechnen kann, entwirft man eine Reihe
(mindestens zwei) stark unterschiedli-
cher «Moglichkeitsgemailde».

Der Versuch sei nun unternommen, ein
solches Rahmenszenarium der Zukunft
darzustellen mit seinen Bedingungen,
seinen Moglichkeiten, aber auch seinen
Grenzen. Es ist also eher im Sinne des
Aufzeigens eines Freiraums aufzufas-
sen, in den hinein sich die Zukunft ent-
wickeln kann. Dieser Freiraum muss
aber erobert werden mit Ideen, mit
Konzepten und mit Entscheidungen,
die es ermoglichen, diese Zukunft im
gewiinschten Sinne zu gestalten.

Allgemeine Entwicklungen

Die Zukunftsforschung geht von allge-
meinen Entwicklungen aus, die alle
Wissensbereiche betreffen.

Wissensmenge

Ein Kennzeichen der Zukunft ist ganz
sicher, dass die Menge des Wissens wei-
terhin enorm zunehmen wird. Wird das
heutige Wissen durch einen Kreis dar-
gestellt, so arbeiten die einzelnen Wis-
senschaften nach aussen fortschreitend
ins Neuland hinein (Bild 3). Die Vor-
stellung, dies geschehe wie bei Schre-
bergiirten, ist von der Wirklichkeit oft
nicht weit entfernt. Jeder achtet darauf,
dass sein Zaun von den Kollegen nicht
tiberschritten wird und dass jeder schon
in seinem Giértchen bleibt. Als Spezia-
list oder Fachmann gridbt er einge-
grenzt nach den noch ungeborgenen
Schitzen der Wissenschaft.

Virtuelle Unendlichkeit des Neuen

Das Bild zeigt aber noch etwas mehr.
Die Peripherie, die Umfangslinie wird
immer lidnger, d.h., die Menge dessen,
was als erforschenswert erkennbar ist,
wird immer grosser. Man spricht von
der «virtuellen Unendlichkeit» des
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——— Virtuelle Unendlichkeit des Neuen

Bedeutung der Zwischenregionen

& y :
&% Wissenschafts- und Technologie-«Systemen

Bild 3.  Vermehrung des
fangs

Wissensum-

neuen Wissens. Dies kommt auch im
Buch «The Encyclopedia of Ignorance»
zum Ausdruck, das beschreibt, was wir
alles noch nicht wissen und zeigt, dass
die Menge des Wissens, dessen Fehlen
uns bewusst wird, offensichtlich immer
noch zunimmt [3].

Wissensdisziplinen klaffen auseinander

Weiter sehen wir in diesem Bild, dass
die Zwischenregionen zwischen den
etablierten Wissenschaften immer gros-
ser werden. Sie klaffen immer mehr
auseinander. Dieses Problem ist be-
kannt. Die Wissenschaftler verstehen
sich nicht mehr. Der Biologe versteht
den Linguisten nicht, der Musiker
nicht den Naturwissenschaftler. Frither
war das einmal ganz anders. An Lich-
tenberg in Miinchen darf erinnert wer-
den, oder an Leonardo da Vinci und
viele andere, die noch eine gewisse Ein-
heit der Wissenschaften und Kiinste
symbolisieren.

Diese Zwischenregionen werden in Zu-
kunft sehr bedeutend werden, sie wer-
den zu den eigentlich fruchtbaren Ar-
beitsgebieten, in denen neue Ergebnisse
noch zu finden sind.

Wissenschafts- und
Technologie-Systeme

Es wird auch nicht mehr moglich sein,
bei der Menge des Wissens, alles oder
auch nur einen einzelnen Bereich voll
zu beherrschen und im Detail zu durch-
schauen. Man wird darauf angewiesen
sein, sogenannte «Technologie-Syste-
me» und «Wissens-Verbund-Systeme»,
also Netzwerke mit Wissensstiitzpunk-
ten, zu erarbeiten. Das Technology-En-
gineering wird zum Arbeitsfeld neuer
Berufe wie z.B. des «Wissens-Inge-
nieurs». Ahnlich wie in den Ingenieur-
Wissenschaften, wo Systeme aus Kom-
ponenten zusammengesetzt werden,
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baut man hier Technologiesysteme aus
Technologiekomponenten zusammen.

Wissens-Umsetzung in
Anwendungen

Ein weiteres Kennzeichen der Zukunft
ist, dass sich das Wissen immer rascher
umsetzt. Gemeint ist die Umsetzung
von den Grundlagen-Wissenschaften in
die Technologie und dann in die An-
wendungen. Bei der Dampfmaschine
hat das Ganze (von der Erfindung bis
zur Anwendung als Dampflok) 70 Jah-
re gedauert. Bei der Laserstrahlung be-
trug der Zeitraum von der Erfindung
bis zur Produktanwendung kaum 10
Jahre. Die Grundlagenwissenschaften
setzen also immer rascher ihre neuen
Ideen in Konzepte und neue Technolo-
gien um, bis in die Anwendung. Bei
Rechnern und Mikroprozessoren geht
dies heute ganz rasch.

Wissens-Entwertung

Bei der Mikroelektronik und Optronik
muss man davon ausgehen, dass etwa
alle drei Jahre die Hilfte des Anwen-
dungswissens veraltet ist und durch
neues Wissen ersetzt werden muss. In
der Materialtechnologie liegen entspre-
chende Halbwertzeiten des Wissensver-
falls bei sechs Jahren, in Maschinenbau
und Mechanik bei zehn Jahren. Diese
Fristen zeigen sinkende Tendenz.

Halbwertzeiten, in welchen Anwen-
dungswissen, das man sich frither ange-
eignet hat, zur Haélfte veraltet ist, so
dass es durch neues Wissen ersetzt wer-
den muss, sind ein Mass zur Beurtei-
lung der stetigen Wissensentwertung,
die von allen zunehmend hohe Lernfa-
higkeit und Flexibilitdt fordert.

Entwicklung der
Grundlagenwissenschaften und
der Technologien

In Tabelle 2 ist fiir einige Grundlagen-
gebiete wie die Physik und Chemie, die
Biologie und die Kybernetik die er-
kennbare Tendenz bis etwa zum Jahre
2020 zusammengestellt. Auch hier wird
die Vernetzung, die Bedeutung der Zwi-
schengebiete der etablierten Wissen-
schaften wesentlich zunehmen. Bio-
Physik, Bio-Chemie, Bio-Kybernetik;
Linguistik-Informatik, Medizin-Infor-
matik sind Beispiele solcher Zwischen-
gebiete, Synergetik und Bionik fiir neue
Wissensgebiete.

Biologie

Die wichtigsten Arbeitsgebiete in der
Biologie der heutigen Zeit und der na-
hen Zukunft werden die Genetik und
die Erforschung des Evolutionsprinzips
sein. Aus den Ergebnissen der Genetik

wird ein Arbeitsbereich hervorgehen,
der heute schon vielfach als Biotechnik
beschrieben wird.

Biotechnik

Die Biotechnik ist der Menschheit seit
langem bekannt (Bierbrauen, Herstel-
lung von Alkohol und Wein, Brotbak-
ken). Dabei beniitzt der Mensch in der
Natur vorkommende, von ihm dann
spater auch geziichtete Kleinlebewesen.
Mit Hilfe der Genetik wird es ihm aber
moglich sein, ganz bestimmte Kleinle-
bewesen flr besondere Aufgaben zu
ziichten bzw. mikrobiologische Prozes-
se in vorher gewiinschter Weise ablau-
fen zu lassen. Die Herstellung von
Impfstoffen und Arzneimitteln wird
sich auf diese Weise in den kommenden
Jahrzehnten grundlegend verdndern.
Aber auch in vielen anderen Lebensbe-
reichen wird die Biotechnik eine wich-
tige Rolle spielen. So ist z.B. abzusehen,
dass zur Aufbereitung von Abfallstof-
fen bzw. zum Abbau von Schadstoffen
bestimmte Bakteriengruppen eingesetzt
werden konnen. Bakterien konnten
auch bei der Nutzung von Mineralien,
etwa bei der Umwandlung von Kohle
in Erdgas, eine wichtige Rolle spielen.

Biosensoren

Die Prozesskybernetik wird es ermogli-
chen, den Ablauf von komplexen biolo-
gischen Vorgidngen - das sogenannte
Systemgeschehen im Organ z.B. - bes-
ser als bisher zu verstehen und solches
Wissen auch fiir technische Prozesse zu
nutzen. Dieses Wissen wird auch fiir in-
formationsverarbeitende Prozesse,
durch sogenannte Biosensoren einge-
setzt werden konnen, die in der Tech-
nik zunehmend an Bedeutung gewin-
nen. Meistens handelt es sich dabei
nicht um einzelne und in threr Wir-
kungsweise hochgeziichtete Sensoren,
sondern um eine Kombination mehre-
rer, in ihrer Art an das zu messende Si-
gnal in besonderer Weise angepasster
Sensoren.

Nicht-Gleichgewichtssysteme

Aber noch andere Bereiche werden in
der Biologie zukiinftig bedeutsam sein.
Bekannt ist, mit welchem Eifer die Bio-
logen vor hundert Jahren versucht ha-
ben, das Gestaltphdnomen zu erkléren,
indem man durch Sammlung einer
Vielzahl biologischer Einzellebewesen
und ihre Gliederung nach Gattungen
und Arten diesem Prinzip der Gestalt
nidher kam. Nach der Klarung wesentli-
cher genetischer und evolutionstheore-
tischer Grundlagen wird sich dieses
Phianomen neu und interessant stellen.
Immer mehr wird dabei erkannt, dass
die Biologie, anders als die klassischen
thermodynamischen  Probleme der
Physik, mit Nicht-Gleichgewichtssyste-
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men zusammenhéangt. Nicht-Gleichge-
wichtssysteme werden daher in diesem
Bereich ein bedeutender Forschungs-
zweig werden. Speziell die Kybernetik
von Nicht-Gleichgewichtssystemen,
wie sie uns auch bei neurologischen
Prozessen entgegentritt, wird eine Rei-
he neuer Denkansitze erfordern. Es
kann dariiber gerétselt werden, ob es
dem Menschen je gelingen wird, sein
eigenes Gehirn zu verstehen, aber auf
jeden Fall wird dies immer eine sehr
herausfordernde Aufgabe und Zielset-
zung bleiben.

Kybernetik

Wichtige Ansitze fiir Verdnderungen
in unserer Zukunft werden auch aus
der Kybernetik kommen. Die heute
dort interessanten und schwerpunkt-
missig bearbeiteten Bereiche wie die
Bildverarbeitung und die Mustererken-
nung werden sicher weiter ausgebaut.
Hinzu kommt, dass neue Rechnerprin-
zipien untersucht werden, welche die
Parallelverarbeitung grosser Informa-
tionsmengen ermoglichen. Dabeli ist es
notwendig, dass der sogenannte Steuer-
rechner, der die Aufteilung der Aufga-
ben auf die einzelnen Parallelrechner
lenkt, vorangetrieben und in Zukunft
automatisiert werden kann. Auch hier
besteht eine hohe Parallelitit und
Uberschneidung mit Nachbarberei-
chen, insbesondere auch mit der vorher
besprochenen Biologie. Es wird also mit
der Kybernetik die Biokybernetik eine
wichtige Rolle spielen. Man wird selbst-
steuernde Prozesse untersuchen und

auch in lebenden Systemen Nicht-
Gleichgewichtssysteme  kybernetisch
betrachten.

Neue Arten von
informationsverarbeitenden Systemen

Ziel ist es dabei, neue Arten von infor-
mationsverarbeitenden Systemen zu
verstehen und eventuell auch fiir die
Technik nutzbar zu machen. Ein neues
Verstdandnis fiir die Begriffe Chaos und
Ordnung, Rauschen und Information
und die zugehdrigen Energieumsetzun-
gen, d.h. eine gewisse Dualitdt zwischen
Energie und Information, werden hier-
flr wichtig sein.

Universum der «Ordnungsmaschinen»

Alle Rechner, die heute im Einsatz
sind, gehoren zum Universum der soge-
nannten «von Neumann»-Computer.
Dies sind algorithmische Maschinen,
die ein Uberhirn bendtigen. Dieses
Uberhirn muss ihnen iiber eine formale
Sprache gewisse Befehlsketten einge-
ben. Es muss auch an moglichen Ent-
scheidungsstellen Kriterien angeben,
nach denen an diesen Stellen vom
Rechner dann automatisch Entschei-
dungen zu treffen sind. Es gibt nun Ge-
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Einheitliche Feldtheorie

Neuer Ansatz:
Gravitation
Kosmologie
Zeitabhingigkeit der
Fundamental-Konstanten
Weltformel
Vielteilchenphdnomene
1900 Synergetik-«Weltformel»
Systeme
Festkorper-

2000 Berechenbarkeit von
Materialeigenschaften

und Reaktionen

Neue optronische
thermische Effekte

Neue Sensor-
Speicherprinzipien

Physik Biologie Kybernetik

Heute Bild der Materie: Genetik Bildverarbeitung
Vier Grundwechsel-
wirkungen Mikrobiologie Bildsegmentierung
Elementarteilchen: Prozess-Kybernetik Optical
Quarks Processing

Bio-Sensorprinzipien

Evolutionsmechanismen

Gestaltkybernetik
Nichtgleichgewicht-

Neurologische Prozesse
verstehen

Das Gehirn verstehen

Parallelverarbeitung

Komplexe Netzwerke und
Systeme

Mustergenerierung

Selbststeuernde Prozesse
Biokybernetik

Stochastische
Informationsverarbeitung

Neue Rechner
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danken, neue Computer zu bauen, die
einem anderen Universum angehdren,
dem Universum der sogenannten
«Ordnungsmaschinen». Dies wéren
Rechner, die sich selbst verdndern kon-
nen, die sich selbst steuern konnen, die
ihre interne Vernetzung dem jeweils zu
l6senden Problem anpassen konnen. Es
ist eine sehr interessante Frage, ob es je-
mals gelingen wird, solche Rechner
herzustellen.

Bionik

Ein neues Wissenschaftsgebiet ist hier
vorzustellen, dem fiir die Zukunft eini-
ge Bedeutung zuzumessen ist: Die Bio-
nik - Lernen von den optimierten Sy-
stemen der Natur. Die Natur hatte Mil-
lionen Jahre Zeit, um ihre Systeme zu
optimieren, d.h. sie in glinstigster Weise
an die zu lésenden Aufgaben und Be-
dingungen der Umwelt anzupassen.

Optimieren nach der Natur

Wir ahmen heute dieses Optimieren
von Systemen nach. Wir versuchen, die
Systeme der Natur, ihre Strukturen,
Formen, Verfahren und Prozesse zu
verstehen, und wir versuchen, techni-
sche Prozesse in dhnlicher Weise zu re-
geln. Das Denken in biologischen Opti-
mierungsverfahren wiirde uns sehr vie-
le Fehler und Unzuldnglichkeiten heu-
tiger technischer Losungen ersparen.

Beispiele von Optimierungs-Potentialen

Strukturen und Erfahrungen aus der
Natur direkt in technische Strukturen

und Konstruktionsweisen iibertragen.
Wenn etwa der Flug einer Mowe mit
dem eines Flugzeuges verglichen wird,
so fallt die vergleichsweise starre Struk-
tur des Flugzeuges auf. Diese ist tech-
nisch notwendig. Sie hat aber gegen-
iiber der «weichen» Struktur der Mowe
erhebliche Nachteile. So muss z.B. die
Struktur des Flugzeuges auf die maxi-
mal mogliche Belastung in der Start-
oder Landephase bzw. fiir maximal vor-
kommende Windbden ausgelegt wer-
den. Dadurch sind bestimmte Material-
querschnitte, Wandstiarken usw. erfor-
derlich. Da solche extremen Bedingun-
gen nur sehr selten vorkommen, wird
also in der Regel ein viel zu grosser Bal-
last mitgefiihrt. Vogeln hingegen ge-
lingt es, die kurzzeitigen hoheren Bean-
spruchungen in bestimmten Fluglagen
durch entsprechende Verdnderungen,
z.B. durch Abspreizen oder Ausbeulen
von Federn, durch verinderte Korper-
haltung, durch verdnderte Haltung der
Fliigel auszugleichen. In begrenzter
Weise wird in der Technik versucht,
diese Losungen durch Anbringen von
Landeklappen oder ausfahrbare Vor-
fligel nachzuahmen. Dies konnte je-
doch noch viel weiter getrieben werden.
Wenn es auch bei Flugzeugen gelingt,
z.B. durch die Messung der vorhande-
nen Turbulenz oder Stromungsunter-
schiede bestimmte Fliigelteile kurzzei-
tig auszufahren oder einzuziehen und
damit die Fluglage augenblicklich in
der richtigen Weise zu regeln, so wiirde
dadurch die Masse eines Flugzeuges er-
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heblich vermindert und das Nutzge-
wicht bei gleicher Motorleistung ver-
grossert. Dieses Beispiel zeigt, wie
durch direkte Nachahmung von Ele-
menten und Strukturen aus der Natur
technische Losungen verbessert werden
konnen. Aus dem tdglichen Leben oder
aus technischen Bereichen kdnnten
eine Vielzahl gleichartiger Beispiele ge-
nannt werden.

Regler mit Selbstanpassung an wech-
selnde Parameter. Das zweite Beispiel
stellt eine Losung dar, die iiber das hin-
ausgeht, was direkt aus der Natur ables-
bar ist. Von der Regelaufgabe, ein Flug-
zeug in der Start-, Flug- oder Landepha-
se, also bei immer unterschiedlichen
Bedingungen, auch unterschiedlichen
Umweltbedingungen, in gleicher Weise
zu steuern und zu lenken, wurde schon
im vorigen Beispiel gesprochen. In
technischen Systemen sind dazu Regler
eingesetzt, welche die Umweltparame-
ter messen und die einzelnen Teilsyste-
me eines Flugzeuges, also die Lenkanla-
ge, die Klappen, die Vorfliigel, die Ru-
der usw., in entsprechender Weise be-
einflussen konnen. Natiirlich kénnen
solche Regler nur fir eine «durch-
schnittliche» Situation optimiert wer-
den. Es kénnen auch nicht alle beliebig
moglichen Kombinationen der unter-
schiedlichen Parameter vorher durch-
gespielt und fiir den Einzelfall opti-
miert iiberlegt werden. Ein solcher Reg-
ler hat also quasi ein starres Verhalten,
ein festes Verhaltensmuster, wie es
manchmal auch an Menschen, die
nicht mehr aus ihren eingefahrenen
Denkweisen herauskommen, beobach-
tet werden kann. Vom Prinzip der bio-
logischen Evolution her sind Regler
vorstellbar, die wihrend ihres Einsatzes
sich selbstindig in optimaler Weise
dem zu regelnden Problem anpassen,
sich in ihrem Regelverhalten also per-
manent verdndern. Ein solcher Regler
miisste naturgemaiss eine sehr kurze
«Generationsfolge» haben. Konnte
man beispielsweise eine Generations-
dauer von 1 Millisekunde erreichen,
dann wiirden 100 Generationen etwa
eine Zehntelsekunde dauern. In dieser
Zeit konnte sich also ein Regler auf das
zu regelnde Parametersystem optimal
einstellen. Ein solcher Regler wiire also
anders als die heute eingesetzten Syste-
me in der Lage, sich bei jeder Kombina-
tion von Parametern in giinstigster
Weise der Regelaufgabe anzupassen.
Ausniitzen unterschiedlicher Sensorka-
ndle. Noch eindrucksvoller, wenngleich
technisch schwieriger zu realisieren, ist
ein Beispiel zur Nachahmung des
Orientierungsvermogens von Vogeln.
Im Frithjahr kommen die Stare aus
Siidfrankreich tiber Entfernungen von
mehr als 1000 km und finden ihr Flug-
loch im Starenkobel mit einer Prizision
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von weniger als 1 cm. Wie erreicht ein
Star diese Prészision? Zugvogel niitzen,
technisch gesprochen, unterschiedliche
Sensorkanile, die sich gegenseitig er-
gdnzen und stiitzen. Das Magnetfeld
der Erde wird von Zugvogeln sensiert,
aber auch der Geruch der Landschaft
dient zur Orientierung, ferner auch die
Anordnung der Sterne in der Nacht
und der Sonnenstand am Tage. In der
Endphase des Fluges wird die sehr mo-
derne Methode der Bildkorrelation ein-
gesetzt. Wenn nun beispielsweise durch
Nebel oder durch Wolken, in denen
sich der Zugvogel bewegt, einige dieser
Sensorsignale ausfallen, so kann er mit
Hilfe der anderen seinen Weg immer
noch mit ausreichender Sicherheit fin-
den. Sind nach einer gewissen Flug-
strecke Wolken oder Nebel verschwun-
den, so hilft die optische Navigation
oder die Bildkorrelation wieder auf den
richtigen Flugweg zuriick. Diese ge-
schickte Kombination mehrerer Senso-
ren, die in ihren einzelnen Eigenschaf-
ten gar nicht extrem hoch ausgebildet
sein miissen, ist also etwas, das wir aus
der Natur, aus der Biologie lernen kdn-
nen.

Elementare Ressourcen auswerten. Das
letzte Beispiel betrifft das Sehvermogen
und die daraus resultierenden Fahigkei-
ten der Stubenfliege. Eine Fliege kann
Objekte, die sich nicht bewegen, iiber-
haupt nicht sehen. Jeder, der schon ein-
mal versucht hat, eine Fliege zu fangen
weiss jedoch, wie hervorragend Fliegen
in der Lage sind, ein herannahendes
Objekt, wie etwa die Hand dessen, der
sie fangen will, zu erkennen und ihr
auszuweichen. Durch experimentelle
Untersuchungen von Professor Rei-
chard und durch viele theoretische
Uberlegungen und  kybernetische
Nachahmungen weiss man heute, wie
das hochkompliziert gebaute Fliege-
nauge diese Aufgabe 16st. Allein durch
die Verarbeitung der bewegten Szene,
die die Fliege tiber ihrem Auge wahr-
nimmt, kann sie simtliche Parameter
ihrer Fluglage und ihre Flugrichtung
bestimmen. Wenn ein Insekt ein ande-
res Insekt verfolgt, ergeben sich auf-
grund der Verarbeitung dieser Informa-
tionen komplizierte Flugbahnen. Und
dieses Fliegenauge, dem die Fliege diese
Fahigkeiten verdankt, entsteht alljiahr-
lich zu Millionen und Milliarden auf
Abfallhaufen und im feuchten Wiesen-
grund. Zudem noch aus ganz einfachen
Stoffen: aus Kohlenstoff, Wasserstoff
und anderen Elementen, die billig und
preiswert in der Natur tberall vorhan-
den sind. Wir sind weit davon entfernt,
das Fliegenauge in irgendeiner Weise
technisch realisieren zu kdnnen. Aber
selbst fiir die teilweise Nachahmung
seiner Fihigkeiten bendtigen wir teure
und mit grossem Aufwand herzustel-

lende Stoffe wie z.B. hochreines Silizi-
um, Galliumarsenid oder gar Quecksil-
ber-Cadmium-Tellurit. - Die Natur ist
uns in vielen Lésungen noch sehr, sehr
weit voraus.

Synergetik

Die Synergetik bedeutet die Lehre vom
Zusammenwirken. Sie behandelt Syste-
me, bei welchen eine Vielzahl von
gleichartigen Teilen oder Teilsystemen
verkoppelt sind. Die wesentlichen
Grundideen zu dieser Wissenschaft
stammen von Prigogine [4], der hierfiir
auch den Nobelpreis bekommen hat,
sowie von Professor Haken in Stuttgart

(5]
Beschreibung von Ordnungsstrukturen

Zunichst ist zu fragen, ob die oben er-
wihnte einfache Voraussetzung schon
als Grundlage eines Wissenschaftsge-
bietes ausreichen kann. Andererseits
bedingen einfache und wenige Voraus-
setzungen natiirlich eine fundamentel-
le Bedeutung eines solchen Gebietes
und eine breite Anwendbarkeit. Die in
der Synergetik verwendeten Begriffe
deuten auf ein fundamentales Gebiet,
denn es kommen Worte und Beziehun-
gen vor, die einen an das erste Buch
Mose erinnern. Die Synergetik behan-
delt ndmlich die Bildung von Struktu-
ren und Ordnungszustinden aus dem
Chaos, die Uberginge zwischen einzel-
nen Strukturen, die wir heute nach den
Methoden der Katastrophentheorie zu
erkliren versuchen, sowie den Verfall
von Strukturen zum Chaos. Die Syner-
getik macht es zum erstenmal mdglich,
das Chaos auch qualitativ zu beschrei-
ben und sozusagen mehrere Arten von
Chaotizitit zu unterscheiden. Es gibt
auch neue Moglichkeiten, Ordnungs-
strukturen zu beschreiben. Unter-
schiedliche Qualitdten von Ordnung
und unterschiedliche Quantitit von
Ordnung sind mathematisch darstell-
bar, und es ist der Versuch abzusehen,
auch die Informationen nach Qualitéts-
merkmalen zu unterscheiden.

Qualitdt von Informationen

In der technischen Datenverarbeitung
wird normalerweise Information nach
Menge und nach Menge pro Zeitein-
heit, also Informationsrate, unterschie-
den und nach diesen Kategorien auch
berechnet. Es gibt jedoch noch kein
sinnvolles Mass fiir die Qualitit von In-
formationen und auch kein sinnvolles
Mass fiir die Qualitdit von Informa-
tionsverarbeitung. Damit wiirde auch
ein neues Verstindnis des Begriffes der
Intelligenz moglich, nicht nur der Intel-
ligenz von Menschen, auch der Intelli-
genz in der Natur. Damit sind wir
schon bei den moglichen Anwendun-
gen der Synergetik, die insgesamt noch




Zeitfragen

Schweizer Ingenieur und Architekt Nr. 32, 10. August 1989

in den Anfingen stecken. Zurzeit arbei-
ten etwa 60 Gruppen in der Welt daran,
die Synergetik als Wissenschaft aufzu-
bauen und Anwendungen fiir sie zu er-
arbeiten.

Physikalische Probleme

Viele festkorperphysikalische Proble-
me, z.B. die stimulierte Emission von
Strahlung, besser unter dem Akronym
Laser bekannt, bieten sich fiir eine syn-
ergetische Behandlung geradezu an.
Denn hier hat man ja gerade die von
der Synergetik geforderte Kopplung
einer Vielzahl gleichartiger Systeme
vorliegen. Dariiber hinaus ist der ganze
Bereich der Akustik und Aerodynamik
sowie der Hydrodynamik fiir die Syner-
getik sicher noch sehr fruchtbar zu be-
arbeiten. Auch der Ablauf chemischer
Reaktionen sowie die Formbildung in
der Biologie, insbesondere bei selbstre-
gulierenden Prozessen, scheinen viel-
versprechende Anwendungsgebiete zu
sein.

Deterministisches Chaos

Hiufig ergeben sich als mathematische
Losungen der synergetischen Betrach-
tungsweise nichtperiodische Schwan-
kungsprozesse, z.B. in der Aerodyna-
mik die Bildung und Abldésung von
Wirbelstrukturen, genauso wie in der
Hydrodynamik. Dabei ist es nicht még-
lich, iiber lange Zeit hinweg ein ge-
schlossenes Entwicklungsbild determi-
nistisch zu berechnen. Man kann je-
doch aus ganz schwachen und kleinen
Anzeichen die Entwicklung eines ein-
zelnen Wirbels vorherbestimmen und
seinen Ablauf beschreiben.

Diese Eigenschaft kann man mit dem
januskopfigen Begriff des deterministi-
schen Chaos bezeichnen, d.h. vorherre-
chenbar in kleinen Schritten, tiber klei-
ne Lingen, aber nicht im grossen Stil.
Genau von dieser Qualitdt ist auch die
Zukunft, was ihre Vorhersage gerade in
der heutigen Phase des Umbruches, der
Instabilitit so schwierig macht. Auch
Kondratieff-Zyklen sind also etwas
dhnliches wie ein aerodynamischer
Wirbel und die Wirtschaftsprozesse, die
in einem solchen Kondratieff-Zyklus
ablaufen, zeigen eben dieses periodi-
sche Schwankungsverhalten, diesen
Strukturwandel, der auch .in solchen
Wirbeln auftritt.

Wirtschaftsprozesse

Wendet man die Synergetik auf Wirt-
schaftsprozesse an, so kann man etwa
die vielen Firmen in der Welt oder Fir-
menverbinde als Einzelsysteme darstel-
len. Die Verkoppelung dieser Einzelsy-
steme erfolgt tiber die Mechanismen
der Waren- und Kapitalmirkte sowie
iiber den Austausch von Informatio-
nen. So sind Information und Wissen
iiber neue Technologien und die Aus-

Informations- | Mikro- Material- Bio- Energie-
Technologie Verfahren- Taloring Technologie | Technologie
Technologie
Heute | CAD/CAM Erhohung von | Verbesserte Herstellung | Energie-Spar-
Biiro- Verarbeitungs- | Werkstoff- von Arznei- | Technologien
automation geschwindig- Eigen- mitteln
keit, Packungs- | schaften
dichte, Zuver- Produktion
lassigkeit organischer
Rohstoffe
Telecom Preis- Werkstoffe
reduktion mit neuen
Eigen-
schaften
Nachrichten- «Ersatz» Nachahmung
technik biolog. Pro-
Multi-Layer zesse und
Strukturen
Komplexe «Kinstliche» Gas-Netzen
Signalverar- Organismen
beitung von und
Sensoren Lebewesen
Neuartige o
: : aserzeu-
Programmierbare intelligente Sensoren .
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& CEITET Sonnen-
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Roboter «Tasten» und Kohle
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3-D-Struk- Multifunk- Solarenergie-
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Strukturen
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breitung dieses Wissens durch techni-
sche oder elektronische Publikationen
ein entscheidender Faktor, der den
Fortgang der Kondratieff-Zyklen be-
einflussen wird. Einige Fachleute sind
daher der Meinung, dass durch die stiir-
mische Entwicklung der Kommunika-
tionstechnologie in der Zukunft die
Kondratieff-Zyklen verkiirzt werden
konnten. Die Hoffnung besteht, dass
dabei auch die Amplituden, d.h. die
Unterschiede zwischen den Maxima
und dem Minima des Zyklus kleiner
werden und dadurch die Wirtschaft
sich insgesamt weltweit stabilisieren
konnte. Dieses Beispiel ist durchaus ge-
eignet, die Bedeutung der Synergetik zu
verdeutlichen.

Soziologie

Andere Beispiele des Einsatzes der Syn-
ergetik wiiren Probleme in soziologi-

schen Gruppen, etwa in einer Firma, in
einer Schule oder einem Ministerium;
auch hier sind ja viele Einzelelemente,
in diesem Fall Menschen, miteinander
durch bestimmte Regeln und Beziehun-
gen verkoppelt. Vielleicht ist es mit Hil-
fe der Synergetik moglich, fiir solche
Organisationen addquate Ordnungs-
strukturen und Formen zu finden. Sie
wiiren in einem gewissen Sinne «natiir-
licher» und daher womdglich reibungs-
freier und zum Wohle aller besser
strukturiert, wodurch die Zusammenar-
beit geférdert wiirde.

Die Technologie-Gebiete

In Tabelle 3 wird versucht, die verschie-
denen Technologiegebiete - also nicht
die Grundlagenwissenschaften, son-
dern die Anwendungs- und Ingenieur-
wissenschaften - und ihre Beziehungen
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untereinander aufzuzeigen. Kennzeich-
nend sind auch hier die immer zuneh-
mende Komplexitdt, Vernetzung und
gegenseitige Abhéngigkeit der Teildis-
ziplinen.

Wesentliche Wachstumsgebiete sind:
Die Informationstechnologie, Mikro-
verfahrenstechnologie, Materialtech-
nologie, die Biotechnologie, die Gen-
Technologie sowie die Kommunika-
tionsbereiche.

Technologie-Systeme

Die Trends, viele Wissenschaftsgebiete
zusammenzufassen, um zu Technolo-
gie-Systemen zu kommen, werden mit
der Zusammenstellung einiger Sachdis-
ziplinen erldutert (Kybernetik, Infor-
matik, Festkorperphysik, Halbleiter-
technologie, Quanten-Optik, Optronik,
messtechnische Analytik, Mikroverfah-
rens-Technologie und, in der Zukunft,
Biologie, Bionik, Synergetik, Systemar-
chitektur), die z.B. zur Schaffung des
neuen Schlagwortbereiches «kiinstliche
Intelligenz» wechselseitig zusammen-
wirken, aber durch diese Entwicklung
selber auch beeinflusst werden.

Material Tayloring

Faszinierend ist der Ausblick auf das
Fachgebiet des Material Tayloring, d.h.
Zuschneidern von Material, Erzeugung
von vorausbestimmbaren Stoffeigen-
schaften. Die Tendenz ist hier, jedem
einzelnen Atom seinen Platz zuzuwei-
sen. Die Chemie ist heute so weit, in be-
stimmten Fillen, etwa bei Umweltgif-
ten, ein Giftmolekiil auf ein Mol Un-
tersuchungssubstanz zu finden, d.h.
eine sehr grosse Genauigkeit zu errei-
chen. Bei der Herstellung von Material
versucht man es ebenso zu machen, d.h.
bis auf 1 Atom pro Mol genau zu wer-
den. Da gibt es heute schon Kristalle,
die auf eine Linge von einigen Zenti-
metern keinen einzigen Wachstumsfeh-
ler aufweisen, keine einzige Fehlstelle,
kein einziges falsches Atom! Anwen-
dungen werden sein: der Ersatz von
knappen oder teuren oder giftigen Stof-
fen. Zum Beispiel wird es Keramik und
Glaser oder Faserverbundwerkstoffe
geben anstelle von teuren und schwe-
ren Baustoffen. Stahl, Titan, Chrom
werden ersetzt, oder die elektrischen
Leitungen, die heute aus Kupfer sind,
kéonnten eines Tages aus Polyacryl,
einem Kunststoff, hergestellt werden,
sehr viel leichter, sehr viel flexibler als
heute. Es wird auch ganz neue Materia-
lien mit neuen Eigenschaften geben.
Neue Halbleiter, sogenannte Supergit-
ter oder Schichtverbindungen, und vor
allem optische Mikrowerkstoffe.

Ahnlich wie in der Mikroelektronik
wird sich in Zukunft eine Serie mi-
krooptischer, integrierter Bausteine
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entwickeln. Wesentliche neue Trends
auf dem Gebiet der Parallelverarbei-
tung von Bilddaten werden sich nur mit
optischen Rechnern verwirklichen las-
sen. Ohne das Material-Tailoring und
den damit moglichen exakten und ge-
steuerten Aufbau von dreidimensiona-
len Strukturen wéren die Sensoren und
Datenverarbeitungsanlagen, was wir ja
vor allem als «intelligente» Technolo-
gie bezeichnen kdnnen, nicht mdglich.

Intelligente Technologien,
kinstliche Intelligenz

Definition

Intelligente Technologien umfassen
Komponenten, Gerite, Systeme und
Verfahren, bei welchen die maschinelle
Verarbeitung von komplexen Informa-
tionen wesentlich fiir Funktion oder
Wirkung ist. Die Komplexitdt der In-
formation und die Qualitit ihrer Verar-
beitung sind dabei ein Mass fiir die «In-
telligenz», die diesen Technologien und
zum Teil auch ihren Erzeugnissen zuge-
sprochen wird. Zur genauen Erldute-
rung fehlen Masse fiir Qualitdt oder
Komplexitdt von Information.

Ebenso steht es mit dem Begriff der
kiinstlichen Intelligenz, der wohl mit
Absicht so «reisserisch» gewéhlt wor-
den ist. Er ist ungliicklich, da er bedroh-
lich wirkt. Er ndhrt die Angst des Men-
schen, dass ihn eine «Maschine» auf
diesem Gebiet schlagen konnte. Des-
halb wire die Bezeichnung «Verhalten
komplexer Informationssysteme» vor-
zuziehen.

Die Psychologie versucht immer wieder
aufs neue, den Begriff der Intelligenz
zu definieren. In einfachen Worten zu-
sammengefasst, lautet die Erkenntnis:
«Intelligenz ist, was sich mit Intelli-
genztests messen ldsst.» Das ist etwas
diinn, aber es zeigt auch, dass noch
Massstibe qualitativer und quantitati-
ver Art fehlen, um Intelligenz wirklich
zu verstehen. Es ist sinnvoll, den Be-
griff kiinstliche Intelligenz gegeniiber
der natiirlichen Intelligenz abzugren-
zen. Wenn Intelligenz etwas mit der
Verarbeitung von Informationen und
Informationsfliissen zu tun hat, so
muss man auch vielen Bereichen der
natiirlichen Welt eine gewisse Intelli-
genz zuordnen. So ist etwa in der DNS-
Doppelhelix im Zellkern Information
gespeichert, die zum Aufbau der Protei-
ne der Zelle beniitzt wird. Ein Atom,
das ein Lichtsignal aussendet, kann
nicht nur als energieabgebendes Sy-
stem, sondern auch als informationsab-
gebendes System interpretiert werden.
Man kann im Prinzip alle energetisch
ablaufenden Prozesse in der Natur auch
unter dem Aspekt der Informationsver-
arbeitung betrachten. Und dhnlich wie
eine Dualitit in der Physik zwischen

dem Welt- und dem Teilchenbild der
Elementarteilchen besteht, konnte man
auch ein Dualitédtsprinzip zwischen der
Information und der Energie definie-
ren.

Anwendungen der kiinstlichen
Intelligenz

Zur Frage nach Anwendungsbereichen
der kiinstlichen Intelligenz werden hier
- ohne die Problematik der Definition
zu vergessen - vier Gebiete behandelt:
Expertensysteme, Mustererkennung,
Robotics und Deduktionssysteme.

Expertensysteme. In Expertensystemen
wird auf meistens schmal begrenzten
Anwendungsgebieten das Wissen meh-
rerer menschlicher Experten zusam-
mengefasst und in Form einer Daten-
bank inkl. Anwendungsregeln gespei-
chert. Die Daten konnen dann abge-
fragt werden, d.h. der Rechner kann in
Frage- und Antwortspiel Probleme 16-
sen, wie es ein menschlicher Experte
auch tun wiirde. Entscheidend dabei ist,
dass diese Expertensysteme so aufge-
baut sind, dass man sie auch nach der
Ursache fragen kann, aufgrund derer
sie ihre Entscheidung in einer bestimm-
ten Weise gefillt haben. So kann man
Fehler dieser Systeme finden und sie
iiberpriiffen und ist ithnen nicht blind
ausgeliefert. Solche Expertensysteme
sind schon erfolgreich eingesetzt wor-
den, z.B. fiir die Exploration von Erdol
oder von Erzlagerstitten, fiir die medi-
zinische Diagnose von bestimmten In-
fektionskrankheiten, zur Reparatur
von sehr komplizierten Elektroloks
und seit einiger Zeit auch fiir die Konfi-
guration von Computern. Die bisheri-
gen Anwendungsfille haben gezeigt,
dass solche Expertensysteme einem ein-
zigen menschlichen Experten minde-
stens gleichwertig, in manchen Féllen
sogar iiberlegen sind. Neuere Systeme
konnen auch aus der hinzugewonnenen
Erfahrung lernen und dieses Gelernte
in thren Erfahrungsschatz einbauen.
Die Grenze der Fihigkeiten heutiger
Expertensysteme und wahrscheinlich
auch der zukiinftigen liegt darin, dass
sie die Regeln, nach denen sie entschei-
den, nicht selbst verindern kdnnen.
«Der Meister kann die Form zerbre-
chen, mit weiser Hand zur rechten
Zeity, so heisst es bei Schiller, und das
ist ja etwas bewusst menschliches, dass
man aufgrund der Erfahrung, die man
gemacht hat, die Regeln, die man in Zu-
kunft anwenden will, wissentlich ver-
indert. Das konnen diese Maschinen
nicht.

Mustererkennung. Mustererkennende
Systeme werden Sehen, Horen, Rie-
chen, Tasten konnen, sie werden aber
auch noch weitere physikalische Sinne
bentitzen wie z.B. Sensoren fir radioak-
tive Strahlung oder Ultraschall, also Be-
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reiche, die unseren menschlichen Sin-
nesorganen verschlossen sind. Mu-
stererkennung heisst aber auch, das Ge-
sehene oder Gelesene zu «verstehen»,
verstehen in dem Sinn, dass dem aufge-
nommenen Muster bestimmte Symbole
in immer gleicher Weise zugeordnet
werden. Es erfolgt damit die Umkodie-
rung in einen anderen Satz von Symbo-
len. Muster, die man erkennen oder in-
terpretieren kann, kdnnen auch Verhal-
tensmuster sein. Und so gibt es einige
Computerexperten, wie etwa den ame-
rikanischen Psychologen Professor Si-
mon [6], der glaubt, dass es gelingen
wird, mit Hilfe von Mustererkennungs-
verfahren die menschliche Intelligenz
besser zu verstehen und vielleicht sogar
zu ergriinden, wie man sie definieren
kann. Auch fiir Mustererkennung gilt
eine grundsitzliche Grenze. Kein Mu-
stererkennungssystem, und sei es noch
so komplex, wird sich je selbst analysie-
ren kénnen. Um ein System komplexer
Zusammenhédnge zu analysieren, d.h.
zu verstehen, bendtigt man ein System,
welches noch komplexer ist. Natiirlich
trifft das auch auf uns Menschen zu.
Auch wir werden wahrscheinlich mit
unserem Verstand unser eigenes Ge-
hirn nie ganz verstehen kénnen.

Robotics. Robotics umfasst ein sehr
weites Feld und ist nicht sehr genau ge-
gen andere Bereiche abgrenzbar. Wir
verstehen darunter ganz allgemein in-
telligente Maschinen, die in der Lage
sind, eine Vielzahl von Aufgaben, zu
deren Erledigung bisher Menschen ein-
gesetzt waren, selbst zu iibernehmen.
Im Unterschied zu den bisherigen
Automaten oder Fabrikationbsmaschi-
nen ist bei den Robotics ein erheblicher
Anteil von Informationsverarbeitung
und «intelligenter» Entscheidung ent-
halten. Ein interessanter Ansatz zur
Definition der Robotics geht aus vom
Vergleich der Informationsflisse zwi-
schen Mensch, Maschine und Werk-
stiick sowie zwischen Roboter und
Werkstiick. Ein Roboter wiirde dann
vorliegen, wenn beide entsprechenden
Informationsfliisse etwa gleich sind.
Der Ehrlichkeit halber muss man sa-
gen, dass es wahrscheinlich nicht
reicht, die Informationsmengen zu
messen, was heute sehr leicht gesche-
hen kann, sondern dass es auch notwen-
dig wire, die Informationsqualitét da-
bei zu erfassen. Wir sind damit auf
einem sehr sensitiven Gebiet fiir uns
Menschen, weil wir uns hier direkt mit
einer Maschine vergleichen oder ver-
gleichen lassen miissen.

Robotics werden zunichst in Bereichen
eingesetzt, die fiir Menschen schwere
Arbeitsbelastungen bedeuten, z.B. sich
immer in gleicher Weise wiederholende
Titigkeiten, vor allem in lauter, gefihr-
licher oder insgesamt unangenchmer

Arbeitsumgebung. Mit wachsender In-
telligenzleistung  dieser Maschinen
wird dabei ihr Einsatz immer wirt-
schaftlicher werden. Nahm man z.B.
zunichst an, dass Roboter in den Berei-
chen wirtschaftlich sind, in denen hohe
Stiickzahlen immer gleich hergestellt
werden miissen, so zeichnen sich heute
andere Tendenzen ab. Roboter werden
immer anpassungsfihiger an die ge-
stellte Aufgabe, d.h., es konnen solche
Geriite auch fiir kleine Serien, kleinere
Stiickzahlen geeignet sein. Durch den
Einsatz von Mustererkennungsverfah-
ren oder gar den Einbau von Experten-
wissen in Robotersysteme werden hier
sicher Leistungen moglich sein, von de-
nen wir uns heute kaum noch ein Bild
machen konnen. Dennoch wird eine
prinzipielle Grenze bleiben. Der Robo-
ter wird nicht fihig sein, kreative Lei-
stungen zu erbringen. Der Bereich der
schopferischen Phantasie wird also sehr
lange noch ein Refugium des Men-
schen bleiben.

Deduktionssysteme. Deduktionssyste-
me ermdglichen es, von einer kleinen
Zahl von Grundaxiomen ausgehend,
logische Gebilde, wie wir sie auch z.B.
in der Mathematik kennen, aufzubau-
en und darin durch deduktive Beweis-
fihrung neue Zusammenhinge zu fin-
den. Mit solchen Systemen ist es bei-
spielsweise gelungen, einige noch offe-
ne Probleme in der Zahlentheorie zu 16-
sen.

Der vorher bereits erwiahnte Computer-
experte Simon aus den USA hat eine
Maschine gebaut, die er GPS, «General
Problem Solver», genannt hat [7]. Wie
vieles aus dem Gebiet der kiinstlichen
Intelligenz scheint auch dieser Begriff
masslos tiberzogen, denn die Maschine
hat bei weitem nicht das geleistet, was
ihr Name vermuten ldsst. Diese Ma-
schine konnte nur auf einem engen,
axiomatischen Feld bestimmte Proble-
me wirklich 16sen. Ahnliche Systeme,
wenn auch nicht mit so iiberzogenem
Namen, werden in Heidelberg entwik-
kelt. Mit solchen Geridten konnte es
auch gelingen, neue intelligente Syste-
me, also bessere Rechner als heute ver-
fligbar, aufzubauen.

Solchen Maschinen kann man also die
Fihigkeit zuschreiben, dass sie auf be-
kannten Grundtatsachen und Zusam-
menhédngen aufbauend neue Systeme
entwickeln, vielleicht sogar «erfinden»
konnen, wenn dieses Erfinden im Sinne
der «Kreativitdt zweiter Art», also der
Kombination von Bekanntem, inter-
pretiert wird. Die Grenzen solcher Sy-
steme liegen darin, dass die Maschine,
anders als der Mensch, nicht eigenes In-
teresse an neuen Aufgaben entwickeln
kann. Sie wird im Gegenteil alle Ergeb-
nisse, die sie aus thren Schliissen zieht,

gleichermassen «interessiert» behan-
deln und auch keinen Antrieb entwik-
keln, die Richtung ihrer Gedanken in
einer bestimmten Weise zu vertiefen.

Einstellung des Menschen zur
kiinstlichen Intelligenz

In Bild 4 sind einige typische Reaktio-
nen von Menschen auf die heutigen
Computersysteme zusammengestellt.
Die Skala des Gradmessers der Zu- und
Abneigung bzw. der Erwartungen
reicht von Euphorie bis zu Ablehnung,
Verweigerung und Bekdmpfung. Darin
bewegen sich Gruppen nach dem Mass
ihres Informationszustandes iiber das
neue Medium Computer, der sehr un-
terschiedlich ist.

Laien. Der wenig informierte Laie hat
ein sehr weites Spektrum von Antwort-
reaktionen, es reicht von der Bekdmp-
fung bis hin zu positiver Erwartung.
Der Laienbenutzer hat schon erfahren,
dass solche Rechner eigentlich nicht ge-
fahrlich sind und dass es ihm mdglich
ist, schon mit geringem Wissen sie das
tun zu lassen, was er von ihnen haben
mochte. So ist er schon wesentlich we-
niger ablehnend, aber doch auch nicht
sehr euphorisch.

Profinutzer. Der typische Profinutzer
arbeitet sehr viel mit Rechnern, doch
ohne sie im Detail zu kennen. Mit der
Erfahrung, dass er unglaubliche Dinge
mit ihnen erreichen kann, steigert er
sich teilweise bis zur Euphorie. Er sieht
keine Schranken fiir die Anwendung,
er erhofft sich die Losung fast aller Pro-
bleme auf diesem Weg.

Systemphilosophen. Sie nehmen in die-
sem Schema einen festen Standpunkt
ein. Diese Gruppe schitzt auch die Ar-
beit sehr realistisch ein, die in diese
Verfahren noch zu stecken sein wird.
Diese Gruppe ist es auch, die eine ver-
besserte Bildung und Ausbildung der
Menschen fordert, um verantwortlich
mit den kommenden Systemen umge-
hen zu kénnen. Sowohl zum Bau sol-
cher Anlagen als auch zur Entwicklung
der Verfahren zu ihrem Einsatz werden
eine grosse Zahl von Menschen bend-
tigt, die ausreichende schdpferische
Phantasie und Ideenreichtum mitbrin-
gen, um die damit verbundenen Proble-
me zu ldsen, aber auch ausreichendes
Verantwortungsgefiihl, um Missbrauch
zu verhindern.

Die zukiinftige Entwicklung von
Computern und ihre Grenzen

Die heutige Leistungsfihigkeit von
Computern ist beeindruckend. Sie be-
herrschen Symbolsprachen mit Syntax,
Rechen-Operationen, sie sortieren, ver-
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gleichen und speichern in Datenban-
ken, sie fiihren bedingte Anweisungen
und komplexe Prozeduren aus, sie lei-
ten aus Daten Gesetze her, sie vollzie-
hen schwierigste Simulationen, sie be-
weisen neue mathematische Gesetze.
So vielfaltig, erstaunlich und tiiberra-
schend manche dieser Fihigkeiten
auch erscheinen mogen, so sind sie
doch vielfach beschrankt. Beschrdnkt
z.B. durch die heutigen technologi-
schen Parameter von Mikroprozesso-
ren, Speicherelementen oder Bildschir-
men. Die Frage ist, wie weit sich diese
Grenzen in Zukunft werden hinaus-
schieben lassen.

Chips-Entwicklung

Wie sich die Technologie bei der Her-
stellung und Verschaltung von logi-
schen Elementen in Siliziumtechnik
entwickelt hat, ist Exempel solcher
Moglichkeiten (Bild 5). Silizium wird
in grossen Einkristallen hergestellt und
anschliessend in diinne Scheiben (wa-
fer) zerschnitten. Diese Scheiben wer-
den geitzt und poliert und anschlies-
send einer Vielzahl von physikalischen
und chemischen Prozessen unterwor-
fen. Die Scheiben werden dann in Teil-
stiicke, sogenannte Chips, zerlegt. Auf
jedem Chip befindet sich eine grossere
Zahl logischer und speichernder Ele-
mente, die man z.B. zu Rechnern zu-
sammenschalten kann. Die Zahl der
Elemente pro Chip ist eine Massgrosse
fir die Fahigkeiten der Technologie.
Bei den vielen Schritten, die durchge-
fiihrt werden, lassen sich kleine Fehler,
wie z.B. Verunreinigungen, niemals
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ganz vermeiden. Je mehr Elemente
man auf einem Chip unterbringt, desto
wahrscheinlicher ist also ein fehlerhaf-
ter Chip. Andererseits sinkt natiirlich
der Preis fiir jedes einzelne Bauele-
ment, je mehr Bauelemente man auf
einem einzigen Chip zusammenfassen
kann. So waren die ersten Transistoren
Einzelchips, d.h., es war eben ein logi-
sches Element auf einem Chip. Heute
liegen wir etwa bei einigen Millionen
Elementen pro Chip, die man so be-
herrscht, dass in der Produktion ein
ausreichender Anteil an funktionieren-
den Elementen erhalten wird. Wenn
man diese Kurve, die am logarithmi-
schen Massstab eine Gerade ist, weiter
verldngert, so sieht man, dass man zu
Ende dieses Jahrhunderts bei etwa 1
Milliarde Elemente pro Chip angekom-
men sein wird.

Trend-Extrapolation

Die Frage ist dabei, ob die Trend-Extra-
polation in dieser einfachen Weise zu-
lissig ist. Aus heutiger Sicht muss man
dies mit ja beantworten. Auf dem Weg
vom Transistor zum heutigen Chip ist
man ja mehrfach an technologische
Grenzen gestossen, die jedoch immer
wieder iiberwunden wurden. Das
heisst, der glatte Verlauf der dargestell-
ten Kurve kam dadurch zustande, dass
immer wieder neue Technologien die
alten abgeldst haben und damit dieses
stetige exponentielle Wachstum ermég-
licht haben.

Zu den verschiedenen Zeiten ergaben
sich sehr unterschiedliche Problemstel-
lungen, und selbst der Wandel dieser

Probleme hat auf den Verlauf der Kur-
ve kaum einen Einfluss gehabt. Die
Herstellungsprozesse fiir integrierte
Schaltkreise stellten das wesentliche
Problem bis etwa 1973 dar. Die nichste
Grenze, an die man stiess, war nun die
Komplexitdt der Schaltkreise. In solche
Schaltkreise, von Menschen entworfen,
schleichen sich naturgemiss einige
Fehler ein, die dazu fihren konnen,
dass der Schaltkreis am Ende nicht
funktioniert. Selbst wenn hier viele
Kontrollen eingebaut werden, ergeben
sich bei Korrektur fritherer Fehler im
Mittel wieder eine bestimmte Anzahl
von neuen Fehlern. So werden heute zu
diesem Zweck schnelle Rechnerpro-
gramme eingesetzt, so dass der Rechner
diese integrierten Schaltkreise entwirft.
Auch dieses technologische Problem
kann daher heute als weitgehend abge-
schlossen betrachtet werden.

Chip-Architektur

Wenn nun ein derart komplexes Chip
Millionen von Elementen enthilt, so
treten neue Probleme auf. Jetzt wird
das Zusammenspiel der Teilelemente
auf dem Chip (als System betrachtet)
immer schwieriger. Man nennt dies die
Chip-Architektur. Die Chip-Architek-
tur muss ein Chip so aufbauen, dass die
einzelnen Teile des Chips in vorge-
wiinschter Weise zusammenspielen
und als gesamtes die Funktion errei-
chen, die geplant ist. Frither hatte man
einzelne Chips mit unterschiedlichen
Eigenschaften, also z.B. ein Rechner-
chip und ein Speicherchip, kombiniert
und daraus etwa einen Mikroprozessor
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aufgebaut. In Zukunft wird man solche
Systemaufgaben - und sogar grossere -
schon in das Chip hineinlegen miissen.
Damit haben wir eine neue Qualitéts-
stufe bei den Problemen erreicht. Die
zukiinftige Aufgabe, die uns sicher eini-
ge Jahre beschiftigen wird, wird es also
sein, komplexe Systemaufgaben auf
einem einzigen Chip durch entspre-
chende Verdrahtungsprozeduren in
richtiger Weise zu 16sen. Auch hier be-
steht die Notwendigkeit oder manch-
mal auch die Hoffnung, dass Rechner
helfen konnen, diese schwierige Aufga-
be in den Griff zu bekommen (Konfi-
gurationsproblem).

Grenzen der Chip-Entwicklung

Es stellt sich nun die Frage, ob diese
Entwicklung immer so weitergehen
wird oder ob es aus heutiger Sicht er-
kennbare Grenzen gibt, die nicht tiber-
stiegen werden konnen.

Starker als der heutige Stand der Tech-
nologie schriankt sicher die Physik die
weitere Entwicklungsmoglichkeit ein.
Man kann Leiterbahnen nicht beliebig
diinn machen, weil man irgendwann an
die atomare Struktur der Materie an-
stosst. Ebensowenig ist es moglich, be-
liebig kleine Energiemengen zur Dar-
stellung von Information einzusetzen.
Das thermische Rauschen, d.h. die
Eigenbewegung der Atome und Elek-
tronen in der Materie, setzt dem eine
Schranke. Man kann nun in sehr fun-
damentaler Weise im Rahmen der be-
kannten physikalischen Gesetze und
mit Hilfe wichtiger Grundkonstanten
der Materie eine Abschitzung hinsicht-
lich der physikalisch moglichen Gren-
zen vornehmen. Dazu werden ganz
fundamentale Grossen verwendet wie
etwa die Lichtgeschwindigkeit, das
Plancksche Wirkungsquantum, die Ele-
mentarladung, die Masse und Ladung
des Elektrons, der Boltzmannfaktor
usw. Vergleicht man nun die mit diesen
Werten  errechenbaren  absoluten
Grenzwerte mit der Technologie heuti-
ger Rechner, so ergibt sich, dass die ab-
soluten physikalischen Grenzen minde-
stens um einen Faktor 100 Mio bis 1
Milliarde (10°) Gber dem liegen, was
wir heute an Fiahigkeiten besitzen. Das
heisst, wir leben in der Steinzeit der
Computer. Die Moglichkeiten, die sich
hier noch ergeben werden, sind erst
ganz, ganz wenig an ihrer Oberfldche
angekratzt. Man erkennt, welch weites
Feld von Maoglichkeiten und von
Wachstum in diesem Sektor vor uns
liegt.

Wachstum im endlichen System

Das Stichwort Wachstum fiihrt zu einer
weiteren Grenze, die heute in aller

Munde ist: die Aussagen des Club of
Rome in dem Buch «Grenzen des
Wachstums» [8]. Dieses Buch soll uns
auf ernste Gefahren der Zukunft auf-
merksam machen, es soll nicht so sehr
eine Anleitung zum konkreten techni-
schen Handeln sein.

Kein daverndes Wachstum

Eine Grundaussage dieses Buches muss
jedoch mit Nachdruck unterstrichen
werden. Unsere Welt ist ein endliches
System. In einem solchen System ist un-
beschrinktes Wachstum in gar keiner
Weise ertriglich. Wenn also Politiker
regelmissig ein jdhrliches Wachstum
von zumindest vier Prozent fordern, so
haben sie eventuell im Mathematik-
unterricht nicht richtig aufgepasst.
Denn vier Prozent Wachstum jéahrlich
heisst in 17 Jahren Verdoppelung aller
Kenngrossen, die dieses Wachstum be-
schreiben. Jedes gleichmissige Wachs-
tum dieser Art, und sei es noch so klein,
fliihrt mathematisch zu einer Exponen-
tialfunktion, und diese wichst tliber alle
Schranken. Es ist eine Binsenweisheit,
dass so etwas auf die Dauer nicht gutge-
hen kann. Ein solches Verhalten wére
auch ganz und gar unbiologisch.

Dynamisches Wachstum
in Selbsterneuerung

Kein Lebewesen, keine Pflanze, kein
Baum z.B. zeigt uns ein solches unend-
liches Wachstumsverhalten. Exponen-
tielles Wachstum findet nur in ganz be-
stimmten Zeitabschnitten, etwa in juve-
nilen Phasen, fiir kurze Zeit statt. Dann
fallen die Wachstumsraten und man
findet stationdres Verhalten. Das Bei-
spiel ist gut, wonach Wachstum, wie es
sein soll, etwa mit einem Wald zu ver-
gleichen wire. Der Wald muss sich in
seiner Fliache nicht vergrdssern, aber
um seine Funktion zu erhalten, werden
alte Bdume sterben miissen und junge
Biume stindig nachwachsen. Eine sol-
che Art von dynamischen, in sich ge-
schlossenen Wachstumsprozessen, bei
denen eine stindige Abldsung des Alten
durch das Junge stattfindet, das wieder
wachsen kann, ist anzustreben.

Es ist also nicht ein stindiges Wachs-
tum des Bruttosozialproduktes und da-
mit ein Wachstum auch der Energieum-
sitze, der Menge der Abfallstoffe, des
Verkehrsaufkommens usw., das wir an-
streben sollten. Ein exponentielles
Wachstum dieser Grossen ist fiir die
Zukunft auch nicht wiinschbar. Dyna-
mische Wachstumsprozesse, wie wir sie
in der Natur erleben, zeichnen sich da-
durch aus, dass dieses Wachstum im
komplexen Zusammenspiel einer gros-
seren funktionalen organischen Einheit
erfolgt. Wie es Frederik Vester in sei-
nem Buch «Neuland des Denkens, das

kybernetische Zeitalter» [9] beschrie-
ben hat, miissen wir lernen, in solchen
grosseren funktionalen und organi-
schen Zusammenhdngen in komplexen
Regelnetzwerken zu denken.

Der Mensch und die intelligente
Technologie

Nun kommt das Verhiltnis von
Mensch und intelligenter Technologie
noch einmal in seiner historischen Ent-
wicklung zur Betrachtung, wie es auf
Bild 6 dargestellt ist. Die Anthropolo-
gen meinen, dass der Mensch erst wirk-
lich zum Menschen wurde, nachdem er
Werkzeuge und das Feuer zu beherr-
schen gelernt hatte.

Werkzeug - Energiezeug -
Denkzeug

In der vieltausendjidhrigen Entwick-
lungs- und Kulturgeschichte der
Menschheit wurde aus dem einfachen
Werkzeug ein Energiezeug, wie es uns
etwa in der Erfindung von James Watt
entgegentritt. Mit sehr geringem Mus-
kelaufwand kann der Mensch hier gros-
se Energien steuern und umsetzen.
Eine weitere wichtige Entwicklungsstu-
fe stellt die Erschaffung von Denkzeu-
gen dar, wie wir sie in der kiinstlichen
Intelligenz beobachten kdnnen. Dabei
steuert immer noch das menschliche
Gehirn iiber die von ihm erdachten Al-
gorithmen die informationsverarbei-
tenden, den Menschen in mancher Hin-
sicht imitierenden Maschinen (Bild 6).

Selbstorganisierte Maschine

Im Ubergang von der algorithmischen
Maschine zur selbstorganisierten Ma-
schine wire eine weitere Entwicklungs-
stufe denkbar, indem der Mensch Ma-
schinen erfindet, die sich selbst zu
einem hoheren Komplexititsgrad als
heute vorstellbar organisieren kdnnen.
Eine solche Maschine konnte vieles bie-
ten: Licht und Wirme, Sicherheit, In-
formation, Unterhaltung, Entspan-
nung. Andererseits sind mit ihr viele
Gefahren verbunden. Sie konnte die
ganze Welt sozusagen «am Draht» hal-
ten. Was der Mensch in dieser Stufe tun
wird, ist schwer voraussehbar, ist ambi-
valent. Freut er sich oder lduft er da-
von?

Es gibt eine kleine Zahl von Fachleu-
ten, welche die Entwicklung einer sol-
chen Maschine fiir moglich halten. Die
grossere Zahl von Spezialisten ist der
Meinung, dass es nicht moglich sein
wird.

Wie auch immer: Die Zukunft auf die-
sem Felde ist nicht zu fiirchten, voraus-
gesetzt, ein ausreichender Teil unserer
Jugend entwickelt Interesse und die Fi-
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Mensch <—
«Selbst-
Organisation»

Mensch +
Denkzeug (K.1.)

Mensch + Energiezeug

Mensch + Werkzeug

Analytisches
Denken

fk Mensch ?

(Begriffl. Atomistik)

Denkenin
Zusammenhéngen

Bild 6. Historische Entwicklung des Verhéltnisses des Men-

schen zu den Technologien

higkeiten, sich mit diesem Problem aus-
einanderzusetzen. Weiter ist klarzustel-
len, dass intelligente Verhaltensweisen
nur eine Facette des menschlichen
Seins darstellen. Es gibt viele andere
wichtige Bereiche des menschlichen
Seins, der von noch so schnellen infor-
mationsverarbeitenden und kombinie-
renden Maschinen nicht erreicht wer-
den wird, wie z.B. der Bereich der
Phantasie und der Kreativitét.

Menschliche Eigenschaften als
Schranken der Entwicklung

Die Grenzen fiir die Entwicklung in
der Zukunft liegen bei den technologi-
schen Fdhigkeiten, in der Komplexitét
der Zusammenhinge, in der Endlich-
keit, den Wachstumsschranken und in
den physikalischen Gesetzen.

Dariiber hinaus gelten Schranken, die
zutiefst mit dem Menschen und seinen
Eigenschaften zusammenhidngen: Der
Zeitbedarf des Menschen, sein Weltbild
zu dndern, und die Geschwindigkeit,
mit der sich das menschliche Erkennt-
nisvermogen erweitern kann.

Der Mensch braucht
Anpassungszeit

Durch Erziehung und Schule haben
sich die Menschen eine bestimmte
Denkweise, ein bestimmtes Weltbild zu
eigen gemacht. Die Fihigkeit, diese
Denkweise zu dndern und sich einer
verdnderten Wirklichkeit anzupassen,
ist sehr beschrinkt. Die Erfahrung
zeigt, dass der Mensch etwa 20 Jahre
braucht, also eine Generation, bis er
sich einer neuen Lage anpasst. Hiufig
geschieht dieser Anpassungsprozess
erst im Rahmen schmerzhafter Kri-
senerscheinungen, wie wir sie derzeit
auch erleben. Mit physikalischen Be-
griffen beschrieben, konnte man dies
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als eine phasenverschobene Ankopp-
lung an die geistigen und materiellen
Verdnderungsprozesse in unserer Um-
welt bezeichnen. Der Mensch ist dem-
nach den Kondratjeff-Zyklen nicht ein-
fach ausgesetzt. Mit der Eigenschaft des
langsamen Umdenkens gehort er viel-
mehr zu den Verursachern.

Die weitere und vielleicht noch starker
einschrinkende Grenze fiir menschli-
ches Erleben, die mogliche Geschwin-
digkeit, mit der sich Erkenntnisvermo-
gen erweitert, ldsst ja begriindete Zwei-
fel entstehen, ob sich iiberhaupt im
Rahmen der geschriebenen und aufge-
zeichneten Geschichte ein Fortschritt
in dieser Hinsicht erkennen lasst.

Grenzen der Erkenntnisfahigkeit

Die dem Menschen anerzogenen bzw.
angeborenen Denk- und Betrachtungs-
weisen haben immerhin wesentlich
dazu beigetragen, dass die Menschheit
aus ithren Anfingen bis heute iiberlebt
hat. Die dabei unmittelbar erfahrenen
Anschauungsformen z.B. des Raumes
und der Zeit haben sich tiefgreifend auf
unsere Erkenntnisfiahigkeit ausgewirkt.
In diesem klassischen Weltbild ist da-
her auch kein Platz fiir den Dualismus
zwischen Welle und Teilchen, den wir
in der Atomphysik nachweisen kon-
nen. Wenn sich etwa ein Elektron ein-
mal so verhilt, als sei es ein Teilchen
mit Masse und Impuls, das andere Mal
aber so, als sei es eine unendlich ausge-
dehnte Welle, dann versagt in diesem
Fall die Kantsche Zuordnung von be-
stimmten Eigenschaften zu bestimmten
Objekten. Wir erkennen, dass das Elek-
tron etwas ganz anderes sein muss, we-
der Welle noch Teilchen, dass aber un-
sere Erkenntnisfahigkeit nicht gentigt,
um uns hiervon ein «Bild» zu machen.
Dass wir aber liber diese Grenze unse-
rer Erkenntnisfihigkeit tiberhaupt re-
den, d.h. uns ihrer bewusst sind, zeigt
auch, dass wir dabei sind, sie etwas hin-

Bild7.  Paradigmen-Wechsel

auszuschieben. Dies sind jedoch, vergli-
chen mit einem Menschenleben, sehr
langsame Vorginge und bei weitem
langsamere als die eingangs besproche-
nen Kondratjeff-Zyklen.

Riickkehr zum ganzheitlichen
Denken

In der Wissenschaft wird derzeit von
einem Paradigmenwechsel gesprochen,
indem ein fritheres Weltbild langsam
verlassen und ein neues Weltbild ange-
strebt wird (Bild 7). Das Mittelalter war
durch das Ganzheitsdenken gekenn-
zeichnet. Das ganzheitliche Weltbild
war sehr stark religios geprédgt und alle
Detailkenntnisse und -erkenntnisse,
speziell auch in den Naturwissenschaf-
ten, hatten sich diesem Ganzheitsbild
unterzuordnen. In den Fillen, in denen
das nicht zusammenging, kam es zu
Konflikten, wie der Fall Galilei zeigt.
Mit dem Aufkommen der Renaissance
wandte man sich einem anderen Para-
digma zu. Eine andere Denk- und
Schlussweise setzte ein. Das analytische
Denken zerlegte das Ganze in einzelne
Teile und versuchte, daraus die Ursa-
chen des Geschehens zu ergriinden.
Dies fiihrte dann zur physikalischen
und spiter auch zur begrifflichen Ato-
mistik und in der Hoch-Zeit der Auf-
klirung sogar zu dem Gedanken, man
konne die ganze Welt als eine Maschine
von ihren kleinsten Teilchen, den Ato-
men her, bis in alle Einzelheiten verste-
hen und vorausberechnen. Der Para-
digmenwechsel, dessen Anfang wir der-
zeit erleben, scheint wieder zuriickzu-
gehen in Richtung des ganzheitlichen
Denkens, natiirlich auf der Basis des in-
zwischen wesentlich umfangreicheren
Wissens im Detail. Das systemtheoreti-
sche Denken, die Synergetik, die Bio-
nik, das ganzheitliche Denken, wie es
Frederic Vester beschreibt, sind Bei-
spiele fir diese Richtung. Wir erken-
nen damit, dass unser Menschenbild
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noch lange nicht abgeschlossen ist und
weiter entwickelt werden muss.

Zukunftsforderungen an Bildung
und Erziehung

Weil die Zukunft der Jugend gehort, be-
ziehen sich die Schlussfolgerungen auf
den aktuellen Lebensbereich eben die-
ser Jugend: Schule und Elternhaus.

Neue Anspriiche an die Schulen

Die Steigerung der Wissensmenge, die
virtuelle Unendlichkeit von Wissen so-
wie die Entwicklung neuer Wissensge-
biete erlauben es nicht, in den Schulen
alles so zu lassen, wie es bisher war.

Zweifelsohne hat unser Bildungssy-
stem, gemessen an den Schwierigkeiten
der gestellten Aufgabe, einige Defizite.
Man kann diese Méangel nicht allein der
Schule oder gar den Lehrern anlasten,
denn die Schule kann nicht besser sein
als die Gesellschaft.

Natiirlich gilt auch der umgekehrte
Schluss. Es ist aber doch zu wiinschen
und vorstellbar, dass in der Schule die
Phantasie und Kreativitit besser als
heute entwickelt und geférdert werden
und dass vor allem mehr Zeit fiir die
Charakterbildung bleibt, fiir das nicht
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Berechenbare, fir das nicht Vorhersag-
bare, fiir das nicht Manipulierbare.
Mehr Erziehung ist also notwendig.

Ausbildung der Lernfahigkeit

Sachbezogenes Detailwissen wird im-
mer mehr aus Datenbanken fir jeden
verfligbar sein. Die Schule sollte sich
daher stirker als bisher auf die Ein-
iibung des Grundwissens konzentrie-
ren. Grundwissen ist immer dadurch
gekennzeichnet, dass es sich in vielen
Lebensbereichen und Wissensberei-
chen einsetzen ldsst. Grundwissen
muss auch verbunden sein mit der Be-
herrschung bestimmter Methoden und
Vorgehensweisen, wir wiirden dafiir
kurz «Konnen» sagen. Zum Koénnen
gehort auch das Erkennen von Proble-
men, die Fihigkeit, Probleme zu struk-
turieren, oder anders ausgedrickt, die
Fihigkeit, die richtigen Fragen zu stel-
len.

Die raschere Wissensumsetzung und
die raschere Entwertung von Anwen-
dungswissen wiirde bedeuten, dass die
Lernfihigkeit gut ausgebildet und ein
Leben lang aufrechterhalten werden
muss.

Fachiibergreifendes Verstehen
als Ziel

Die Verkopplung bisheriger Wissen-
schaftsgebiete zu komplexen Wissen-
schaftssystemen erfordert ein Denken
in Zusammenhéngen, wie es sicher bis-
her nicht allgemein iiblich war. Ouer-
schnittsdenken, Denken in Ahnlich-
keitsstrukturen, in kybernetischen Re-
gelnetzwerken verlangt andere Metho-
diken des Unterrichtens, der Aufberei-
tung und Zusammenstellung des Lehr-
stoffes.So spielen etwa periodische Vor-
ginge wie Schwingungen nicht nur in
der gesamten Physik eine grosse Rolle,
sondern auch in der Musik und, wie ge-
zeigt wurde, in den Wirtschaftswissen-
schaften und in der Geschichte. Die
Synergetik ist ein exzellentes Beispiel,
wie man diese Zusammenhinge verste-
hen und sehen kann. Fiir die Schule
heisst dies, dass das fachiibergreifende
Verstehen, der fachiibergreifende Un-
terricht wichtiger werden als die heuti-
ge, etwas egoistische Einzelficherkun-
de. Lehrplaninhalte sind demnach
nicht nur danach zu beurteilen, was sie
zu einem bestimmten Fach an wesentli-
chen Elementen beitragen, sondern
auch danach, welchen Anteil sie am
Grundlagenwissen anderer Ficher und
Fachbereiche leisten.

Das Lernen vormachen

Dabei sollte der Lehrer einen festen,
eigenen Standpunkt haben, der aber

nicht starr fixiert sein darf. Er muss in
der Lage sein, das, was in der Welt und
in der Wissenschaft geschieht, zu re-
flektieren und mit in den Unterricht
einzubeziehen. Er muss es auch mehr
und mehr akzeptieren, dass bei der
Komplexitidt des heutigen Wissens ein
Schiiler in Fachfragen mehr wissen
kann als er selber. Das sollte ihn nicht
stéren. Er sollte aber in der Lage sein,
dem Schiiler zu vermitteln, wie er sel-
ber gelernt hat und wie er aber auch
stindig weiterlernt. Er sollte zeigen, wie
man an ungeldste Fragestellungen und
Probleme herangeht und sich auf der
Basis des vorhandenen Grundwissens
in das Unbekannte hineintastet («Das
Lernen vormachen»). Uber solche Bei-
spiele lassen sich auch der Wert der
Phantasie, die Freude iiber eine kreati-
ve Idee und vor allem charakterliche
Einstellungen vermitteln.

Entwickeln der Kommunikations-
fahigkeit

Die ficheriibergreifende Denkweise er-
fordert auch eine verbesserte Kommu-
nikationsfihigkeit. Dies gilt sowohl fiir
den sprachlichen Sektor als auch fir
aussersprachliche ~ Kommunikations-
methoden. Es wird immer wichtiger,
anderen Menschen Informationen, Ge-
danken und Gefiihle zu ibermitteln. Es
wird wichtiger zu verstehen und zu sen-
sieren, was andere meinen. Auch dies
wire eine wichtige Ergénzung fiir den
Unterricht in der Schule der Zukunft.

Schlusswort

Schliesslich stellt der Paradigmenwech-
sel viele bisherige Gewohnheiten und
liberkommene Regelungen in Frage.
Neue Aufgabenstellungen und neue
Ziele mussen gefunden werden. Am Be-
ginn eines neuen Zyklus steht ein ver-
mehrtes Mass an Freiheit fir den Ein-
zelnen. Er kann aus einer grdsseren
Zahl von Moglichkeiten auswihlen.
Gleichzeitig missen wir aber auch be-
reit sein, die Verantwortung flir unsere
Entscheidungen zu tragen, unter Um-
stinden auch fiir Zeitrdume, die liber
das menschliche Lebensmass hinausge-
hen. Der Mensch braucht dazu Phanta-
sie, Kreativitit, Charakterbildung.

Adresse des Verfassers: Dr. Walter Kroy,
Leiter des Hauptbereiches Technologiefor-
schung bei Messerschmitt-Bolkow-Blohm,
Postfach 801109, D-8000 Miinchen 80.
Lehrbeauftragter an der Hochschule St. Gal-
len.

Dozent ZfU (Zentrum fir Unternehmens-
fihrung).
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