Zeitschrift: Schweizer Ingenieur und Architekt
Herausgeber: Verlags-AG der akademischen technischen Vereine

Band: 101 (1983)

Heft: 4

Artikel: Nichtlineare Finite-Element-Berechnungen und Informatik
Autor: Anderheggen, Edoardo

DOl: https://doi.org/10.5169/seals-75045

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 30.01.2026

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-75045
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

Angewandte Mechanik/Informatik

Schweizer Ingenieur und Architekt 4/83

Angewandte Mechanik in Industrie und Hochschule I11*

Nichtlineare

Finite-Element-Berechnungen und

Informatik

Von Edoardo Anderheggen, Ziirich

Es werden einige Eigenschaften des neuen, am Institut fiir Informatik der ETH Ziirich ent-
wickelten Computerprogramms FLOWERS erortert, das u.a. zur Losung eines breiten Spek-
trums statischer und dynamischer nichtlinearer Probleme anwendbar ist. Im Vordergrund
steht dabei die Moglichkeit, den Ablauf des iterativen Rechenprozesses vom Bildschirmter-
minal aus wihrend der Programmausfiihrung interaktiv zu steuern.

On discute certains critéres sur lesquels on a basé, a I'institut d’informatique de 'EPF Zu-
rich, le développement du nouveau programme FLOWERS capable, entre autre, de traiter
toute une gamme de problémes statiques et dynamiques nonlinéair. Ce programme permet de
suivre et de diriger le procés iteratif en temps réel pendant ’exécution du programme.

Some of the criteria which led to the development of the computer program FLOWERS at the
Institute of Informatics of the Swiss Federal Institute of Technology in Zurich are discussed.
This program can be used for several different kinds of static and dynamic nonlinear analysis
based on the finite element method. It allows to control and steer the iteration process in real
time from a terminal during program execution.

Einleitung

Im vorliegenden Aufsatz geht es um
nichtlineare  Finite-Element-Berech-
nungen aus der Sicht eines Informati-
kers, der sich die Aufgabe gestellt hat,
dafiir moglichst geeignete Hilfsmittel
in Form von Computerprogrammen an-
deren Forschern, Studenten und Inge-
nieuren zur Verfligung zu stellen. Es
geht also weder um spezifische Anwen-
dungen noch um die mathematischen
Modelle zur Loésung bestimmter Pro-
bleme, sondern um die zur Entwick-
lung dieser besonderen Art von Softwa-
re wegleitenden Kriterien.

Diese stellen jedoch nicht nur Wunsch-
vorstellungen dar, sondern bilden die
Grundlagen, die zur Entwicklung des
Computerprogramms FLOWERS am
Institut fiir Informatik der ETH Ziirich
gefiihrt haben. Allgemeine Informatio-
nen iber dieses Programmsystem sind
im «FLOWERS User’s Manual» [I]
(eine zweite Auflage wird im Friihling
1983 erscheinen) sowie in einem weite-
ren, in dieser selben Zeitschrift dem-
ndachst veroffentlichten Artikel [2] zu
finden.

Hier wird man sich auf die besondere
Problematik der statischen und dynami-
schen nichtlinearen Analyse von Trag-
konstruktionen beschrinken, wobei die
ins Auge gefassten nichtlinearen Effek-
te wie folgt klassifiziert werden kon-
nen:

*Vgl. Schweizer Ingenieur und Architekt, Heft
51/52: 1117-1121, 1982; Heft 1/2: 2-7, Heft 4:
47-50, 1983
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1. Geometrische Nichtlinearititen (Sta-
bilitdt, grosse Verschiebungen und
Rotationen, grosse Verzerrungen);
Materialbedingte Nichtlinearitdten
(nichtlinear-elastische, elasto-plasti-
sche und sonstige inelastische Mate-
rialeigenschaften);
Langzeitphinomene (Kriechen);
Kontaktprobleme;
Verschiebungsabhdngigkeit der dus-
seren Lasten;
6. Nichtlineare viskose Dampfungsef-
fekte.

Es ist heute bekannt, dass alle diese Ef-
fekte, einzeln oder kombiniert, bei
praktisch allen Arten von Tragwerken
mit der Methode der Finiten Elemente
(FEM), wenigstens prinzipiell, nume-
risch erfasst werden konnen. Zudem
findet die FEM je linger je mehr auch
noch nichtkontinuumsmechanische
Anwendungen. Die Entwicklung der
dazu noétigen Software, vor allem wenn
man sich als Ziele Beniitzerfreundlich-
keit, Allgemeinheit, Anpassungsfahig-
keit und Portabilitit setzt, ist jedoch
weder trivial noch als geldstes Problem
zu betrachten. Wie aus den folgenden
Ausfiihrungen klar werden diirfte, ver-
langen zudem nichtlineare FE-Berech-
nungen von den Programmbeniitzern
viel Know-how und Erfahrung, so dass
Ausbildungsfragen auch sehr im Vor-
dergrund stehen. Daraus sowie aus der
wachsenden Bedeutung von nichtlinea-
ren Berechnungen in der Praxis des
Bau- und des Maschineningenieurwe-
sens ergeben sich die Griinde, die zum
FLOWERS-Programm gefiihrt haben.
Einige Aspekte davon, beschriankt auf
nichtlineare festigkeitstheoretische sta-

[88)
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tische und dynamische Problemstellun-
gen, werden im folgenden erortert.

Uber Finite Elemente

Auf die theoretischen Grundlagen der
FEM kann hier nicht eingegangen wer-
den (siehe z.B. [3] sowie unzédhlige ande-
re Veroffentlichungen). Eine ihrer fun-
damentalen Eigenschaften, die fiir die
Strukturierung und die Arbeitsweise
von Computerprogrammen eine zen-
trale Rolle spielt, soll aber im folgenden
erortert werden.

Bei der Durchfiihrung von FE-Berech-
nungen kann man zwischen Verarbei-
tungsschritten, die das globale System,
und solchen, die jedes einzelne Element
betreffen, klar unterscheiden. In der
hiernach verwendeten Terminologie
werden die ersten von den «Systemrou-
tinen», die zweiten von den «Element-
routinen» durchgefiihrt. Ein Programm
wie FLOWERS besteht aus vielen Sy-
stem- und Elementroutinen, die eng zu-
sammenarbeiten.

Aufgaben der Systemroutinen sind z.B.
das Lesen der Systemdaten, die Aufstel-
lung und Losung der globalen Glei-
chungssysteme oder die Datenverwal-
tung auf Primdr- und Sekundéirspei-
cher. Aufgabe der Elementroutinen ist
die Bereitstellung der numerischen
Koeffizienten, die das Verhalten jedes
einzelnen Elementes numerisch be-
schreiben und die von den Systemrouti-
nen dann weiterverarbeitet werden.

Die Systemroutinen hdngen vom L&-
sungsverfahren, nicht vom Problemtyp
ab. So verlangen beispielsweise stati-
sche und dynamische Berechnungen
auf globaler Systemebene eine vollig
verschiedene Behandlung und damit
andere Systemroutinen. Diese brau-
chen aber z.B. zwischen einer Rahmen-
und einer Schalenberechnung nicht zu
unterscheiden, da sie die lokalen Ele-
mentkoeffizienten, die sie einmal von
Rahmenelementroutinen, einmal von
Schalenelementroutinen  iibermittelt
erhalten, nach identischen Prozeduren
weiterverarbeiten. Dies macht es mog-
lich, FE-Programme zu schreiben, die
eine aus vielen Elementroutinen beste-
hende und beliebig erweiterbare Ele-
mentbibliothek besitzen und die somit
vollig verschiedenartige Probleme be-
handeln konnen.

Die meisten grossen FE-Programme ar-
beiten nach diesem Prinzip, so auch das
Programm FLOWERS, bei dem die
scharfe Trennung zwischen Systemrou-
tinen und Elementroutinen auch des-
wegen wichtig ist, weil FLOWERS ein
Forschungsinstrument werden soll. Dies
bedingt nimlich, dass neue Elementrous-
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tinen fur besondere Problemarten,
Materialeigenschaften, Lasteneinwir-
kungen usw. von fremden Programmie-
rern ohne Detailkenntnisse iiber die
Arbeitsweise der Systemroutinen leicht
hinzugefiigt werden kénnen.

Wichtig in diesem Zusammenhang so-
wie auch zum prinzipiellen Verstdndnis
der Arbeitsweise des Programms FLO-
WERS ist die Frage nach den Daten, die
zwischen System- und Elementroutinen
iibertragen werden miissen. Man be-
trachte einen vom Knotenverschie-
bungsparameter definierten Verschie-
bungszustand, bei dem das Gleichge-
wicht zwischen internen Spannungen,
externen Lasten, Auflagerkriften so-
wie, bei den dynamischen Problemen,
Massen- und Dampfungskriften erfiillt
ist. Fiir ein Element e (e = Elementin-
dex) ist dieser Zustand von den lokalen
Knotenverschiebungen af bestimmt,
wobei der Index j (wie auch der unten
eingeflhrte Index i) iiber alle element-
eigenen Knotenverschiebungen geht.
Dieser Zustand wird um bestimmte fiir
das e-te Element mit Aa; bezeichnete
Knotenverschiebungsinkremente gedn-
dert. In dem neuen, aus af + Aaf defi-
nierten Zustand, gelten unter Vernach-
ldssigung viskoser Dampfungskrifte
die Beziehungen:

gi= —f’(.aj+Aa;..)
- X mj;- (dj + Adj)
i '

+pj(..aj + Aaj...)

]

dgi=- X k% (.. aj+ Aaj...) - daj
]

wobei mit g; die vom e-ten Element an
die angeschlossenen Knoten iibertrage-
nen Knotenkrifte bezeichnet werden.
Die [ stellen den Anteil der Element-
knotenkrifte dar, die mit den internen
Elementspannungen das Gleichgewicht
(ndherungsweise) erfiillen und die in
der Regel mit Hilfe virtueller Arbeits-
prinzipien bestimmt werden. Im linear-
elastischen Fall gilt

ff= - ?k;}-(aﬁAa;’)

wobei die kj-Koeffizienten die linear-
elastische Steifigkeitsmatrix bilden. Die
Koeffizienten mj; bilden die hier und
im FLOWERS-Programm als zeit- und
verschiebungsunabhidngig  angenom-
mene Elementmassenmatrix. Die p;’
sind Lastkoeffizienten, die den Einfluss
von moglicherweise verschiebungsab-
hingigen, im Element wirkenden exter-
nen Lasten erfassen. Schliesslich bilden
die k7;-Koeffizienten die sogenannte
tangente Steifigkeitsmatrix, welche die
aktuellen inkrementellen Beziehungen
zwischen infinitesimalen Elementkno-

tenkrdaften und Elementknotenver-
schiebungen angibt. Die konstanten m;-
Koeffizienten sowie die vom momenta-
nen Verschiebungszustand und oft von
der Verzerrungsgeschichte abhéngige
fij» k7;- und p{-Koeffizienten miissen
von den Elementroutinen bestimmt
und den Systemroutinen zur Weiterver-
arbeitung iibermittelt werden. Alle Ar-
ten von nichtlinearen Effekten (z.B.
auch bei Kontaktproblemen oder ver-
schiebungsabhingigen Lasten) sind mit
Hilfe entsprechender Elemente zu be-
handeln. Die Systemroutinen miissen
ihrerseits die aktuellen Werte der a- und
Aaf—Koeffizienten den Elementrouti-
nen ibermitteln. Da in vielen Fillen
die Verformungsgeschichte eine Rolle
spielt, missen zudem weitere element-
spezifische Daten, deren Umfang bei
grosseren Problemen sehr relevant sein
kann, auch noch lbermittelt werden.
Diese Elementdaten werden von den
Elementroutinen erzeugt und verarbei-
tet, missen jedoch von den Systemrou-
tinen verwaltet werden.

Eine weitere wichtige Frage betrifft die
méglichen Lésungsprozeduren auf Sy-
stemebene. Mit anderen Worten: Was
kénnen die Systemroutinen mit den
von den Elementroutinen erhaltenen f7,
pf, k7 und mi-Koeffizienten anfan-
gen? FLOWERS kann heute statische
nichtlineare Analysen nach dem modi-
fizierten  Newton-Raphson-Verfahren
(siehe z.B. [3]) sowie dynamische nicht-
lineare Analysen wahlweise nach zwei
impliziten Algorithmen (Newmark-
und p-Methode siehe [4, 5]) sowie nach
dem expliziten Verfahren der zentralen
Differenzen (siehe z.B. [4]) durchfiih-
ren. Andere, dhnlich arbeitende Algo-
rithmen sind jedoch ohne weiteres im-
plementierbar. Der daftir ndtige
Know-how diirfte allerdings grosser
sein als bei der Implementation neuer
Elementroutinen, da Eingriffe in die
Systemroutinen notig sind.

Uber statische nichtlineare
Analysen

Beim modifizierten Newton-Raphson-
Verfahren werden die dusseren Lasten,
der gegebenen Belastungsgeschichte
folgend, in Lastinkremente angebracht.
Ausgehend von einem bekannten
Gleichgewichtszustand werden iterativ
die Verschiebungsinkremente jeweils
gesucht, die dem nach dem Lastenin-
krement verdnderten Gleichgewichts-
zustand entsprechen. Dazu sind folgen-
de Schritte durchzufiihren:

1. Vor dem ersten Schritt bzw. falls er-
wiinscht: Neubildung der globalen
tangenten Steifigkeitsmatrix fiir
den Schrittanfangszustand aus den

von den Elementroutinen tibermit-
telten ni-Koeffizienten  und
Dreieckszerlegung derselben.

2. Inkrement der dusseren Lasten

3. Bestimmung der dadurch verur-
sachten Verschiebungsinkremente
Aa$ durch Losung eines entspre-
chenden globalen linearen Glei-
chungssystems. Dabei wird als
Koeffizientenmatrix die zuletzt ge-
bildete und dreieckszerlegte tan-
gente Steifigkeitsmatrix verwendet.

4. Bestimmung der Elementknoten-
krifte gf = -f7 + p{ durch die Ele-
mentroutinen fiir den Verschie-
bungszustand aj+ Aa;

5. Bestimmung der Residualknoten-
kréfte. Diese entsprechen den dus-
seren Knotenlasten, die zur Erfil-
lung des Knotengleichgewichts not-
wendig waren.

6. Kontrolle, ob Gleichgewicht und
damit Konvergenz erreicht ist. Dies
ist der Fall, wenn die Residualkno-
tenkrifte klein genug sind und die
Verschiebungen sich vom vorher-
gehenden Iterationsschritt nicht
wesentlich gedndert haben.

7. Ist Konvergenz erreicht, so werden
die Verschiebungen inkrementiert,
womit ein weiterer Lastschritt, be-
ginnend wahlweise vom Punkt 1.
oder 2., behandelt werden kann. Ist
Konvergenz nicht erreicht, dann:

8. Falls erwlinscht: Neubildung der
tangenten Steifigkeitsmatrix fiir
den Verschiebungszustand aj+ Aay
und Dreieckszerlegung derselben.

9. Belastung des Systems mit den Re-
sidualknotenkriften als fiktive dus-
sere Knotenlasten und Bestim-
mung entsprechender Verschie-
bungsinkremente, wofir wieder die
Losung eines globalen linearen
Gleichungssystems notwendig ist.
Als Koeffizientenmatrix wird die
zuletzt gebildete und dreieckzerleg-
te tangente Steifigkeitsmatrix ver-
wendet.

10. Inkrement der Verschiebungen
und Fortsetzung des Iterationspro-
zesses ab Punkt 4.

Diese kurze Zusammenfassung soll vor
allem zeigen, welche die flir die Anwen-
dung des modifizierten Newton-Raph-
son-Verfahrens wichtigsten Steuerpara-
metersind, namlich:

Wahl geeigneter Lastinkremente
Wahl geeigneter Toleranzgrenzen
Wahl geeigneter Strategien fiir die
Neubildung der tangenten Steifig-
keitsmatrix.

W —

Wenn es darum geht, eine Traglast zu
bestimmen, was bei statischen nichtli-
nearen Problemen meistens der Fall ist,
miissen die Lastinkremente in der
Nihe der vorerst unbekannten Trag-
last, wo Gleichgewicht und damit Kon-
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vergenz nicht mehr moglich sind, redu-
ziert werden. Bei inelastischem Mate-
rialverhalten ist zudem die erhaltene
Losung eine Funktion der Belastungs-
geschichte und damit auch der Grosse
der Lastinkremente. Es ist daraus er-
sichtlich, dass die Wahl und die in vie-
len Féllen ndétige laufende Anpassung
der Lastinkremente ein heikles Pro-
blem darstellen konnen.

Eine weitere wichtige Frage ist die nach
der Spezifikation der Toleranzgrenzen,
aus denen das Programm Konvergenz
feststellen kann. Zuldssige Residualkno-
tenkrifte bzw. zuldssige Maximalwerte
entsprechender, geeignet gewihlter
Vektornormen stellen natiirliche Toler-
anzgrenzen dar. Die Residualknoten-
kréfte entsprechen ndmlich einer zufal-
ligen Streuung der ohnehin oft relativ
willkiirlich festgelegten dusseren La-
sten dar. Weitere mogliche Toleranz-
grenzen betreffen die relativen Ver-
schiebungsinkremente zwischen zwei
nachfolgenden Iterationsschritten.

Eine letzte wichtige Frage betrifft die
Strategien zur Neubildung der tangen-
ten Steifigkeitsmatrix, deren Koeffi-
zienten das jeweils aktuelle Tragverhal-
ten des Systems beschreiben. Allgemein
kann man dazu nur sagen, dasss eine
Neubildung vorteilhaft oder sogar nétig
ist, wenn das Tragverhalten sich we-
sentlich gedndert hat. Ist dies nicht der
Fall, so soll man mit der alten Steifig-
keitsmatrix weiterfahren, womit der
Iterationsprozess zwar langsamer kon-
vergiert, der fiir die Bildung und die
Dreieckszerlegung der tangenten Stei-
figkeitsmatrix notwendige Rechenauf-
wand jedoch erspart bleibt.

Bei gewissen Computerprogrammen
wurde versucht, die oben erwidhnten
Steuerungsparameter, oder wenigstens
einige davon, durch automatische Pro-
zeduren vom Programm selbst mehr
oder weniger «optimal» festlegen zu
lassen mit dem Ziel, den Programmbe-
niitzer von schwierigen Entscheidun-
gen moglichst zu befreien. Wie aus den
folgenden Ausfiihrungen klar werden
diirfte, wire dies jedoch nicht FLOW-
ERS-Philosophie.

Uber dynamische nichtlineare
Analysen

Eine dynamisch nichtlineare Analyse
verlangt die direkte Losung der nichtli-
nearen Bewegungsdifferentialgleichun-
gen in kleinen Zeitschritten, ausgehend
von einem bekannten Anfangszustand.
Dafiir kann man entweder implizite Al-
gorithmen verwenden, die in jedem
Zeitschritt die Losung eines quasistati-
schen nichtlinearen Problems und folg-
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lich iterative Losungen eines linearen
Gleichungssystems sowie Konvergenz-
kontrollen verlangen, oder explizite Al-
gorithmen, die ohne Losung von Glei-
chungssystemen und ohne Konvergenz-
kontrollen zum Ziel fiithren (siehe z.B.
(4)-

Auf Details kann hier nicht eingegan-
gen werden. Es sei nur bemerkt, dass
bei den impliziten Algorithmen sich
sehr dhnliche Fragen wie bei der modi-
fizierten =~ Newton-Raphson-Methode
stellen. Statt Lastinkremente hat man
hier Zeitschritte, deren Ldnge aber
nach wie vor mit grosser Sorgfalt zu
wihlen ist. Wiirde man eine lineare dy-
namische Analyse mit einem impliziten
Algorithmus l6sen, dann sollte man als
Zeitschrittlinge einen Bruchteil der
kiirzesten Eigenperiode aller Eigen-
schwingungen wahlen, die von den dus-
seren Lasten erregt werden. Dies hilft
allerdings wenig bei nichtlinearen Pro-
blemen, wo von Eigenschwingungen
nicht die Rede sein kann. Es wire nur
denkbar und in gewissen Fallen schon
aus Vergleichsgriinden angebracht,
zuerst fiir ein dhnliches lineares System
eine modale Analyse und erst dann eine
nichtlineare Analyse durchzufiihren.
Bei den impliziten Algorithmen stellen
sich zudem auch noch die Fragen nach
der Festlegung von Toleranzgrenzen so-
wie nach der Strategie fiir die Neubil-
dung der tangenten Steifigkeitsmatrix.
Schliesslich ist zu erwdhnen, dass mei-
stens auch noch weitere Steuerparame-
ter festzulegen sind, die u.U. ebenfalls
einen wichtigen Einfluss auf die Endre-
sultate haben kénnen (z.B. B und vy bei
der Newmarks-Methode [7], ¢ bei der
p-Methode [5], o bei der a-Methode [8]

USW.).

Bei den expliziten Algorithmen entfal-
len die Fragen betreffend Toleranzen
und Neubildung der tangenten Steifig-
keitsmatrix. Um so heikler ist dafiir die
Frage nach der Zeitschrittlinge, weil
die expliziten Algorithmen nur bedingt
stabil sind. Bei linearen Anwendungen
kann man zeigen, dass aus Stabilitéts-
griinden (nicht aus Genauigkeitsgriin-
den) die Zeitschritte grossenordnungs-
maissig so lang wie die kiirzeste Eigen-
periode des diskreten Systems, d.h. in
vielen Fillen ausserordentlich kurz
sein missen. Wieder hilft dies jedoch
wenig bei nichtlinearen Anwendungen.

Ob implizite oder explizite Algorith-
men vorteilhafter sind, hingt vom Pro-
blem ab (siehe z.B. [4]). Darauf kann
hier nicht eingegangen werden, es ist je-
doch zu bemerken, dass FLOWERS
beide Moglichkeiten bietet. Es ist sogar
moglich, die nichtlinearen Bewegungs-
differentialgleichungen zeitlich gestaf-
felt abwechslungsweise nach der einen
oder nach der anderen Methode zu 16-

sen. Nach dem gleichen Prinzip ist es
moglich, zuerst eine statische Analyse
durchzufiihren (z.B. um den Einfluss
stindiger Lasten zu berlcksichtigen)
und erst dann dynamische Lasten (z.B.
infolge Erdbeben) anzubringen.
Schliesslich ist noch die Méglichkeit zu
erwidhnen, sogenannte «Restart-Punk-
te» im Laufe des Iterationsprozesses zu
setzen, die Zeitpunkten der Belastungs-
geschichte entsprechen, in denen die
Berechnung nachtréiglich wieder ange-
fangen werden kann. Dies erlaubt auf
einfache Art und Weise die Wiederho-
lung der Berechnungen fiir die gleiche
Zeitspanne der Belastungsgeschichte,
jedoch mit anderen Schrittlingen, an-
deren Toleranzen, anderen Strategien
oder sogar anderen Ldsungsalgorith-
men, was zur Beurteilung der Zuverlés-
sigkeit der erhaltenen Resultate wesent-
lich beitragen kann.

Interaktive Steuerung des
Rechenablaufes

Aus den bisherigen Ausfiilhrungen
diirften schon einige wichtige Eigen-
schaften des Programms FLOWERS er-
sichtlich sein. Seine in bezug auf nicht-
lineare Berechnungen wohl markante-
ste Eigenschaft ist jedoch die Mdglich-
keit, den Rechenablauf vom Bild-
schirmterminal aus in Echtzeit zu ver-
folgen und zu steuern.

Dazu sind einige Vorbereitungen not-
wendig, die zuerst kurz beschrieben
werden sollen. Eine nichtlineare Be-
rechnung mit dem Programm FLOW-
ERS erfolgt in mehreren Schritten. Die-
se entsprechen unabhidngigen Program-
men, sogenannten Moduln, die nach-
einander ausgefiihrt werden. In einem
ersten, fiir lineare und nichtlineare Pro-
bleme weitgehend identischen Schritt
werden die globalen System- und Last-
daten (Knotenkoordinaten, Elementin-
zidenzen, Lastkoeffizienten usw.) so-
wie, je nach verwendetem Elementtyp,
die dafiir notwendigen elementspezifi-
schen Daten (z.B. Materialbeiwerte)
eingegeben. Auf diesen bestimmen die
Elementroutinen der linearen sowie
auch der meisten nichtlinearen Ele-
menttypen die Matrixkoeffizienten, die
zur Durchfiihrung linearer statischer
und dynamischer Analysen notwendig
sind (lokale linear-elastische und geo-
metrische Steifigkeits-, Massen-, Last-
und Spannungsmatrizen). Bei den
nichtlinearen Elementen werden zu-
dem noch weitere, spéter bendtigte Da-
ten ermittelt und gespeichert. Es ist hier
zu bemerken, dass es ohne weiteres
moglich ist, lineare und nichtlineare
Elemente zu mischen. Dies entspricht
der Annahme, dass die nichtlinearen
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Effekte auf gewissen Tragwerksteilen
konzentriert sind (z.B. bei Kontaktpro-
blemen), wihrend sich die ubrigen
Tragswerksteile linear verhalten. Weil
die linearen Elemente mit einem viel
kleineren Aufwand als die nichtlinea-
ren verbunden sind, kann damit die Re-
chenzeit u.U. merklich reduziert wer-
den.

Nach diesem ersten Schritt ist es mog-
lich und in vielen Fillen empfehlens-
wert, zuerst eine lineare Analyse durch-
zufiihren. Aus den dabei in numeri-
scher oder auch in graphischer Form
erhaltenen Resultaten (statische Ver-
schiebungen, Eigenfrequenzen und
Eigenvektoren, Spannungsverteilungen
usw.) kann man namlich aufschlussrei-
che Informationen fiir die nachfolgen-
de nichtlineare Analyse vor allem in be-
zug auf die Wahl der Zeitschritte und
der Toleranzgrenzen erhalten.

Bevor die eigentliche nichtlineare Ana-
lyse anfangen kann, ist noch ein weite-
rer Vorbereitungsschritt notwendig, bei
dem es um folgendes geht:

a. Spezifikation der erwiinschten Ana-
lysistypen (statisch,” dynamisch im-
plizit nach verschiedenen Algorith-
men, dynamisch explizit). Dies ist
notwendig, weil die programminter-
ne Datenorganisation von den mog-
lichen Analysistypen abhéingt.

b. Spezifikation der Belastungsge-
schichte, bestehend aus einem oder
mehreren mit unabhédngigen Zeit-
funktionen multiplizierten Lastfél-
len (bei statischen Problemen spielt
die Zeit die Rolle eines Lastparame-
ters).

c. Nur bei dynamischen Analysen: Spe-
zifikation initialer Verschiebungen,
Geschwindigkeiten und Beschleuni-
gungen (diese kénnen auch vom
Programm berechnet werden).

d. Nur bei dynamischen Analysen: Spe-
zifikation linearer Ddmpfungskoef-
fizienten (nichtlineare Ddmpfungs-
effekte sollen mittels entsprechen-
der Elemente erfasst werden).

e. Spezifikation der Vektornormen
(arithmetische Mittel, quadratische
Mittel oder Maximalwert) fir be-
stimmte Residualknotenkrifte oder
relative  Verschiebungskomponen-
ten, welche fiir Konvergenzkontrol-
len zu verwenden sind. Die dazuge-
hérigen numerischen Toleranzwerte
werden allerdings spéter spezifiziert.

f. Spezifikation der system- oder ele-
mentbezogenen Variablen, deren ak-
tuelle numerische Werte im Laufe
des nachfolgenden Iterationsprozes-
ses auf dem Bildschirm erscheinen
konnen  (Knotenverschiebungen,
Elementknotenkrifte, Elementspan-
nungen, Residualknotenkrifte,
Knotenlasten,  Auflagereaktionen

usw.). Der Verlauf dieser Variablen
kann nachtrédglich von einem spe-
ziellen Programmodul des FLOW-
ERS-Systems auch graphisch darge-
stellt werden.

g. Spezifikation der system- oder ele-
mentbezogenen Variablen, deren ak-
tuelle numerische Werte auf dem
Zeilendrucker ausgegeben werden
sollen.

Bei allen bisher erwidhnten Vorberei-
tungsschritten ist eine direkte Be-
niitzerprogramm-Interaktion weder
moglich noch, unserer Ansicht nach,
notwendig (selbstverstindlich kdnnen
und sollen aber auch beim FLOWERS-
Programm interaktive Vorlaufpro-
gramme zur Generierung der Element-
masche verwendet werden). Ganz an-
ders liegen die Verhiltnisse bei der
eigentlichen nichtlinearen Analyse, de-
ren Erfolg, wie man gesehen hat, von
der Wahl mehrerer, im voraus oft
schwer bestimmbarer Steuerungspara-
meter abhingt.

Nach den erwidhnten Vorbereitungs-
schritten kommt man zur eigentlichen
nichtlinearen Analyse, die vom Pro-
grammbeniitzer mit Hilfe einer ge-
wohnlichen alphanumerischen Bild-
schirmkonsole Schritt fir Schritt ver-
folgt und gesteuert werden kann. Wah-
rend der Berechnung schreibt das Pro-
gramm auf der Bildschirmkonsole (mit
24 Zeilen zu je 80 Zeichen) laufend In-
formationen tiber den Fortgang des Ite-
rationsprozesses, bis die Programmaus-
fihrung, sei es zu vorgegebenen Zeit-
punkten, sei es, indem der Programm-
beniitzer einfach eine Taste driickt, am
Ende eines [terationsschrittes unterbro-
chen wird. Diese Unterbrechungen
kénnen sowohl zur genauen Priifung
der auf dem Bildschirm erscheinenden
Daten (diese dndern sich ndmlich im
Laufe der Berechnung, vor allem bei
kleinen Problemen, manchmal blitzar-
tig) als auch zur Spezifikation folgender
Steuerungsparameter, wofiir iibersicht-
liche «Menues» verwendet werden:

I. Anderung des Analysistyps (sta-
tisch-dynamisch, implizit-explizit).

2. Festlegung der Anzahl und Linge
der zu berechnenden Zeitschritte
bis zur nichsten automatischen
Unterbrechung.

3. Spezifizierung bzw. Anderung der
Toleranzwerte fiir die vorher spezi-
fizierten Konvergenzkriterien (sie-
he oben Punkt e) oder Aktivie-
rung/Desaktivierung  derselben.
Auf dem Bildschirm werden dann
mit Hilfe von Balkendiagrammen
entsprechende prozentuelle Werte
laufend gezeigt (> 100% = Konver-
genz nicht erfiillt, < 100% = Kon-
vergenz erfillt), womit der Pro-
grammbenutzer das Konvergenz-

verhalten seines Systems mit einem
Blick beurteilen kann.

4. Spezifizierung der Strategie fiir die
Neubildung der tangenten Steifig-
keitsmatrix (z.B. alle «n» Zeit-
schritte oder in jedem Zeitschritt
nach «n» erfolglosen Iterationen).

S. Spezifizierung der system- oder ele-
mentbezogenen Variablen (siehe
oben Punkt f), deren am Ende der
drei letzten Iterationen berechne-
ten Werte auf dem Bildschirm er-
scheinen sollen (hochstens 12 Varia-
blen; es wire allerdings schwierig,
den zeitlichen Verlauf von mehr als
12 Variablen in Echtzeit zu verfol-
gen!).

6. Einmalige, momentane Ausgabe al-
ler nach Punkt f definierten sy-
stem- und elementbezogenen Va-
riablen.

7. Einmalige, momentane Ausgabe
auf dem Bildschirm oder auf dem
Zeilendrucker von elementspezifi-
schen Detailinformationen fiir be-
stimmte Elemente. Diese Art von
Ausgabe ist nicht Sache der System-
routinen, sondern der Elementrou-
tinen, die dafiir speziell angerufen
werden. Der Programmierer von
Elementroutinen, der sonst an
strikte Konventionen gebunden ist,
hat damit die Moglichkeit, nach
eigener Darstellungsart aktuelle
elementspezifische Informationen
dem Programmbentitzer mitzutei-
len.

8. Spezifizierung sonstiger Daten, die
auf dem Zeilendrucker ausgegeben
werden sollen.

9. Rettung aller Knotenverschiebun-
gen der momentanen Systemkonfi-
guration. Diese kOnnen nachtrig-
lich von einem anderen Program-
modul des FLOWERS-Systems zur
graphischen Darstellung der ver-
formten Systemkonfiguration ver-
wendet werden. Es wére denkbar,
aus mehreren solcher Bilder eine
Art Trickfilm iber die Verfor-
mungsgeschichte des Systems her-
zustellen.

10. Spezifizierung bzw. Anderung be-
stimmter, je nach Elementtyp spe-
ziell definierter Parameter, die von
den Elementroutinen dann verar-
beitet werden. Damit besteht nicht
nur die unter Punkt 7. erwéhnte
Maoglichkeit, dass die Elementrou-
tinen mit dem Programmbeniitzer
direkt kommunizieren, sondern
der umgekehrte Weg ist auch noch
offen.

1. Definition des aktuellen Zeitpunk-
tes der Belastungsgeschichte als
moglicher «Restart-Punkt» bzw.
Wiederholung der Berechnungen
beginnend von einem frither defi-
nierten Restart-Punkt.
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Schliesslich hat der Programmbeniitzer
nach jeder Unterbrechung die Moglich-
keit, entweder die Berechnung fortzu-
setzen oder die Programmausfiihrung
zu beenden. In diesem Fall hat er Gele-
genheit, gewisse Zwischenresultate, wie
oben erwédhnt, in graphischer Form
auszugeben oder die gedruckten Ausga-
beresultate in Ruhe zu studieren und
spiter in einem weiteren Programm-
lauf die Berechnungen von einem der
definierten Restart-Punkte fortzuset-
zen.

Bei einer derartigen interaktiven Ar-
beitsweise stellt sich sofort die Frage
nach den unterschiedlichen Arbeitsge-
schwindigkeiten des Computers und des
vor dem Bildschirm sitzenden Pro-
grammbeniitzers. Unproblematisch ist
der Fall, bei dem der Computer zu
schnell rechnet, da die Programmaus-
fiihrung jederzeit mit einem Tasten-
druck unterbrochen werden kann, um
den Bildschirminhalt in Ruhe anzu-
schauen. Bei grosseren Problemen und
vor allem bei dynamischen Analysen,
die sehr viele Zeitschritte verlangen, ist
es aber durchaus denkbar, dass die Pro-
grammausfithrung unertrdglich lang-
sam wird. Dies hdngt selbstverstdndlich
auch von der Leistungsfidhigkeit und
von der sonstigen Auslastung des ver-
wendeten Computers ab (das Pro-
gramm wird auf der DEC-10-Anlage
des Zentrums fiir Interaktives Rechnen
der ETHZ entwickelt). Weil das Pro-
gramm sich noch in der Testphase be-
findet, sind unsere diesbeziiglichen Er-
fahrungen bis jetzt zwar ermutigend,
jedoch noch nicht ganz aussagekraftig.
Dazu aber zwei Bemerkungen. Die Be-
triebssysteme aller moderner Computer
erlauben die interaktive Arbeitsweise
zu simulieren, in dem die vom Pro-
gramm erwarteten Eingabedaten nicht
von der Beniitzerkonsole, sondern von
einer frither vorbereiteten Datei gele-
sen werden. Eine Programmausfiih-
rung, z.B. wihrend der Nacht, ohne
physische Priasenz des Programmbeniit-
zers und nur mit Zeilendruckerausgabe
ist deswegen moglich.

Die zweite Bemerkung betrifft die Art
der Modellbildung, wenn es darum
geht, das nichtlineare Verhalten be-
stimmter Tragkonstruktionen unter ex-
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tremen Lasteinwirkungen abzukldren.
Zu oft werden in der Praxis nichtlinea-
re Berechnungen mit einem Rechen-
aufwand durchgefiihrt, der in keinem
Verhiltnis mit den Unsicherheiten der
zu Grunde gelegten last- und material-
technischen Annahmen steht. Weil es
dabei meistens um das grundsétzliche,
globale Tragverhalten und folglich
eigentlich nur um grobe quantitative
Aussagen geht, sollte eher die Uber-
blickbarkeit des verwendeten mathe-
matischen Modells als dessen (oft vor-
getduschte) Genauigkeit im Vorder-
grund stehen. In vielen Féllen kdnnen
nidmlich schon relativ einfache Modelle
zum Ziel fithren, deren Wahl allerdings
ein tiefgreifendes Verstindnis der prin-
zipiellen Tragwirkung der untersuch-
ten Konstruktion verlangt. Das hier be-
schriebene Programmsystem, das sei-
nen Beniitzer zwingt, jeden einzelnen
Rechenschritt genau zu verfolgen, diirf-
te diesbeziiglich einen wesentlichen
Beitrag leisten kdnnen.

Schlussbemerkungen

Aus diesen Ausfiihrungen sollten viele
der vom Programm FLOWERS gebote-
nen Moglichkeiten ersichtlich sein.
Einige Fragen bleiben allerdings noch
offen. Die erste betrifft die nichtlinea-
ren Elemente, die dem Programmbentit-
zer zur Verfligung stehen, und damit
die konkreten Probleme, die sich 16sen
lassen. Eine Reihe von nichtlinearen
Elementroutinen fiir Rahmen-, Fach-
werk-, Kontakt-, Platten- und Schalen-
elemente wird z.Z. entwickelt. Andere
werden folgen, worauf an einer ande-
ren Stelle eingegangen werden soll.
Hier ist vor allem zu betonen, dass
FLOWERS ein beliebig erweiterbares
Forschungsinstrument werden soll, in
dem viele, vom Forscher mit sehr ver-
schiedenen Zielsetzungen entwickelte
Elemente aufgenommen werden kon-
nen. Dazu ist noch zu bemerken, dass
dies auch fiir manche nichtkontinu-
umsmechanischen, stationdren und in-
stationdren Feldprobleme, die sich
nach der FE-Methode behandeln las-
sen, zutrifft.
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Eine weitere Frage betrifft die Verfiig-
barkeit des Programms innerhalb und
ausserhalb der ETHZ. Fiir Lehrzwecke
wird FLOWERS bzw. dessen lineare
Programmteile seit zwei Jahren zu
Ubungszwecken von den Bauinge-
nieurstudenten des 7. Semesters ver-
wendet. Es ist zudem geplant, das Pro-
gramm innerhalb einer an der Abtei-
lung fir Informatik neu einzufiihren-
den Lehrveranstaltung einzusetzen.
Fiir Ingenieure aus der Praxis und fiir
Assistenten und Forscher der ETHZ
wird im Laufe des Sommersemesters
1983 der Fortbildungskurs «Lineare
und nichtlineare Finite-Element-Me-
thoden» durchgefiihrt. Dabei werden
die Kursteilnehmer neben der Behand-
lung theoretischer Fragen die Mdglich-
keit haben, das Programm FLOWERS
von Bildschirmterminals aus im Time-
Sharing-Betrieb bei der Losung von
Ubungsaufgaben zu verwenden.
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