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Fehlerrechnung bei kleinen Stichproben
Von Prof. Dr. A. LINDER, Genf
1. Einleitung

Die klassische Fehlerrechnung, die man gewdhnlich mit dem
Namen von Gauss verbindet, wird angewandt, wenn man ent-
scheiden will, ob zwei Durchschnitte voneinander wesentlich ab-
weichen. Bekanntlich wird bei der Fehlertheorie vorausgesetzt,
dass die Zahl der Beobachtungen gross sei. Daher das Bestreben,
moglichst viele Versuche durchzufiihren, um zu schliissigen Er-
gebnissen zu kommen.

In sehr vielen Fillen, insbesondere in der industriellen Praxis
und Forschung, ist es nun aber nicht moglich, eine grosse Zahl
von Beobachtungen anzustellen; man muss sich mit kleinen
Stichproben begniigen. Wir werden zunichst zeigen, dass die
klassische Fehlerrechnung in diesen Fillen versagt. Sodann wird
dargelegt, dass es ein neueres Verfahren gibt, das auch bei
kleinen Stichproben den Unterschied zweier Durchschnitte zu
beurteilen gestattet.

Um unseren Ueberlegungen eine anschauliche Bedeutung zu
geben, haben wir sie am Beispiel der Auswertung von Zeit-
aufnahmen erldutert. Selbstverstidndlich beanspruchen aber die
Ausfiihrungen iiber dieses Anwendungsbeispiel hinaus allgemeine
Geltung. Die neueren Methoden werden denn auch in den angel-
sdchsischen Léindern in grossem Masstabe angewandt, so z. B. fiir
die Qualitidtskontrolle und die Normung. Auf einige andere Anwen-
dungen werden wir in einem nichsten Aufsatz zuriickkommen.

2. Durchschnitt und Streuung

Aus einer Serie von Zeitaufnahmen fiir einen bestimmten
gleichen Arbeitsprozess (nachfolgend als «Griff» bezeichnet), die
unter der Leitung von Dipl. Ing. P. Fornallaz ermittelt wurden,
greifen wir die Angaben nach Tabelle 1 heraus.

Tabelle 1: Grifizeiten fiir drei Arbeiter

Zeit in Héiufigkeit f, der nebenstehenden

10 min Griffzeiten fiir den Arbeiter
@ A ﬁ B c

\

6 == — 1
T — —— 2
8 i — 6
9 1 — 3
10 3 — 3
11 1k — —
12 2 74 —
13 3 6 S
14 1 1 1
15 11 il ak
16 ik —_ e

Summe 14 } 15 | 17

Was sagen uns die drei Zahlenreihen? Wir bemerken zunéchst,
dass der Arbeiter C im grossen und ganzen rascher gearbeitet
hat als A und B. Von diesen beiden weist A eine erhebliche
Schwankung der Leistung auf, B dagegen eine bemerkenswerte
Gleichférmigkelt.

Diese etwas unbestimmt gehaltene Kennzeichnung der drei
Arbeitsleistungen ldsst sich dadurch etwas bestimmter fassen,
dass man einmal den Durchschnitt oder das arithmetische Mittel
der drei Zahlenreihen ermittelt. Wir erhalten dafiir:

Arbeiter Durchschnitt »
A 11,857
B 12,733
C 9,059

Die schwichste durchschnittliche
Leistung zeigt B, eine bessere A, und
C eine deutlich iiberlegene. Der Durch-
schnitt gibt uns einen einfachen Mass-
stab fiir die unterschiedliche Leistung.
Allgemein gesprochen kennzeichnet der
Durchschnitt die Lage einer Vertei-
lung auf der Axe der Variabeln.

Wie kann man zahlenmissig den
hohen Grad von Gleichférmigkeit an- T R Y
geben, der den Arbeiter B auszeichnet ?
Es geschieht dies dadurch, dass man

7 L

l.6-2733

die Streuung berechnet, und zwar werden wir die sog. mittlere
quadratische Abweichung bestimmen. Behalten wir die oben ge-
wéhlten Bezeichnungen x — Griffzeiten in 1/100 min; f, =— Hiu-
figkeit der Griffzeit »;  — Durchschnitt der Griffzeiten (arith-
metisches Mittel) bei, so wird die mittlere quadratische Abwei-
chung s, die wir auch kurz als Streuung!) bezeichnen wollen,
nach der folgenden Formel berechnet:

L i L

Fiir die drei Arbeiter erhalten wir folgende Streuungen:

(1) isa=

Arbeiter Streuung s?
A 5,364
B 0,781
c 5,434

Die Arbeiter A und C verzeichnen ungefidhr gleich grosse
Streuungen, der Arbeiter B dagegen eine wesentlich kleinere.

3. Das Beurteilen von Durchschnitten

Wie wir feststellten, weichen die durchschnittlichen Leistun-
gen von A und B mit 11,857 und 12,783 nur wenig voneinander
ab. Wenn die Leistungen der beiden Arbeiter noch niher bei-
einander ldgen — wenn die Durchschnitte beispielsweise 12,4 und
12,3 betriigen — wiirde es niemandem mehr einfallen, die Lei-
stungen als voneinander wesentlich verschieden zu betrachten.
Wenn die Griffzeiten fiir den einzelnen Arbeiter in derart weiten
Grenzen streuen, wie es Tabelle 1 zeigt, so darf man einem kleinen
Unterschied zwischen zwei Durchschnitten keine wesentliche Be-
deutung beimessen. Ausserdem muss man noch beriicksichtigen,
dass die wenigen Messungen, die in Tabelle 1 niedergelegt sind,
die Leistungen der beiden Arbeiter nur ungeniigend charakteri-
sieren. In der Tat geben uns diese Zahlen nur eine kleine Stich-
probe von der Leistungsfidhigkeit der betreffenden Arbeiter.
Selbstverstédndlich konnen wir die Beurteilung des Unterschiedes
zweier Durchschnitte nicht dem Gefiihl iiberlassen; wir miissen
vielmehr eine strenge Methode finden, die uns zu entscheiden
gestattet, wann zwei Durchschnitte wesentlich voneinander ab-
weichen.

Die klassische Fehlerrechnung ist eine solche Methode. Wie
wir aber sogleich sehen werden, ldsst uns diese Methode leider
in vielen Féllen arg im Stich. Demgegeniiber hilft uns die neuere
Theorie der Stichproben, die auf den Arbeiten englischer Stati-
stiker beruht, auch dann noch weiter, wenn die klassische Feh-
lerrechnung versagt. Um die Vorzige der neueren Theorie voll
wiirdigen zu konnen, wollen wir zunéchst zeigen, wie wir die
klassische Fehlertheorie auf unser Beispiel anwenden kdnnen.

4. Die klassische Fehlerrechnung

Nehmen wir einmal an, wir hitten fiir einen Arbeiter eine
sehr grosse Zahl von Griffzeiten — theoretisch gesprochen un-
endlich viele — messen konnen. Nehmen wir weiter an, die Hiu-
figkeit dieser Griffzeiten sei geméss der Kurve in Bild 1 ver-
teilt. Es handelt sich hier um eine sog. normale oder Gauss-La-
place’sche Verteilung. Fir die Haufigkeit f,, die zu jedem Werte
z gehort, gilt die Formel:

1 (e —)?
——€ 20"
4 ]/2 b4
In unserem Beispiel ist u = 12,4 und 62 =17,5.

Man kann zeigen, dass u den Durchschnitt und ¢ die Streu-
ung der Normalverteilung darstellen. u gibt die Abszisse an, um
die herum die Kurve der Normalverteilung symmetrisch verlduft.
Auch ¢ hat eine einfache geometrische Bedeutung; ¢ stellt ndm-
lich den Abstand der beiden Wendepunkte der Kurve von der
Ordinate im Punkte x — u dar.

Um die Darlegungen iiber die Anwendung der klassischen
Fehlerrechnung auf unsere Frage moglichst anschaulich zu ge-
stalten, wollen wir uns mit Hilfe der normalen Verteilung nach
Bild 1 ein gewisses Urnenschema zurechtlegen. Wir denken uns

) Wir wollen sowohl s wie s? als Streuung bezeichnen.
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ein Gestell mit Fiachern derart angefertigt, dass die Hohe eines
jeden Faches durch die Ordinaten f, der normalen Verteilung
gemiss Bild 1 bestimmt ist (Bild 2).

Und nun denken wir uns jedes Fach mit einem Stoss gleich-
dicker Kiartchen angefiillt. Auf jedes dieser Kértchen schreiben
wir diejenige Zahl z, die sich am Fusse des Gestells, in der
Mitte zwischen den beiden Seitenwénden befindet. Demnach ver-
filgen wir nun zu jedem ganzzahligen Wert von iiber eine
Anzahl von Kirtchen, die proportional den Haufigkeiten f, ist.
Alle diese Kirtchen werfen wir in eine Urne und vermischen
sie griindlich.

Wir entnehmen nun der Urne 16 Kirtchen, indem wir darauf
achten, dass unsere Wahl immer rein zuféllig vor sich geht. Das
bedeutet mit anderen Worten, dass bei jedem Zug jedes in der
Urne enthaltene Kirtchen mit gleicher Wahrscheinlichkeit ge-
zogen werden konnte. Die Wahrscheinlichkeit dafiir, auf einem
gezogenen Kirtchen die Zahl » zu finden, ist demnach propor-
tional zu f.. Die Zahlen auf den so gezogenen 16 Kértchen bil-
den eine sogenannte «zuféllige Stichprobe aus einer normalen
Grundgesamtheit.

Als Grundgesamtheit bezeichnen wir die theoretische Ge-
samtheit aller Werte, die wir erhielten, wenn wir unsere Beob-
achtung unendlich oft wiederholen wiirden und zwar unter immer
gleichen Bedingungen. Eine geméss dem beschriebenen Urnen-
schema zufillig aus der Grundgesamtheit entnommene Reihe
von Zahlen bezeichnen wir als Stichprobe.

Wir konnen die in Tabelle 1 zusammengestellten Ergebnisse
fiir einen bestimmten Arbeiter als Stichproben betrachten. Als
Grundgesamtheit miissten wir die theoretische Gesamtheit aller
Griffzeiten betrachten, die wir erhielten, wenn wir eine sehr
grosse Zahl von Griffzeiten messen konnten.

Nehmen wir nun weiter an, dass wir aus den Zahlen auf

den 16 herausgezogenen Kirtchen den Durchschnitt 2 berechnen.
Da wir fiir eine gute Durchmischung der Kértchen in der Urne
gesorgt hatten, werden wir fiir © einen Wert erhalten, der ver-
mutlich nicht erheblich vom Durchschnitt der Grundgesamtheit
« — 12,4 abweicht. Immerhin wére es ja moglich, dass wir «zu-
fillig» gerade 16 Kirtchen gezogen hitten, deren Zahlen alle
beispielsweise grosser als 14 wéiren, sodass also der Durchschnitt
7 ebenfalls grosser als 14 ausfillt. Ein solcher Wert wird aber
nur mit einer verhiltnismissig kleinen Wahrscheinlichkeit zu
erwarten sein.

Man erkennt nun, wie wichtig es ist, die Wahrscheinlichkeit
genau angeben zu kdnnen, mit der wir bei einer zufélligen Stich-
probe von 16 Kértchen einen bestimmten Wert fiir den Durch-
schnitt # zu erwarten haben. Um uns dariiber ein Bild machen
zu koénnen, wollen wir uns vorstellen, dass wir die 16 Kértchen
der ersten Stichprobe in die Urne zuriicklegen, hierauf eine
zweite Stichprobe von 16 Kirtchen ziehen und wiederum den
Durchschnitt berechnen. Wir wiederholen dies sehr oft und no-
tieren uns bei jeder neuen Stichprobe von 16 Kértchen jedesmal
den Durchschnitt z. Schliesslich wollen wir die so erhaltenen
Durchschnitte nach ihrer Grosse ordnen und feststellen, wie oft

wir jeden Wert von z angetroffen haben. Das Ergebnis dieser
Betrachtung der Hiufigkeit aller Durchschnitte z aus Stichpro-
ben von 16 Werten findet sich auf Bild 3. Wir bezeichnen mit
f7 die Hiufigkeit, mit der ein Wert von o angetroffen wurde.
Mit x5 und o; bezeichnen wir den Durchschnitt und die Streu-
ung der Verteilung des Durchschnitts.

Der Kurvenverlauf auf Bild 3 14sst ohne weiteres erkennen,
dass die Verteilung die Form der normalen Verteilung besitzt.
Wie man mathematisch nachweisen kann, handelt es sich bei

der Hiufigkeitsverteilung des Durchschnitts z in der Tat eben-
falls um eine normale Verteilung. Zwischen den Parametern
uz und o7 der Verteilung des Durchschnitts und den entspre-
chenden Parametern p und ¢ der Grundgesamtheit bestehen die
folgenden einfachen Beziehungen:

Ux = U

(3) a2

022,_.

wobei N die Anzahl der Griffe der Stichproben bezeichnet. In
unserem Beispiele hatten wir N = 16 gewé&hit.
Bild 3 und die Formeln (3) geben uns dariiber Aufschluss,

welche Abweichungen o — u wir zwischen dem Durchschnitt

einer Stichprobe z und dem Durchschnitt x4 der Grundgesamt-
heit zu erwarten haben.

Die Fliche zwischen der in Bild 3 dargestellten Kurve und
der Abszissenaxe stellt die gesamte Haufigkeit aller theoretisch

mdglichen Durchnitte z dar. Bestimmen wir fiir einen gegebenen

Wert von z, beispielsweise fiir z — 14, die Fldche rechts von
seiner Ordinate, so gibt uns diese Fliche (in Bild 4 schraffiert)
im Verhiltnis zur gesamten Flidche die Wahrscheinlichkeit da-
fiir, in einer Stichprobe von 16 Werten einen Durchschnitt zu
erhalten, der grosser als 14,100 min ist.

Um diese Fldchen zu beliebigen Werten der Abszisse rasch
aufsuchen zu konnen, bedient man sich der standardisierten Nor-
malverteilung. Fiir diese haben wir die Parameter x — 0 und
¢ — 1. Die zu jedem Wert der Abszisse gehorenden Fldchen fin-
den sich in Tabellen zusammengestellt. Bevor wir einen kurzen
Auszug aus einer solchen Tabelle geben, wollen wir noch zeigen,
wie man von einer beliebigen Normalverteilung zur standardi-
sierten Normalverteilung iibergehen kann und umgekehrt.

Wir wollen mit x kurzerhand die Abszisse der standardi-
sierten Normalverteilung bezeichnen. Nebenbei sei bemerkt, dass
die gesamte Fldche zwischen der Kurve der standardisierten
Normalverteilung und der Abszisse gleich 1 ist.

Vergleichen wir beispielsweise gerade die Verteilung des
Durchschnitts, von der wir gesehen haben, dass es eine normale
Verteilung ist, mit der standardisierten Normalverteilung! Erin-
nern wir uns noch daran, dass der Durchschnitt jener Vertei-
lung gleich x; und die Streuung gleich o7 sind.

Wenn wir statt der Werte x die Werte x — uy betrachten,
so haben wir die urspriingliche Héufigkeitsverteilung von z in
eine solche iibergefiihrt, deren Durchschnitt gleich Null ist. Divi-
dieren wir nun noch x — w3 durch ¢, so erhalten wir eine nor-
male Verteilung, deren Durchschnitt gleich Null und deren Streu-
ung gleich 1 ist, also eine standardisierte Normalverteilung. Wir
konnen also schreiben:

@a =
Ox

Dank dieser Beziehung kénnen wir von den Werten x der Ver-

teilung der Durchschnitte aus Stichproben von N Werten zu den

Abszissenwerten x einer standardisierten Normalverteilung iiber-

gehen.

Wir kénnen nunmehr auf die frither gestellte Frage, mit
welcher Wahrscheinlichkeit ein Durchschnitt 2 aus 16 Beobach-
tungen grosser als 14/100 min ausfallen werde, zurlickkommen.
Dem Wert # — 14 entspricht nach der Beziehung (4) ein Wert
von  der sich berechnet zu:

14 — 12,4

5
&5
Wenn wir die Werte von u; und o; gemiss den Beziehungen
(3) in (4) einsetzen, erhalten wir:

P =2,337

(6) wi— w_';l I~

Wie gross ist die Fliche der standardisierten Normalvertei-
lung, die rechts von der Ordinate im Abszissenwert x = 2,337
liegt? Um diese Frage zu beantworten, wollen wir einen Aus-
schnitt aus zwei Tabellen der standardisierten Normalverteilung
hersetzen. Es bestehen zwei grundsétzlich verschiedene Moglich-
keiten, die Werte von x und die entsprechenden Flichen einan-
der gegeniiberzustellen. Im ersten Fall gibt die Tabelle eine
Reih: von regelmiissig aufeinanderfolgenden Werten von x und
die zugehorigen Werte A der Flidchenanteile der rechts von @
liegenden Fliche an der Gesamtfliche der standardisierten Nor-
malverteilung. Die Tabelle 2 zeigt fiir einige Werte in der Néhe
von x — 2,337 die Werte 4 wie untenstehend dargestellt. Rechts
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Tabelle 2.
@ A 1 P
2,0 0,02275 0,04550
2,1 0,01786 0,03573
2,2 0,01390 0,02781
2,3 0,01072 0,02145
2,4 0.00820 0,01640
2,5 0,00621 0,01242
2,6 0,00466 0,00932

von z = 2,3 liegen demnach 1,072 °/, der Fliche der standardi-
sierten Normalverteilung, rechts von 2 — 2,4 noch 0,820 °/,- Wenn
wir keine besonderen Anspriiche hinsichtlich der Genauigkeit
stellen, konnen wir auch sagen, die Fldche rechts von x — 2,337
mache 1/100 der gesamten Flidche aus.

Kehren wir nun zu unserer urspriinglichen Frage zuriick!
Wir hatten feststellen wollen, mit welcher Wahrscheinlichkeit
bei der durch Bild 1 dargestellten Grundgesamtheit eine Stich-

probe von 16 Werten einen Durchschnitt z ergebe, der grosser
als 14/100 min sei. Antwort: Diese Wahrscheinlichkeit betrigt
1/100. Oder anders ausgedriickt: Von allen zufdllig herausge-
griffenen Stichproben von je 16 Werten wird etwa jede hun-

dertste einen Durchschnitt = ergeben, der grosser ausfillt als
14/100 min.

In vielen Féllen richtet man das Augenmerk bloss auf die
Abweichung des Durchschnitts z der Stichprobe vom Durch-

schnitt u der Grundgesamtheit. Ob = grosser oder kleiner sei
als u ist oft belanglos; wichtig ist lediglich der absolute Betrag

des Unterschiedes |u — 5[ — d. Infolgedessen frdgt man dann

auch nicht nach der Wahrscheinlichkeit, dass x grosser sei als
ein bestimmter Wert, wie wir dies oben taten, sondern man
sucht die Wahrscheinlichkeit dafiir, dass der Durchschnitt einer
Stichprobe kleiner als u — d oder grosser als u -} d ausfalle.

Da aber die Normalkurve symmetrisch ist, erhalten wir die
gesuchte Wahrscheinlichkeit fiir den Anteil der links von — z
und rechts von 4 x liegenden Flidche an der Gesamtfliche der
standardisierten Normalverteilung, die wir mit P bezeichnen, in-
dem wirdieoben angegebenen Flichenwerte verdoppeln (Tabelle2).
Wir hatten u — 12,4 als Durchschnitt der Grundgesamtheit. Wenn

wir nach der Wahrscheinlichkeit fragen, dass der Durchschnitt x
einer Stichprobe von 16 Werten kleiner als 10,8 oder grosser als
14,0 ausfalle, so gibt uns die obige Tabelle darauf die Antwort:
Die Wahrscheinlichkeit P betrédgt rd. 2 9/,. Von allen zufélligen
Stichproben von je 16 Werten aus unserer Grundgesamtheit

werden demnach rd. 2°/, einen Durchschnitt x ergeben, der
kleiner als 10,8 oder grosser als 14,0 ausféllt, oder der vom
«theoretischen Durchschnitt» (dem Durchschnitt der Grundge-
samtheit) u — 12,4 um mehr als 1,6 abweicht.

Eine zweite, grundsétzlich verschiedene Art, die standardi-
sierte Normalverteilung zahlenméssig zu erfassen, besteht da-
rin, von der Flidche P auszugehen und die zugehorigen Werte
von x anzugeben. Wir wollen aus einer derartigen Tabelle wie-
derum einen Teil wiedergeben, und zwar einen
solchen in der Ndhe von x — 2,337 bzw. P — 0,02. P x
Nach den nebenstehenden Zahlen liegt 1°/, der ——
Fliche der standardisierten Normalverteilung aus- 0,01 | 2,576
serhalb von v — — 2,576 und » — -} 2,576. Ausser- 0,02 | 2,326
halb von  — — 1,960 und * — - 1,960 liegen 59/, 0,03] 2,170
der Gesamtfliche. Auf die Verteilung der Durch- 0,04 | 2,054

schnitte = von je 16 Werten aus unserer Grund- 0,05] 1,960
verteilung lassen sich die soeben angefiihrten Werte von z wie

folgt ilibertragen. Nach (5) finden wir fiir T:

— o
(6) z=u+ a— VN

Setzen wir u — 12,4; 02 —17,5; N = 16, so finden wir leicht zu
den oben angegebenen Werten von P und x die zugehorigen
Werte von x, wobei zu beriicksichtigen ist, dass r jeweilen posi-
tiv und negativ zu wéahlen ist (Tabelle 3).

Tabelle 3: Sicherheitsschwellen fiir # und =

8|

7 x
0,01 2,576 10,64 14,16
0,02 2,326 10,81 [ 13,99
0,03 2,170 10,91 | 13,89
0,04 2,054 10,99 | 13,81
0,05 1,960 11,06 13,74

Von den zufillig herausgegriffenen Stichproben weisen 1 °/,
einen Durchschnitt auf, der kleiner als 10,64 oder grosser als
14,16 ist. Kleiner als 11,06 oder grosser als 13,74 sind 5 9/, der
Durchschnitte aller Stichproben von je 16 Einzelwerten.

Man pflegt in der neueren mathematischen Statistik die

Werte von 2 und von z, die zu P — 0,01 und P — 0,05 gehoren,
als die Sicherheitsschwellen zu bezeichnen. Die Werte, die zu
P = 0,05 gehoren, heissen die inneren, die zu P — 0,01 gehoren-
den die dusseren Sicherheitsschwellen.

Wenn ein aus 16 Einzelwerten berechneter Durchschnitt

innerhalb der inneren Sicherheitsschwellen z — 11,06 und z —
13,74 liegt, betrachten wir den Unterschied zwischen dem in
Frage stehenden Durchschnitt und dem «theoretisch zu erwar-
tenden» Wert u — 12,4 bloss als =zufdllig. Liegt dagegen der
berechnete Durchschnitt ausserhaldb der dusseren Sicherheits-

schwellen x — 10,64 und x — 14,16, so betrachten wir ihn als
wesentlich verschieden von dem theoretisch zu erwartenden Wert
u = 12,4. Wir sagen dann, der Unterschied sei gesichert (daher
die Bezeichnung Sicherheitsschwelle).

Die Wahl dieser Sicherheitsschwellen bei P — 0,05 und P —
0,01 ist bis zu einem gewissen Grade willkiirlich; diese Grenzen
haben sich im Versuchswesen als zweckmissig erwiesen. Man
kann aber selbstverstidndlich strengere oder weniger strenge
Masstédbe anlegen.

Um die Zweckméssigkeit der oben angegebenen Sicherheits-
schwellen beurteilen zu kénnen, muss man sich noch ihre prak-
tische Auswirkung vergegenwirtigen. Wenn wir die #Husseren
Sicherheitsschwellen bei P — 0,01 wéhlen, so bedeutet dies, dass

wir alle Durchschnitte #, die kleiner als 10,64 oder grosser als
14,16 ausfallen, als wesentlich verschieden von u — 12,4 betrach-
ten. Das bedeutet, dass wir praktisch annehmen werden, die 16
Werte stammten aus einer anderen Grundgesamtheit als der in
Bild 1 angegebenen. Wir sind uns bewusst, dass wir damit auch
Stichproben als nicht aus dieser Grundgesamtheit stammend be-
zeichnen werden, die eigentlich aus ihr hervorgehen, aber zufdillig
einen Durchschnitt aufweisen, der ausserhalb der dusseren Sicher-
heitsschwellen liegt. Da wir aber wissen, dass dies in 19/, aller
Stichproben aus der Grundgesamtheit der Fall sein wird, kennen
wir das Risiko, das die Wahl der Sicherheitsschwelle P — 0,01
mit sich bringt.

Damit haben wir die Anwendung der klassischen Fehler-
rechnung auf das Priifen von Durchschnitten erlidutert. Es bleibt
lediglich beizufiigen, dass wir nicht nur den Unterschied zwi-
schen dem Durchschnitt einer Stichprobe und dem Durchschnitt
der Grundgesamtheit, sondern auch den Unterschied zwischen
den Durchschnitten zweier Stichproben priifen koénnen. Wir
wollen uns mit dieser Feststellung hier begniigen, da diese Er-
weiterung der Fehlerrechnung nichts grundsétzlich Neues bringt.

(Schluss folgt)

Das vorfabrizierte Haus System Schindler-Gohner

Durch Studien und Versuchsausfiihrungen, die zwei Jahre
in Anspruch genommen haben, hat der durch seine Luftschutz-
bauten bekannt gewordene Architekt G. Schindler in Ziirich in
Zusammenarbeit mit der Firma Ernst Gohner A.-G. (Ziirich)
ein System der Vorfabrikation zur Reife entwickelt, das nach-
stehend so genau beschrieben werden soll, als es die Interessen
der Erfinder zulassen. Denn mit dem Augenblick, da der seit
langem erhobene Wunsch nach Industrialisierung des Wohnbaues
an einem Punkte Wirklichkeit zu werden beginnt, muss sich der
Redaktor des Fachblattes mit Bedauern davon Rechenschaft
geben, dass er nun auch auf dem Gebiet der Architektur aus
versténdlichen Griinden jener Zuriickhaltung begegnet, die in
der Industrie liblich ist und leider schon manche Darstellung
aus dem Gebiet der Maschinentechnik verunmoglichte.

So mogen fiir heute unsere Leser mit einigen Andeutungen
iiber die grundsétzliche Losung vorlieb nehmen. Fundament und
Dach des Hauses (bei den an der Ueberlandstrasse in Ziirich-
Schwamendingen soeben erbauten zweistdckigen Vierfamilien-
Héusern auch das gemeinsame Treppenhaus) werden nach her-
kommlicher Weise ausgefiihrt, sodass sich die Vorfabrikation
auf die eigentlichen Wohngeschosse beschridnkt. Hier allerdings
ist sie sehr weit gediehen. Sdmtliche Wédnde und die Decken
werden als Schreinerarbeit in der Werkstéitte hergestellt und
dort auch sogleich mit allen Teilen der Einrichtung versehen,
die normalerweise an den betreffenden Wiéinden vorhanden sind:
also Fenster, Rolliden, Vorhangschienen, Tiiren, Leitungen fiir
elektrischen Strom. Diese Winde sind in Elemente unterteilt,
die so gross sind, dass sie von zwei bis vier Mann mit Hilfe
einfacher Walzen und Flaschenziige (siehe Bild 1 bis 6) am Bau
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