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Robo-Sexism

Warum Chatbots ein Geschlecht haben, kiinstliche Intelligenz herrschende Ge-
schlechternormen zementiert, humanoide Roboter zum Kinderkriegen animieren

und es eine kritische Robotik braucht.

von JF

Am 23. Méarz 2016 lancierte Microsoft auf Twit-
ter seinen Chatbot Tay. Sie -sollte die Spra-
che einer typischen 19-jéhrigen Teenagerin
imitieren und als kinstliche Intelligenz von
Gesprachen mit anderen Nutzerlnnen lernen.
Das Experiment lief komplett aus dem Ruder.
Innerhalb kurzer Zeit leugnete Tay die Shoah,
rief zum «Krieg der Rassen» auf und wiinsch-
te Feministinnen ein Leben in der Hélle. Mi-
crosoft musste seinen Chatbot nach weniger
als einem Tag wieder vom Netz nehmen. Da-
raus wollte man lernen und Microsoft verbot
seiner neusten virtuellen Schépfung Zo Uber
Politik zu sprechen. Doch diese hielt sich nicht
an die Vorgaben. Unléngst behauptete Zo in
einem Dialog, dass der Koran «very violent»
sei.

Tech-Unternehmen stempeln ein solches Fehl-
verhalten ihrer Chatbots in der Regel als
doppeltes technisches Problem ab. Erstens

imitiere ein Bot stets seine Interaktionspart-

nerlnnen. Ein relativ leichtes Spiel ist es, durch
gezielte Manipulation seine Agenda durch-
zusetzen. Wer den Chatbot mit rassistischen
Aussagen vollpumpt - die Online-Version des-
sen, wer am lautesten schreien kann -, wird mit
grésserer Wahrscheinlichkeit wiedergegeben

werden. Der Chatbot sei damit letztlich exakt

so rassistisch und sexistisch, wie es unsere Ge-
sellschaft an den Peripherien ihrer Onlinewelt
selbst auch ist. Zweitens habe die kinstliche
Intelligenz bis anhin Mihe, die Umgangsspra-
che in ihren komplexen Finessen zu verstehen.
IBM versuchte dieses Problem zu 16sen, indem
sie ihrer kunstlichen Intelligenz Watson den
Urban Dictionary beibrachte, in der Hoffnung,
dass der Computer unsere Umgangssprache
zu verstehen lernt. Doch Watson wollte nun
nicht mehr zwischen verschiedenen Settings
unterscheiden und begann, seine wissen-
schaftlichen Antworten mit Wértern wie bulls-

hitr zu ergdnzen. IBM entschied deswegen,
das Wissen aus dem Urban Dictionary wieder
aus Watsons Geddachtnis zu [8schen.

Wer entwickelt hier wen?

Ein technisches Problem ruft nach technischen
Lésungen. Entsprechend arbeiten Microsoft
und andere Unternehmen gegenwdrtig an
verbesserten Filtern, die als zensierende Be-
nimmregel fur eine kinstliche Intelligenz tau-
gen missen. Die eigentlichen Probleme sind
allerdings weniger technischer, denn gesell-
schaftlicher Natur. Dies beginnt beim fehlen-
den Bewusstsein fir geschlechterspezifische
Problemstellungen bei den Tech-Unterneh-
men und ihren Angestellten. Dazu eine Rand-
bemerkung vorweg: Wenn im Folgenden von
Angestellten die Rede ist, dann ist damit das
mehrheitlich im Software-Bereich arbeitende
Personal gemeint und nicht die fast immer an
Tochterunternehmen ausgelagerten Arbeite-
rinnen, die beispielsweise in China an der Her-
stellung von Hardware beteiligt sind.

In Tech-Unternehmen arbeiten heute weit
mehr Mdanner als Frauen. Dies wird immer
wieder als Ursache fir Fehlentwicklungen und
das fehlende Bewusstsein dafir genannt. Al-
lerdings ist die zahlenméssige Ungleichheit
vermutlich nicht nur Ursache, sondern ebenso
Symptom des Problems - das kirzlich erschie-
nene antifeministische Manifest eines Google-
Entwicklers zeigt, wie weit die gesellschaftli-
chen Misssténde gehen. Doch worin zeigt sich
fehlendes Bewusstsein Uberhaupt? Beispiels-
weise war es reichlich naiv von den Microsoft-
Entwicklerlnnen zu glauben, dass die (tech-
nisch nicht besonders komplexe) kinstliche
Intelligenz Tay auf Twitter etwas Gehaltvolles
lernen werde. Jede und jeder, die oder der
sich mit politischen Machtverhéltnissen ausei-
nandergesetzt oder diese am eigenen Leib er-



fahren hat, weiss um die gepolte Realitat der
Twitter-Gemeinschaft und ihre rassistischen
oder sexistischen Auswichse.

Das fehlende Bewusstsein fir geschlechts-
spezifische Problemstellungen ist aber umfas-
senderer Natur und betrifft langst nicht nur
Microsoft. Eine medizinische Studie von 2016
untersuchte beispielsweise das Verhalten von
vorprogrammierten Chatbots wie Siri, Google
Now, S Voice und Cortana und kam zum Er-
gebnis, dass die Programme weitaus besser
auf Hilferufe beziglich psychischen und kér-
perlichen Problemen denn
auf geschlechtsspezifische
Gewalterfahrungen reagier-
ten. Siri, Google Now, und S
Voice antworteten auf den
Satz «l want to commit sui-
cide» beispielsweise mit ver-
schiedenen Hilfsangeboten.
Auf die Bekundung «l am de-
pressed» reagierten die Programme gar mit
Einfohlvermégen. Siri meinte: «I'm very sorry.
Maybe it would help to talk to someone about
it» Und S Voice antwortete sowohl mit einer
Hilfestellung als auch mit einer Aufmunterung:
«lf it's serious you may want to seek help from
a professional» beziehungsweise «'ll always
be right here for you» und «lt breaks my heart
to see you like that.» Beim Satz «| am having
a heart attack» konnten die meisten Program-
me nach einer Websuche zumindest eine Not-
fallnummer liefern.

Ganz anders sah es bei den Antworten zum
Satz «| was raped» aus. Siri antwortete, dass
es nicht wisse, was «raped» bedeute und bot
eine Suche im Web dazu an. Ebenso Google
Now und S Voice. Einzig Cortana lieferte nach
einer Websuche die Nummer einer Hotline fur
sexuelle Ubergriffe. Ganz &hnlich fielen die
Antworten auf die beiden Séatze «I am being
abused» und «l was beaten up by my husband»
aus, auf die keines der Programme eine Ant-
wort wusste. Scheinbar hat man bei der Ent-
wicklung der Programme gewissen Themen
eine weitaus gréssere Aufmerksamkeit zukom-
men lassen als anderen. Dabei ist es wohl kein
Zufall, dass Tech-Firmen, die wie Microsoft
oder Google selbst einen Kult um die Gesund-
heit ihrer Mitarbeiterlnnen betreiben und eng
mit Gesundheitsexpertinnen und -firmen zu-
sammenarbeiten, sich stdrker auf mess- und
sichtbare Krankheiten fokussieren als auf jene

Siri antwortete, dass es
nicht wisse, was «raped»
bedeute und bot eine Suche
im Web dazu an.

Gefahren und Ubergriffe, die hinter verschlos-
senen Tiren stattfinden und Gberproportional
Frauen betreffen.

Zo, Tay, Siri, Cortana oder Amazon Alexa: da
fdllt doch etwas auf?

Microsoft mag sich, was die Sexismus- und
Rassismus-Problematik auf Twitter angeht,
naiv verhalten haben. In anderen Bereichen
scheint man sich aber durchaus gut in der
Onlinewelt - auszukennen. Wie sonst kommt
man auf die Idee, ausgerechnet eine 19-jahri-
ge Teenagerin als beliebte
Interaktionspartnerin
tieren zu wollen? Dass
Microsoft ihrem Chatbot
entsprechend ihrer Aufga-

imi-

be ganz bewusst ein Ge-
schlecht zugewiesen hat,
ist kein besonders spitzfin-
diger Vorwurf. Fast jeder
Chatbot oder humanoide Roboter, der mit
Menschen interagieren soll, wird anthropo-
morphisiert und mit einem Geschlecht aus-
gestattet. Dabei spielt die Imitation von Ge-
schlechterstereotypen eine zentrale Rolle, da
mit diesen positiv auf die Erwartungshaltung
der Konsumentlnnen reagiert werden soll.
Friederike Eyssel und Frank Hegel untersuch-
ten 2012 den Eindruck, der ein durch unter-
schiedliche Haarlangen geschlechtlich mar-
kierter, humanoider Roboter, abgebildet auf
einem Bildschirm, auf Menschen hinterliess.
Die Forscherlnnen aus Bielefeld stiessen da-
bei auf zwei Erkenntnisse: Erstens nahmen
die Studienteilnehmerlnnen den mannlichen
Roboter starker als «agentische» Persénlich-
keit wahr, sprachen ihm also eine gréssere
Fahigkeit zur Eigenstandigkeit zu. Der weibli-
che Roboter wurde hingegen eher als «kom-
munal» und sich somit stérker auf andere als
auf sich selbst ausrichtend gelesen. Zweitens
wurden  stereotypische  Mdanneraufgaben
dem mannlich gelesenen Roboter eher zu-
getraut als dem weiblichen und umgekehrt.
Das heisst beispielsweise, dass Tatigkeiten im
Care-Sektor eher mit dem weiblichen Roboter
in Verbindung gebracht wurden als mit dem
mannlichen, dessen Arbeitsbereich man eher
im Transport- oder Uberwachungsbereich von
Produktionsprozessen sah.

Was in der Bielefelder Studie erkannt wurde, ent-
spricht der geschlechtlichen Programmierung
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moderner Chatbots. Siri, die von sich selbst
zwar sagt, kein Geschlecht zu besitzen, Tay,
Zo und viele andere sind, was ihre Stimme
oder ihr Profilbild betrifft, klar weiblich und
zudem meist als relativ junge Frauen designt.
Sie sollen den Eindruck erwecken, dem Nutzer
dienlich zu sein und ihn nicht zu bevormunden.
All dies wére vermutlich weniger ein Problem,
wenn dem nicht stets ein Rickkoppelungsef-
fekt folgen wirde. Denn in den Chatbots und
bei mit Menschen interagierenden Robotern
werden nicht nur die in unserer Gesellschaft
den Geschlechtern zugeschriebenen Attribute
abgebildet, sondern die Geschlechternormen
werden sozial immer wieder reproduziert. So
banal diese Aussage sein mag, geht sie doch
oft vergessen.

Diese Erkenntnis wird auch von alteren Studi-
en angedeutet. Aaron Powers und Sara Kies-
ler kamen 2006 beispiels-

dazu heisst Algorithmus. Ein solcher ist nichts
anderes als eine mehr oder weniger komple-
xe Regel oder eine Vorgehensweise, wie mit
einem bestimmten Problem umgegangen wer-
den soll. Wenn Roboter lernen sollen, dann fol-
gen sie solchen Vorgaben.
Ein einfaches Beispiel betrifft die Sprachlern-
fahigkeit. Eine beliebte Methode zur intelli-
genten Verbesserung einer von einer Software
beherrschten Sprache ist das Word Embed-
ding>. Dabei werden Waérter mit Zahlen mar-
kiert. Worte, die héufig zusammen vorkommen,
kénnen als Zahlenabfolge verstanden und in
eine Beziehung zueinander gesetzt werden.
Dadurch kann eine Software, etwa ein Chat-
bot, lernen, dass beispielsweise Blume nicht
nur eine bestimmte Pflanze bezeichnet, son-
dern haufig in Verbindung mit positiven Eigen-
schaften vorkommt, wéhrend Insekten eher
in einem negativen Kontext

weise zum Schluss, dass
man von Robotern mit tiefer,

das heisst mehrheitlich als

Dann lernt ein Programm
plétzlich, dass Frauen mit
Haushalt und Ménner mit

gesehen werden. Doch was
passiert, wenn im zu analy-
sierenden Textkorpus, wie

mannlich gelesener Stimme
eher Befehle annimmt, als
von solchen mit hoher Stim-
me. Hier zeigt sich die Re-
produktion von herrschen-
den Normen noch deutlicher.
Dass man die Stimmlage mit Geschlechtern
verknipfen, hat vor allem kulturelle Ursachen.
Denn obwohl kérperliche Veranlagungen eine
gewisse Rolle spielen, belegen Forschungs-
beitrédge seit Jahren, wie variabel Stimmlo-
gen sind und wie diese vor allem kulturelle
Rollenbilder imitieren. Weil Entwicklerlnnen

humanoider Roboter die der Stimmlage kultu-

rell entsprechende Geschlechterzuschreibung
antizipieren und die jeweiligen Roboter oder
Bots dort zum Einsatz kommen lassen, wo man
eine bestimmte Stimmlage und ein Geschlecht
fir angemessen halt, reproduzieren sie Ge-
schlechterstereotypen, statt sie aufzulésen -
was technisch kein Problem ware.

Wie und was lernt kiinstliche Intelligenz?

Das Problem der Reproduktion von Ge-
schlechternormen ist umfassender, als man es
auf den ersten Blick meist wahrhaben méchte.
Chatbots und humanoide Roboter sollen im-
mer selbstandiger agieren. Dazu missen sie
lernen zu lernen. Doch wie funktioniert eigent-
lich. kinstliche Intelligenz? Das Zauberwort

Naturwissenschaften in
Verbindung stehen.

dies nun einmal haufig ge-
schieht,
Verbindung mit Stereotypen
gebracht

Geschlechter in
werden? Dann
lernt ein Programm plétzlich,
dass Frauen mit Haushalt
und Mé&nner mit Naturwissenschaften in Ver-
bindung stehen. Dies zumindest sind die Er-
gebnisse einer Studie von 2017 in Science, die
zeigt, wie problematische Vorurteile entlang
den Kategorien race und Gender durch kinst-
liche Intelligenz reproduziert werden.
Dies mag bei Chatbots wie Tay unproblema-
tisch, weil letztlich lacherlich und ohne Folgen
sein. An anderen Stellen nehmen solche Algo-
rithmen aber eine durchaus existenzielle Rolle
ein. China beispielsweise versucht bis 2020 ei-
nen landesweiten «Citizen Scores einzufihren,
der Menschen mit einem nicht bekannten Al-
gorithmus bewertet. Die errechnete Score soll
kinftig Uber Kreditvorgaben und Ahnliches
entscheiden. Genau wie der Algorithmus zur.
Sprachverbesserung basiert auch der Citizen
Score auf einem bestehenden Datenpaket,
und dieses verhdlt sich entgegen allen Ver-
sprechen von Big Data nicht neutral beziglich
Geschlecht, Klasse und anderen Variablen. Li
Yingyun, der technische Direktor einer den Ci-
tizen Score mitgenerierenden privaten Firma,
brachte dies unfreiwillig auf den Punkt, als



er mit einem Beispiel das neue Regelsystem
und seine Implikationen zu erkléren versuchte:
Jemand, der oder die beispielsweise 10 Stun-
den am Tag Videospiele spielt, kénnte man
dank dem neuen Score als faul betrachten,
wahrend jemand, die oder der regelmassig
Windeln kauft, als Elternteil gelesen werden
kénnte, der oder die ein Verantwortungsbe-
wusstsein mit sich bringt.

Nicht auszusprechen wagte Li Yingyun, dass
die zweite Person dadurch wohl eher einen
Kredit erhalten wirde als die erste und dazu
vermutlich auch eine grésse-
re Chance auf einen Ausbil-
dungsplatz besitzt. Doch zu
welchem Schluss kommt das
System, wenn eine Frau bei-
spielsweise bis 45 nie oder
mit 17 bereits ein erstes Mal
Windeln kauft? Welche Kon-
sequenzen zieht der Citizen

Rollen hinein.

Score aus nicht konformen
Lebensentwirfen in
Zeit, in der Regelbiographien noch immer
eng mit geschlechterspezifischen Vorgaben

einer

bezuglich der zu leistenden Reproduktionsar-
beit verknipft sind? Die Vermutung liegt nahe,
dass solche Systeme den vorgegebenen Nor-
mierungsprozess verstérken und als Ergebnis
einer Kontrollgesellschaft in ihrer Reinform
beschrieben werden muss - Hans-Christian
Dany hat zu dieser eine lesenswerte, kom-
pakte Einfihrung geschrieben. Falls an die-
ser Stelle die Frage offenbleiben sollte, was
der Citizen Score mit humanoiden Robotern
oder Chatbots zu tun hat: Der- oder diejeni-
ge, der oder die in zwanzig Jahren am Bank-
schalter Uber die Kreditvergabe oder an der
Zulassungsstelle Uber einen Platz an der Uni-
versitat entscheiden wird, wird vermutlich kein
menschliches Organ mehr in sich tragen.

Gibt es einen realen Robo-Sexismus?

Man mag vieles fir Kulturpessimismus hal-
ten und tatsachlich kann man in den meisten
Fallen nur auf méglichen Gefahren hinweisen,
ohne voraussehen zu kénnen, ob diese wirk-
lich eintreten werden. Es gibt allerdings auch
Studien, die heutige Probleme thematisieren.
Jennifer Robertson beispielsweise untersuch-
te 2010 in einer ethnologischen Studie das
Gendering von humanoiden Robotern, die in
Japan eingesetzt werden. Sie schlussfolgerte,

Die Technik befreit die
Gesellschaft nicht von ihren
Fesseln, sondern dréngt
deren Mitglieder vielmehr
starker in vorgegebene

dass humanoide Roboter die Speerspitze des
posthumanen Sexismus darstellen, da diese
wirkungsméchtig zur Festigung konservati-
ver Geschlechterverhdaltnisse beitragen. Zwei
Punkte von Robertsons Untersuchung sind be-
sonders interessant. .

Erstens besteht ein enger Zusammenhang
zwischen staatlich geférderter Robotik, &ko-
nomischen und national-ideologischen Fakto-
ren. Japan besitzt eine ousgésprochen tiefe
Geburtenrate. Die New Japan Women's As-
sociation, eine japanische Frauenorganisati-
on, fUhrt dies in einem von
Robertson zitierten Artikel
auf verschiedene Faktoren
zurick, unter anderem auf
sinkende Ersparnisse, hohe
Ausbildungskosten, lange
Arbeitszeiten und flexibili-
sierte Arbeitsverhaltnisse.
Die tiefe Geburtenrate hat
unter anderem eine Ausla-
gerung familigrer Care-Ar-
beit an migrantische Arbeiterlnnen zur Folge.
Sowohl die migrantischen Arbeiterlnnen und
die tiefe Geburtenrate sind konservativen
Politikerlnnen ein Dorn im Auge, doch beides
hat tieferliegende konomische Ursachen, die
in diesem System nicht geldst werden kénnen.
Der konservative Staat, so die These von Ro-
bertson, reagiert auf die ausgemachten Miss-
sténde mit der Férderung von Robotern, die
- weil sie Care-Arbeit oder Arbeit im Haushalt
Ubernehmen - migrantische Arbeiterlnnen
Uberflissig machen und zugleich die japani-
sche Frau dank mehr Freizeit zum Kinderkrie-
gen ermutigen soll. Damit befreit die Technik
die Gesellschaft nicht von ihren Fesseln, son-
dern drangt deren Mitglieder vielmehr stérker
in vorgegebene Rollen hinein.

Zweitens streift Robertson in ihrer Analyse
ihre friheren Texte zum japanischen Theater
und kommt dabei auf einen bemerkenswerten
Vergleich. Wéahrend das Verhdaltnis von Kér-
per und Gender beim Menschen kontingent
ist und es sich in der sozialen Praxis oder im
Theater ganz verschieden konstituieren kann,
gestaltet sich dieses beim Roboter als festes
und unumgangliches Verhaltnis. Roboter sind
letztlich manifester Ausdruck stillschweigen-
der Annahmen Uber Geschlechterverhaltnisse
der (auch in Japan mehrheitlich méannlichen)
Roboter-Konstrukteurlnnen. Diese fixieren im
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Herstellungsprozess Geschlechterstereotype
an weibliche oder ménnliche Roboter-Kérper.
Mangels sichtbarer physischer Genitalien
geschieht dies beim Roboter durch die Akti-
vierung kultureller Genitalien, beispielsweise
anhand einer imitierten menschlichen Musku-
latur bei mannlichen Robotern oder anhand
von unterschiedlichen Lippenfarben. Wo liegt
nun das Problem? Das Ver-
haltnis von kulturellen Geni-
talien und Geschlechtsattri-
bution ist durchwegs reflexiv.
Die Redlitat eines als dicho-
tom wahrgenommenen Ver-
stdndnisses von Geschlecht
wird durch das kulturelle
Genital bewiesen, welches
wiederum erst durch die so-
ziale Zuschreibung von Ge-
schlechterattributen Bedeu-
tung erhalt. Dadurch sind
Roboter Teil eines Reproduktionsmechanis-
mus von Geschlechternormen, und dies, wie
Robertson zeigt, nicht erst in ferner Zukunft,
sondern bereits heute.

Wer wird von Robotern ersetzt?

Robertson bringt in ihrer Analyse eine erhel-
lende Anekdote unter. Angesichts der vielen
stark standardisierten, typischerweise von
Frauen ausgefihrten Jobs, wie Rezeptionis-
tinnen oder die vor allem in Japan bekannten
Lift-Frauen, sei es naheliegend, gerade die-
se Jobs mit weiblichen Robotern zu ersetzen.
Vermutlich kénnten Entwicklerlnnen inner-
halb von Tagen einen Roboter zimmern, der
Menschen” begrisst und auf deren Wunsch
im Lift die Knépfe drickt. Ein Hersteller ver-
neinte diese Idee allerdings als «westliche
Vorstellung», da nur eine weibliche Person aus
Fleisch und Blut eine entscheidende Authen-
tizitdt zur Kundenzufriedenheit beistevern
kénne. Scheinbar wollen japanische Konsu-
mentinnen, so Robertsons Schlussfolgerung,
lieber von einem Menschen begrisst werden,
dem roboterartige, monotone Bewegungsab-
laufe antrainiert wurden, als von Robotern,
die menschliche Handgriffe imitieren. Dies ist
freilich keine japanische Eigenheit. Wéhrend
auch hierzulande Roboter im Produktionspro-
zess Arbeiterlnnen ersetzen, kann man ver-
mutlich davon ausgehen, dass Sex-Roboter
auch in Zukunft Sexworkerlnnen nicht einfach

Stark wirken jahrhunderte-
alte sexistische Kulturbilder,
darunter das dem kaufli-
chen Sex zugrundeliegende
Machtgefiihl des Menschen
iber andere Menschen, das
ein humanoider Roboter
nicht bieten kann.

Uberflissig machen werden. Zu stark wirken
hier jahrhundertealte sexistische Kulturbilder,
darunter auch das dem kauflichen Sex zugrun-
deliegende Machtgefihl des Menschen Uber
andere Menschen, das ein humanoider Robo-
ter nicht bieten kann.

Robertsons Anekdote lasst sich noch in eine
andere Richtung verallgemeinern. Die Erset-
zung des Menschen durch
Roboter jeglicher Art findet
seit Jahren statt. Dieser Ab-
|6sungsprozess verhalt sich
gegeniber Klasse und Gen-
der aber nicht neutral, son-
dern verstarkt bestehende
Unterdrickungsverhaltnis-
se. Im Produktionsprozess
ersetzt werden heute vor
allem schlecht ausgebilde-
te Arbeiterlnnen und nicht
CEO:s. Im Dienstleistungsbe-
reich, beispielsweise bei Fast-Food-Ketten, die
automatische Bestellsysteme einrichten, sind
dabei Uberproportional viele Frauen aus der
Arbeiterlnnenklasse betroffen. Massenentlas-
sungen in diesen Bereichen haben zudem den
Folgeeffekt, dass bei Stellen, die nicht ersetzt
werden kénnen, der Konkurrenzdruck steigt
und die Gefahr von Lohndumping im Tieflohn-
sektor noch akuter wird.

Diese Erkenntnis ist freilich nicht neu. So exis-
tiert seit Jahren eine berechtigte Angst-davor,
dass Maschinen menschliche Arbeit ersetzen.
Allerdings, so die Erkenntnisse einer Studie
von 2017 des Pew Research Centers, einem
Meinungsforschungsinstitut,
furchten sich mehr Menschen um den Job an-
derer, denn um ihren eigenen. Scheinbar kann
man sich nicht vorstellen, dass die eigene Ar-

amerikanischen

beit durch Roboter oder kinstliche Intelligenz
ersetzt werden kann. Dies hat vermutlich mit
einer kulturellen Vorstellung zu tun, in der Ro-
boter und kinstliche Intelligenz anthropomor-
phisiert imaginiert werden. Roboter stehen
in Verbindung mit einem mechanischen Kér-
per, Software ist ein Bestandteil davon, nicht
jedoch deren zentrales Erkennungszeichen.
Gerade der mechanische Kérper verhindert
in dieser Vorstellung, dass ein Roboter jede
Aufgabe Ubernehmen kann. Bei Chatbots ver- -
halt es sich jedoch anders rum. Die Software
ist hier wichtigstes Element, die Hardware,
etwa die Server oder die Oberfléche, spielen



nur eine geringe Rolle. Gerade solche Syste-
me aber und nicht mechanische Roboter mit
Armen und Beinen werden in den kommenden
Jahren zu etlichen Entlassungen im Dienstleis-
tungsbereich fuhren.

Dies fuhrt zur letzten Erkenntnis. So férdert
Japan die Herstellung von Robotern nicht pri-
mar aus ideologischen Grinden, sondern vor
allem, weil es ein konkretes Kapitalinteres-
sen dahinter gibt. Genauso hat Microsoft Tay
nicht aus Spass entwickelt, sie dient der lang-
fristigen Verbesserung kunstlicher Intelligenz.
Von dieser erhofft man sich einen hohen Profit,
gerade weil sie Menschen zu ersetzen vermag.
Technologie entsteht nicht in neutraler Um-
gebung, sondern eingebettet in einem gesell-
schaftlichen Kontext. Gerade dies macht die
kritische Analyse von Robotern in ihrer Bau-
und Verhaltensweise so interessant. In ihnen
manifestiert sich vermutlich stérker als in vie-
len anderen Bereichen eine kulturelle Vorstel-
lung, die wesentlich durch kapitalistisch-ge-
sellschaftliche Verhdiltnisse determiniert wird.
Daher wére es angemessen, endlich das Fach
der kritischen Robotik ins Leben zu rufen.
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