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B. Wissenschaftliche Mitteilungen

KrAaus D. ScumipT and MATHIAS ZOCHER, Dresden

Loss Reserving and Hofmann Distributions

1 Introduction

The present paper honours and applies the work of Martin Hofmann [1955] who
introduced a wide and most useful class of mixed Poisson distributions.

The mixed Poisson distributions introduced by Hofmann [1955] are called Hof-
mann distributions and they are grouped as three—parametric Hofmann families.
The most prominent examples of Hofmann families are the family of all Poisson
distributions and the family of all negativebinomial distributions, but the class of
all Hofmann distributions is much larger and permits a very flexible modelling
of claim numbers. An important property of all Hofmann distributions is the
property that the variance is always at least as large as the expectation, and that
the inequality is strict except for Poisson distributions; this property is shared
by many empirical claim number distributions. Moreover, Hiirlimann [1990] has
shown that the maximum-likelihood estimator for the expectation of a Hofmann
distribution agrees with the sample mean.

A review of the basic properties of Hofmann families and Hofmann distributions
will be given in Sections 2 and 3 of this paper, and a short proof of Hiirlimann’s
result on maximum-likelihood estimation of the expectation of a Hofmann
distribution will be given in Section 4. These results will be needed in the

subsequent sections on loss reserving.

Hofmann distributions have shown to be useful in the construction of models for
ratemaking, in particular in motor car insurance; see Kestemont and Paris [1985]
as well as Walhin and Paris [1999, 2001]. In the present paper we shall show
that Hofmann distributions are equally useful in the construction of models for
loss reserving; for general information on loss reserving we refer to Radtke and
Schmidt [2004].

The models for loss reserving considered here are models for the prediction of the
number of outstanding claims. These are claims which have already incurred but
have not yet been reported to the insurance company (IBNR claims). The earliest
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models for the prediction of the number of outstanding claims are the Poisson
model of Hachemeister and Stanard [1975], who used maximum-likelihood
estimation, and the multinomial model of Witting [1987], who used credibility
prediction. In a sense, the ideas of both of these papers have been combined
by Schmidt and Wiinsche [1998], who used maximum-likelihood estimation in a
special case of the multinomial model.

As a first step in the construction of a model for the prediction of the number of
outstanding claims, we consider a family of random variables {Z; .}, eqo,1,....n}
where Z; . 1s interpreted as the number of claims which have incurred in
the relative accident year i € {0,1,...,n} and are reported with a delay of
ke {0,1,...,n} years in the relative development year k. We assume that the
incremental claim numbers Z; j, are observable for i+ k < n and non—observable
for i+ k > n. The observable incremental claim numbers are presented in a run—
off triangle:

Accident ‘ Development Year

Year 0 | v K N ) .. n—1 n

0 20,0 Zo,1 v Zok vwa  Bleh s Dhpesl B
| Z10 Zi vee Bk cve Blm=i e Blm—i

i Zio Zi oo ik vor Lim—i

n-—k Zn—k‘,() Zn—-k,l Zrl%k‘,k

n—1 Zn-10  Zn-1,

n Zno

The quantities of interest are the ultimate aggregate claim numbers

n
Si,-n = Z Z’i,k ’
k=0

For 7 € {l,...,n}, the ultimate aggregate claim number S; ,, is non-observable
and has to be predicted on the basis of the observable incremental claim numbers.
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As a second step in the construction of a model for the prediction of the number

of outstanding claims, we assume that the family of incremental claim numbers

satisfies the assumption of the multiplicative model:

- There exist parameters v, oy, ..., a, € (0,00) and Vo, vy,..., ¥, € (0,1)
with 37" W = 1 such that the identity

E[Z; 1] = a0

holds for all i,k € {0,1,...,n}.
In the multiplicative model, the expected ultimate aggregate claim numbers satisty

E(8:n] = o .

Therefore, the expected ultimate aggregate claim numbers can be estimated
by estimating the parameters o, ,...,q,. The different accident years are
connected among each other by the common development pattern Vo, 0y, ..., Uy,

The assumption of the multiplicative model is, in particular, fulfilled when the

family of incremental claim numbers satisfies the assumptions of the Poisson

model.:

- The family {Z; x}i kefo,1,..,n} 18 independent.

- There exist parameters o, oy, . . ., &, € (0, oo) and Py, Yy, ..., ¥, € (0,1)
with >0 ) = 1 such that, for all i,k € {0,1,...,n}, the distribution
of Z;  is the Poisson distribution with expectation cv;iy.

Under the assumptions of the Poisson model, Hachemeister and Stanard [1975]

have shown that the maximum-likelihood estimators of the parameters vy, vy,

.., v, agree with the chain-ladder estimators

n—I

U
n z b_j,t
Yin T Yin-—i n—

l
l:n—i--!—l Z *S’J'.l*l

3=0

of the expected ultimate aggregate claim numbers; details on chain-ladder
estimation may be found e.g. in Schmidt [2002; Abschnitt 11.3] or in Schmidt

[2004a].

In Section 5 of the present paper we review the Poisson model, and in Sections
6 and 7 we introduce two general multiplicative models which generalize the
Poisson model and which contain only the Poisson model as a common special
case. In both models, the assumption of independent incremental claim numbers
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is dropped and the distributions of the incremental claim numbers are Hofmann
distributions. In each of these models, we show that the maximum-likelihood
estimators of certain parameters agree with the chain—ladder estimators of the
expected ultimate aggregate claim numbers. We thus obtain two extensions of
the result of Hachemeister and Stanard [1975] and we also capture a related
result of Schmidt and Wiinsche [1998] for a model in which each of the ultimate
aggregate claim numbers has a negativebinomial distribution.

We also present a variety of additional results which indicate that one should be
most careful with the choice of a model and a method of prediction or estimation.
For example, if in the models of Sections 5, 6 and 7 all parameters are assumed
to be known, then maximum-likelihood estimation is meaningless and credibility
predictors may be used instead to predict the ultimate aggregate claim numbers,
but the credibility predictors usually differ from the chain—ladder predictors. Also,
even in the case where all parameters are unknown, the maximum-likelihood
estimators of the expected ultimate aggregate claim numbers may differ from the
chain—ladder estimators, as can be seen from the model considered in Section 8.

2 Hofmann Families Revisited

In the present section we consider a family {Q); }icr, of claim number distribu-
tions B(R) — [0, 1] and a sequence {IIj}ren, of functions Ry — [0, 1] such
that the identity

Que[{k}] = Mk (t)
holds for all £ € R} and k& € Np.
The family {Q¢}ier., is said to be the Hofmann family H(a, p, ¢) with parameters

a € Ry and p, ¢ € (0,00) if there exists a differentiable function v, p .: Ry — R
such that v, , .(0) = 0 and

qu.,p.c

p
P =
dt (*)

(1+ct)®
“0("') = (’XI)(_UrL,li.rt(t))

(—t)k (lkn()
t
k! dtk (*)

holds for all ¢ € R. The Hofmann family was introduced by Hofmann [1955].

[ (t) =
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Throughout this section, we assume that {();};er, is the Hofmann family
H(a, p,¢). Integration yields

(pt ifa=20
Va,p,c(t) = < - log(1+ct) if a =1
a,p,c C

p (1+ct)' =2 —1

if a € (0,1)U(l,00)
\ ¢ | —a

for all t € R ;. The cases a = 0 and a = | are of special interest:

2.1 Examples
(1)  Poisson case. In the case a = 0, one has

Ak
Qi[{k}] = exp(—pt) (‘I;')

for all £ € Ry and k € Ny.
(2)  Negativebinomial case. In the case a = I, one has

for all t € Ry and k € Ny.
The Poisson case and the negativebinomial case are in a sense singular cases
within the collection of all Hofmann families: In the Poisson case the parameter
¢ does not matter, and in the negativebinomial case the function v, . depends
on the logarithm instead of a power of | + ct.

The key to the analysis of the Hofmann family H(a, p, c) is the following result:

2.2 Proposition There exists a probability measure Qg p.c B(R) — [0, 1] with
Qap.c[R4] = 1 and such that

’ /\, k
Qi[{k}] = /R exp(—At) (—%d(l)”,p,f.(/\)

holds for all t € R and k € No.

Since the function Iy is completely monotone, Proposition 2.2 follows from the
Bernstein—-Widder Theorem; see e.g. Berg, Christensen and Ressel [1984].
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The mixed Poisson representation of the claim number distributions of the Hof-
mann family H(a, p, ¢) given by Proposition 2.2 yields the following fundamental
result on their probability generating functions:

2.3 Proposition The probability generating function of (), satisfies
mau(2) = exp(~Vape(t—t2)).

Proposition 2.3 yields all further properties of the distributions of a Hofmann
family which will be presented in the subsequent section.

3 Hofmann Distributions

In the present section we consider claim number distributions

Ta,p,c,t = {ﬂu,p,(:,t (}‘1) }r’cENn

with parameters a,t € Ry and p,c € (0,00) such that {7, ..} er, is the
Hofmann family H(a,p,c). We put

Va,peit +— Va,p,(:(t) .
Since 74 p.0(0) = 1, we assume throughout this section that ¢ € (0, c0).

As a first and immediate consequence of Proposition 2.3 we obtain a formula for
the expectation of m, p ¢ ¢:

3.1 Corollary The expectation of m, p . satisfies
E[wa,l),ff,t] = pt
and the variance of T, p ¢ Satisfies

var(mg pet] = pt+ acpt? .
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To proceed further, we define an auxiliary sequence hg p et = {hapei(k)ren,
by letting hg pc+(0) := 0 and

(31 if @ =0

K
' & ) if o = 1
klog(1+ect) \ |1 + ¢t

((,,41+A:1>( 1 )'( cl )"’

k | + ct . L e, TR, eo)
l o

\ I*(l—l—r't)

for all k& € N (where 8, is the Kronecker symbol). Then /i, ., is a claim
number distribution.

R poilk) =+

Kestemont and Paris [1985] have pointed out that every distribution of the
Hofmann family H(a, p,¢) is a compound Poisson distribution. The following

result makes this statement more precise.
3.2 Corollary The identity

(-Urz‘p,(ul‘)j

(e @]

=0
holds for all k € N,,.
Corollary 3.2 can be obtained by comparing the probability generating functions

of both sides of the identity; see Hess, Liewald and Schmidt [2002].

The following formula for the recursive computation of the Hofmann distribution
Ta,p.c.t 18 immediate from Corollary 3.2 and Panjer’s recursion; see ¢.g. Schmidt
[1996; Theorem 5.4.2] or Schmidt [2002; Folgerung 7.3.2]:

3.3 Corollary The identity
k j
ﬁ,t‘l,‘(:’t(k) = Z Va,p,c,t E ﬂ'a,p,(:,.',(k *1’) h‘fl.]},r'.!(.})

J=i

holds for all k € N.
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The identities of Corollaries 3.2 and 3.3 suggest to define another auxiliary
sequence g pet = {.(l'u,p,(:,t(k)}keN[, by letting

g(l,.p.c,t(k) = Va,p,c,t hu,p,r‘.t(k)

for all £ € Ny. Combining Corollaries 3.2 and 3.3 we thus obtain the following
result which is due to Hiirlimann [1990] and which will be the starting point of
the discussion in Section 4:

3.4 Corollary The identities

o0 *
Ga'p,e,t (k)
Wr;.p,c,t(k) - OXI)(_U(L,[),(f,ﬁ) Z u_.;u,;__lLt__

j=0

and

k
| ) . .
Tru,p,c,t(k) = Z ZJ .Q(z.p,c,t(j) Tru,p,(:,t(k_.j)

i=I

hold for all k € N.

In Section 4 we will also need the explicit form of the sequence ¢, , ., which
is easily obtained from the definition of A, p . ;:

3.5 Corollary The sequence g, p.c satisfies gop.e(0) =0 and

. ptfathk—1-1 l “roet \F
!/rz.[),(?.t(’i“) - k ( k-1 ) ([ + (f) ( | + ('fﬁ)

Sfor all k € N.

The final result of this section shows that the collection {7, et facR, pe,te0,00)
of all Hofmann distribution with parameter ¢ € (0,00) is identical with the
collection {mw,,(”}GGR,',,I,ICG(”,%) of all Hofmann distribution with parameter
t = 1:

3.6 Lemma For each t € (0,00), the Hofinann distributions w, p . and 7, pi o1,
are identical.

Proof We have v, p et = Va,pt,ct,i and Corollary 3.5 yields ga pc.t = Ga,pt,et,1-
Now the assertion follows from Corollary 3.4. L]



4 Maximum-Likelihood Estimation of the Expectation of a Hofmann
Distribution

The Hofmann distribution 7, ..o is concentrated in 0 and is thus without interest.
Throughout this section we assume that ¢ € (0,00). In this case, Lemma 3.6
yields

Nlt,p.r'.t == 7ru.,pt,r:f,| .
To estimate the expectation of a Hofmann distribution, it is therefore sufficient
to consider the collection of all Hofmann distributions 7, 1 with parameters
a € Ry and p,c € (0,00). To simplify the notation, we put

Ta,pe +— Ta,p,c,l
Uu‘p,(' = VIL.P.!"I
Ya,p,c ‘= Ja,p,c,|

In the present section, we consider maximum-likelihood estimation of the
expectation p of the Hofmann distribution 7, On the basis of a sample
X,,..., X,, from the Hofmann distribution 7, . with parameters a,p,c. We
therefore assume that the parameter p is unknown but we do not make such an

assumption on the parameters a and c.

By Corollary 3.4, the likelihood function is given by

m 00 * .
. .(l'u:p,(!(‘l‘!')
Diaip ol @15 vy Xm) 1= H exp(—Va,p,c) Z N

i=1 ] =0

and it follows that the log—likelihood function satisfies

m (o o] *1 >
. ; {I{L(,}"I).rf('l"’-)
l()g([;,,'p‘(r(.!'l i 8 o .If,,,) = —MVape “t E l()}.’, E |
i=1 7=0 J:

The partial derivatives of the log-likelihood function with respect to the para-
meters vanish if and only if the partial derivatives of the log-likelihood function
with respect to a bijective transformation of the parameters vanish.
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Following Hiirlimann [1990], we consider the map o : R} x (0,00) x (0,00) —
R x (0,00) x (0, 1) given by

a
& [ “ & —
el =12 l+c l+¢
C
c
|l +¢

Then p is a diffeomorphism with

a

a | l @
i 5] = bq I~

q o
q

| g

Therefore, the partial derivatives of log(La p c(21, ..., 2,)) with respect to a,p, ¢
vanish if and only if the partial derivatives of

log(LQ“'((‘z.b,q) (wl Yt 31"m))

m 00 ()'*';j.|( ( (Il,'i)
= —= I !/g—l(l.t,h,fl) + Z 1(){.’,(2 : (L"j)!‘q) )

i=1 §=0

with respect to a, b, ¢ vanish.

We shall now determine the partial derivative of log(Lg»w(a,,,’q)(:z;.,.‘.,;v,,,,))
with respect to the parameter ¢. To this end, we establish two lemmas:

4.1 Lemma

al/g"'(u,b,q) — b | u.
dq | — ¢

Proof Using the transformation p, we obtain

(bg if a=0

Vo1 (a,byq) = b(—log(l—q)) ifa=1
b L= (l_q)lﬁ“

\ | —a

if a € (0,1)U (1,00)
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and hence

O_UéL:("'["") == b LY
dq l —g

as was to be shown.

O]

In accordance with the definition of scalar multiples or sums of sequences, we
define the partial derivative of the sequence g, -1(a,5,q) With respect to ¢ to be the

sequence

{’).(]_Q Habyq) 0.(/9'(15,6;1)(‘!"')} ' .
q ' Ay kEN,

Then we have the following lemma:

4.2 Lemma The identity

19 (1()% Z /o '(u b, r.') (% )) 7,

}()

dq q
holds for all k € Ny.

Proof The definition of the partial derivative of the sequence g,-i(q,b,q) yields

()(I H) (a,b,q) (A)

=
Jq

for all £ € Ny and

0}*] "a,b,q) (k) P (')-(I‘.QAI(UJ’Y‘I) . (*(j-ml)
—J (')(1 J;_)"(n,l),q)

dq

for all j € N and for all & € Ny. Furthermore, Corollary 3.5 yields

Go-1(a,b,q)(0) = 0 and

b fa+k—1—1Y\ 4
yy"'(rt,b.q)(}i") — ; ( k —1 ) q

for all £ € N, hence

aljg a,b,q) /i
'—.L._._ k = — (] )_| a F k)
B (k) q -l ,b,{)(
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for all & € Ny, and now the second identity of Corollary 3.4 yields

agg*](a,h,q) "
dq

ke
Wg"(a,b,q)) (A) - - Trg"'(tc,b'q)(k)

q

for all & € Ny. Using the identities established so far and the first identity of
Corollary 3.4, we obtain

T o 189*7,‘_, by (K)
(,) log N *{ k o o '(a,b,q)
( U{') ‘; j! gQ l((l,b,({)( )) J! 0({

j=0

dq n = 1

Z ] 9o (a bg) (K)

j=0

o )
Z (((/g a bq) (} 1) )(A)
— 0 Ya,b,q
o ] ] ( 1)
— |
Z—i Q '(rabq) )

(’)q I(a,b,q) o0 (f'wl( b,q)

Yo Ya,bq Z Jo " a,b,q

—_— ik _— Ig:
( dq /] )( )

!
=0 J:

co *
Z g.r_)“"(u,b,q) (li)
i )¢

=0

(f)gg"(a,b,q)
(__a—q—__— * 7‘-g"(u,b,q)) (k’)

To=1(a,b,q) (k)

k
?l ’H‘Qﬁ|(“|b|q)(k)

To="(a,b,q) (k)

q
for all k& € Ny. ]

We are now ready to determine the partial derivative of the log-Likelihood
function log(Ly-1(a,p,q) (1, - - - , T )) with respect to the parameter ¢:



139

4.3 Lemma The partial derivative of log( Lo 5oty 0o a5 .r:,”)) with respect
lo the parameter q satisfies the identity

m

i)(l()p,' Lape(i, ... ,;,»,”)) U
' = —mb|—— + — Ti ;
Jq (l e fl) q ZT’

Proof The assertion follows from Lemmas 4.1 and 4.2.

We thus obtain the following result:

4.4 Theorem If p is a maximum likelihood estimator of p, then

m
[)‘ =i z‘(,‘,.

1=

Proof Since

I &3
pqu( )
I —q

the assertion follows from Lemma 4.3.

O

Theorem 4.4 is due to Hiirlimann [1990], but its proof presented here avoids his
general results on maximum-likelihood estimation.

5 The Poisson Model

We now turn to the problem of loss reserving for claim numbers and consider
a family {Z, k}, reqo,1,...n) Of random variables taking their values in Ny. The
random variables Z; ;. are called incremental claim numbers and the sum

is called the wultimate aggregate claim number of accident year i € {0,1,... n}.
We assume that the incremental claim numbers are observable for i+ k < n and

that they are non—observable for i + k > n.
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In the Poisson model introduced by Hachemeister and Stanard [1975], it is
assumed that the joint distribution of the family {Z; x}; ceqo,1,.. 0} satisfies

ﬂ m{ZiJ‘f = Zik} H H exp(—a; V) (on :"A)'

i=0 k=0 i=0 k=0
where g, v, ..., 0, € (0,00) and Dy, 9y,...,9, € (0,1) are parameters
satisfying ;' ¥ = 1. In this model,
- the family {Z,-!A;}‘,;.ke{w _____ n} Of incremental claim numbers is independent,
- for all i,k € {0,1,...,n}, the incremental claim number Z;, has the
Poisson distribution with expectation «;1;, and
- the expected ultimate aggregate claim number satisfies

E[Sé,”J =q;.
In particular, the expectation of any incremental claim number satisfies
E(Z; k]| = a0y .
Therefore, the Poisson model is a multiplicative model.

In the case where the parameters of the Poisson model are unknown, the
parameters may be estimated by the maximum-likelihood method. The following
result is due to Hachemeister and Stanard [1975]:

5.1 Proposition If &, 4y, ..., v, are maximum-likelihood estimators of v, oy,
(v, then oy, vy, ..., are the chain—ladder estimators of o, vy, ..., .

The link between chain—ladder estimation and maximum-likelihood estimation in
an arbitrary multiplicative model (and not only in the Poisson model) is provided
by marginal-sum estimation:

The assumptions of the multiplicative model imply

Z_: E[ZLA] = Z (.Y{L()A-
k=0 k=0

for all i € {0, 1,...,n} and

n—k n—*k

Z E[Jt e Z (Yi'ﬂk

i=0 i=0
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for all & € {0,1,...,n}. Because of these identities, it is quite natural to
estimate the parameters vy, vy, ...,a, and vy, ¥, ..., 1, by the marginal-sum

estimators o, oy, ..., &, and Yy, 9y, ..., v, which are defined to be solutions of

the marginal-sum equations

T —1 n—1i
E Z,;‘k = E (’i,;‘ﬂ,t\.
k=0 k=0

with i € {0, 1,...,n} and

n—k n—k
E Zig = E Uy,
1 =0 i=0

. ] —n ‘r\ = 1Q S|
with & € {0,1,...,n)} under the condition > ,_,vp = 1. It is well kr}own
and has been pointed out by Schmidt and Wiinsche [1998] that Imargmal—‘
sum estimators exist and are unique, and that the marginal-sum estimators of

v, vy, ..., agree with the chain-ladder estimators of the expected ultimate

aggregate claim numbers.

In order to prove that the maximum-likelihood estimators of the exp.cct.ed ul[in}ate
aggregate claim numbers agree with the chain-ladder estimators, 1t is theretore‘
sufficient to show that the maximum-likelihood estimators of the parameters of
the multiplicative model agree with the marginal-sum estimators.

In the case where the parameters of the Poisson model are known (which may be
the case when they are provided by external information which is not contz{med
in the run—off triangle), the ultimate aggregate claim numbers may be predicted
by the credibility method:

5.2 Theorem For every accident year i € {0, 1,...,n}, the credibility predictor

St of the ultimate aggregate claim number S ,, satisfies
n—t n
1 7 q "
Stw = S Zint Y 0]
k=1 k=n—i+l

By Theorem 5.2, which is a special case of Theorems 6.6 and 7.6 given below,
the credibility predictors of the ultimate aggregate claim numbers are predictors
of the Bornhuetter—Ferguson type; see Schnaus [2004].
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With regard to the first extension of the Poisson model which will be studied in
Section 6, we note that the assumption of the Poisson model is equivalent to the
assumption that the joint distribution of the family {Z; 4}, Ke{0,1,...,n) Satisfies

ﬁ ﬁ {Z'i>k = z‘i,k} ﬁ H (“(p /\8 l)A) (/\H l}k) ik

i=0 k=0 i=0 k=0 Zi k!

where \ € (0,00) as well as By, Bi,...,0, € (0,1) and Jg,%y,..., 9, € (0, 1)
are parameters satisfying > " (3 = >, _ 9, = 1. Then we have E[Z; ] =
AG;i¥y for all i,k € {0, 1,...,n}, and hence

3 3 Zix| =

i=0 k=0

This means that A is the expected total number of claims. The parameters (3; and
Y, may then be interpreted as the parts of the expected total number of claims
which belong to accident year ¢ or to development year k, respectively.

6 The First Extension of the Poisson Model

In the present section, we consider a first extension of the Poisson model and we
assume that the joint distribution of the family {ZM.},-,l,ce{o,[,___,”} satisfies

T T
ﬂ ﬂ {Zik = zik}

i=0 k=0

/ H HL‘{[) “‘“/\H P}A’) ()\‘[’l)k)w ’ lcgcz,p,r:()\)

i=0 k=0

where 8y, 01,...,08, € (0,1) and ¥y, ¥y,...,9, € (0,1) are parameters satis-
fying >0 0B = Dop_oPx = | and Qg p, is the mixing distribution of the
Hofmann family H(a,p,¢). In the case @ = 0 this model coincides with the
Poisson model.

Let us first study the present model in more detail.

6.1 Lemma The expectation of any incremental claim number satisfies

ElZ: k) = (Bide)p
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and the covariance of any two incremental claim numbers satisfies

cov(Zik, Zj1) = (Bi0%)(B;9) acp + (Bi0%) p di j Ok -

Proof The formulas for the expectation and the variance of Z; p are evident
from Pz, , = w(a,p,c, B;)) and Corollary 3.1. Furthermore, since

(Bi0%)* acp + (B;0k) p
= var(Z; ]

2
= E[Zix(Zix—1)) + E[Zix] - (f«:[z.,»,kj)

2
- (JH-L'"()A:)Z / /\2 (l(\?(t,-;),(:(/\) + (/}4 "()-’if)!) - ((ﬁzﬂi\) [))
JR

we obtain [, A*dQ, p..(\) = acp + p* and hence

for all 4,5, k,l € {0,1,...,n} such that i # j or k # .

cov(Zik, Zj) =B ZixZj1] — ElZiw] E[Z;]
=(B;9%)(3;%) / A\ Qup.c(N) — (Bidk)p (B p
JR

=(; V) (B;0) acp
]

Lemma 6.1 implies that, except for the case a = 0, any two distinct incremental
claim numbers are strictly positively correlated and are hence dependent. The
lemma also yields a characterization of the Poisson model as a special case of

the present model:

6.2 Theorem The following are equivalent:

(a)
(b)
(c)
(d)

Proof

There exist two distinct incremental claim numbers which are uncorrelated.
The family of all incremental claim numbers is uncorrelated.
The family of all incremental claim numbers is independent.
The family of all incremental claim numbers satisfies the assumption of the

Poisson model.

Assume first that (a) holds. Then there exist two incremental claim

numbers Z; p and Z;, such that i # j or k # [ with cov[Z; ., Z; ] = 0.Because
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of Lemma 6.1, this yields a« = 0. Therefore, (a) implies (d). The remaining
implications are obvious. O

Because of Lemma 6.1, the expectation of any incremental claim number satisfies
E[Zix] = (pBi) Uk .

Therefore, the present model is a multiplicative model, and summation yields

ZZZLR =P.
i=0 k

Therefore, the parameter p of the present model takes the role of the parameter A
in the Poisson model and the interpretation of the parameters (3, 3, ..., /3, and
Jo, Y1, . .., 1, is the same as in the Poisson model.

[n the case where the parameters of the present model are unknown, the
parameters may be estimated by the maximum-likelihood method:

6.3 Lemma The identity

no n—i Zik
n—i Z Z 2i,k nom—i

P (20 =} =542 H [ 5et—
i=0 k=0 H H Z'i,k‘! 5=l K= Z Z ﬁ W

1=0 k=0 7=0 [=0

n o n—i

- non-i n u.:i E E Z‘i,k
a,p . N Bidg,ey, Y, Bidy im0 km0

=0 k=0 =0 k=0

holds for every family {2k }ike{o,,....n},i+k<n & No, and the identity

n n—i
{Z Z Z!-,k‘ — Z} =TT n on—i n mn—i (Z)
a,p ., 2 Bidw,c L Z Bi

i=0 k=0 i =0 k=0 =0 k=0

holds for all z € Ny.
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Proof Summation yields

() N {Zik = 2ix}
=0 k=0
T /\f ) ik
——-/ H [T exp(=A8; :)A)( : ”‘) dQupe(N)
R0 k=0 2 k!

Zik

n—i
- (LZ;) AZ B k) ﬁ ﬁ B0y
n—i n nwn—3
H [T zix! =0k=0| 5 5 3,9

i=0 k=0 3=0 1=0

n n—it

n n-—i Z“ %_;” i,k
. n o n—i (/\ E Z ﬁ,;’l?;\:)
: / exp ﬁ/\z Z B0k r-u(ki() ”Z:j )' dQa,p.c(A) .
ik |-

=0 k=0
i=0 k=0

This proves the first identity, and the second identity follows by summation. [

Because of the first identity of Lemma 6.3, the likelihood function, which depends
on the parameters a, p, ¢ and on the parameters By, 51, ..., Fn and Vo, Uy, ... U,
satisfies

n._:‘i N '
<1,k n o n—i
T = (zg) /%40 ) -[ B l}l.
n—i n—»}
11 zs! =0 k=0 | 5357 0,

1=0 k=0 j=0 (=0

i noon- n o n v_‘j § z :Z.j!l
a,p . )_‘ B9,y . Bivy Je= 1==D

=0 1=0 =0 1=0

and it follows that the log-likelihood function satisfies

n—t n—j
log(L) = g + Z Z zik | log(Bivy) — log Z Z/i g
i=0 k=0 j=0 1=0
n n—j

+ log | 7 B = non-j Z Z Zjl

a,py, L Bide, e 3. L Bt §=0 1=0

J=0 1=0 j=0 1=0

where ¢ is a constant not depending on the parameters.
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6.4 Lemma If p, 00,0100, %, %,...,v, are maximum-likelihood
estimators oj By B0 Btse v+ 5B P05 P15 0o s Ve tHER B P55 DBy s 00 and
790, z}l, ey 19 are the marginal—sum estimators of pBy,pBi,...,p3, and
l)(),l)l,...,i)- .

Proof Deﬁne

n n—

P —PZZ[J’ V)

3=0 =0
n n—j
ci=c) Y B

j=0 1=0

Then we have

. J (log Ta,p,¢ (Z Z 23, ’:)) n n—j
los ) _ EIZIV S P
J

dp op §=0 1=0
o1 5
08 Ta.p,c 24,1 n n—j
J(log L) V= Y=1 :
o o . ﬁj’ﬂ,{ .
c Ge J=0 (=0

Since Z B0 et ’[J ¥ # 0, the maximum-likelihood conditions yield

n n—j
d (10g7fa,ﬁ,ﬁ (Z > Zj,t))
§=0 [=0 _0

op N

0 (logﬂa,-ﬁ,s (Z Z Zj,l ))
=0 [=
=0,

dc
Using the second identity of Lemma 6.3 and applying Theorem 4.4 to the
Hofmann distribution 7, 5 z, we now obtain p = ZJ —0 S 15 zj.u and hence

n n—j n n—j

PO D Biti=) >

7=0 1=0 7=0 1=0
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We also have

n—i

n—1i 1) n n—

log, L) 1 Z . g

()[)’ /7) Z Zik n n— Z Z 25l
3 Z/jl)lj =0 =0

=0 1=0
n n—j
0 l()g‘ Ta,p,c Z E 24 "
§=0 {=0 Jdp
+ op A
n n—
J (l()g Ta,p,c (Z Z Zj, Z)) p—
j=0 i= de
+ 52 9P,
for all 7 € {0,1,...,n} and
n—k
n—=k Z ﬁ n n—j

IlogL) 1

= — . %
()P)k T?k gzhk i nz:J[i U[ IZ;[Z; il

3=01=0

n n—j
d (J{:‘) Ta,p,¢ 25,4 a~
,:o =0 op

» n n—j
O logmapel| Do Do 24 .
§=0 =0 dc
i+ e (')'ﬁk

forall k € {0, 1,...,n}. Inserting the identities obtained before into the previous
ones, we obtain

n—1i n—i

Z Zik = > _(pBi)
k=0

for all i € {0,1,...,n} and

n—k n—k

Z ik = Z p/@'i) Uy

1=0

for all & € {0, 1,...,n}. These are the marginal-sum equations. |
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The previous lemma yields the following result:

6.5 Theorem [f p and ﬁo,ﬁl, i i [)’n are maximum-likelihood estimators of p
and By, B, ..., Bn, then ﬁ,ﬁo,pﬁl, . ,pﬁ” are the chain—ladder estimators of
pBo, By, .., 0.

In the case where the parameters of the present model are known, the ultimate
aggregate claim numbers may be predicted by the credibility method:

6.6 Theorem For every accident year i € {0, 1,...,n}, the credibility predictor

S}, of the ultimate aggregate claim number S; ,, satisfies

n n—

n—1i n D +ac Z() lZ%) ZJ !
( J
Sin ZZ“{” + ( Z Ui«;) B; S

k=0 k=n—i-+l1 l +ac ), Z j6F i)g

J=01=0

Proof For all 4,k € {0,1,...,n}, we define the normalized incremental claim
numbers X; ;. by letting

ik
z‘{i P 1= ——
T B0k

By Lemma 6.1, we obtain
Bl Xkl =7

P .
cov| Xk, Xyl =acp+ —— ;.5 0kt .

[/ iky < J,l] yt ,[3519,!‘, i, Yk,
Because of these identities, the family {X; k}i keqo,1,...,n) Satisties the assump-
tions of the standard credibility model considered by Schmidt [2004b] and it
follows that the credibility predictor X, of X;; with i,k € {0, 1,...,n} such
that © + & > n satisfies

n—h :
% l acp (Bpdm)/p
Xi,k - n n—j P +z Z n n—j Xh.,m
J=01=0 - j=01=0

I n—h

ac
- n n—j p + Z Z - Zh.m-
L+acd) S 359 h=0m=0 | 4 qc¢ 3" Y B0,

Jj=01=0 J=01=0
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Therefore, the credibility predictor Z}, of Z;; with i,k € {0,1,....,n} such
that © + k > n satisfies

n on—j
ptacd > Zj
o = =g =0 =0
di.Af — /}, l)],; . R—7
I +acd. > B0
j=01=0

and it follows that the credibility predictor S, of S, with i € {0,1,... ,n}

satisfies
n n-

P+ ae Z Z/;/

n—i n } —0 1—0

.'n' Z/f/‘ Z U /)) n n—j
k=0 k=n—i+1 | + ac Z L f)’ l)[

J=0 (=0

This is the assertion. L

By Theorem 6.6, the credibility predictors of the ultimate aggregate claim
numbers are predictors of the Bornhuetter—Ferguson type. Due to the covariance
structure of the incremental claim numbers, the credibility predictor of the
ultimate aggregate claim number of a given accident year also depends on the
data from all other accident years.

We conclude this section with another look at the model under consideration.
A family of random variables { N, };er, is said to be a Hofmann process if the
family { Py, }1cr, 1s a Hofmann family H(a, p, ¢) and if the identity

m

P ﬂ{‘lvﬁh_th. | :A:h}

h=1

5 At —th—1))k"
/ H exp(—A(th —th-1)) ( — dQa,p,o(A)
R h_l "L'
holds for all m ¢ N, for all ¢y, ty,...,tn, € Ry satisfying 0 = ¢ty < t) <
< tm, and for all ky, ..., k, € No.

Let {N;};er, be a Hofmann process. |
e - - ~ ac 1o L4 . €
~  First, define 7_; := 0 as well as 7 := 37, 3; and

U,;,n, = Nn - IVTE 1
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for all 4 € {0,1,...,n}. Then the joint distribution of the family
{Ui,n}ie{o,l,...,n} satisfies

n N A j)i Wi n
ﬂ{Ui,-n = 'U:g',n}] = /R Hexp(—’\ﬁi) ( [ ) I dc\)n,p,c(/\) i
=0 TR =0

bin:

If U;, is interpreted as the ultimate aggregate claim number of accident
year 4, then the ultimate aggregate claim numbers of all accident years are
increments of the Hofmann process { Ny };er, restricted to the unit interval
[0, 1].

Second, define v_, := 0 as well as v := Zf:o ¥ and

W,k = NTPI‘F‘M(T;—TE--l) - NT:'—]‘}"qul(Ti“*Tial)

for all & € {0,1,...,n}. Then the joint distribution of the family
{Vik}reqo,1,...,n} satisties

m {(Vik = vik }]

' /\ )’L() ) Vik
/ H exp(—ABivy) ABidy )" dQa p,c(N)

V5 k!
R0 ik

for all + € {0,1,...,n}. If Vi, is interpreted as the incremental claim
number of accident year ¢ and development year k, then the incremental
claim numbers of accident year ¢ are increments of the Hofmann process
{N:}ier, restricted to the interval [7;_,7;].

The definitions yield

n
Ui,n = Z V:,,A,
k=0

and the joint distribution of the family {Vi s }i keqo,1,...,n) satisfies

() {Vie = /U«i,k}]

i=0 k=0

-, [T T exo(re) Q00 o .

i=0 k=0 Zk
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This shows that the model considered in the present section can be obtained from
a Hofmann process on the unit interval.

7 The Second Extension of the Poisson Model

In the present section, we consider a second extension of the Poisson model and
we assume that the joint distribution of the family {Z; x }i kefo,1,...,n) satisfies

ﬁ ﬂ{é'z k= Zik}

i=0 k=0
A0y )Fik
*H/ H(‘{p —Ag) ( k)" l(p)a,,p“ ()
1=0 “, A
where 9o, 7,,...,0, € (0,1) are parameters satisfying > ;' ¥y = 1 and

(Qa;,p..c, is the mixing distribution of the Hofmann family H((t'i,P‘w:»(fi)- In the
case where a; = 0 holds for all i € {0,1,...,n} this model coincides with the

Poisson model.

Throughout this section we omit all proofs which are essentially identical to those
given in Section 6.

Let us first study the present model in more detail.
7.1 Lemma The expectations of any incremental claim number satisfies

E(Zix] = (BiY%)ps

and the covariance of any two incremental claim numbers of the same accident

vear satisfies
cov[Zik, Zig] = (Bide)(Bi0h) aicipi + (Bidk) pi Ok, -
Moreover, the accident years are independent.

Lemma 7.1 implies that, except for the case a; = 0, any two distinct incremental
claim numbers of accident year 7 € {0, 1,...,n} are strictly positively correlated
and are hence dependent. The lemma also yields a characterization of the Poisson

model as a special case of the present model:
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7.2 Theorem The following are equivalent:

(a)  For every accident year there exist two distinct incremental claim numbers
which are uncorrelated.

(b)  For every accident year the family of incremental claim numbers is
uncorrelated.

(c)  For every accident year the family of incremental claim numbers is

independent.

(d)  The family of all incremental claim numbers satisfies the assumption of the
Poisson model.

Because of Lemma 7.1, the expectation of any incremental claim number satisfies
EZi k] = pi V% .

Therefore, the present model is a multiplicative model, and summation yields

mn
E Zik| = pi
k=0

for all 7 € {0,1,...,n}, which means that p; is the expected ultimate aggre-
gate claim number of accident year i. The interpretation of the parameters
o, Dy, ..., 1, is the same as in the Poisson model.

The assumption of the model considered here is equivalent with the assumption
that the joint distribution of the family {Zi_,l.:}i,A:e{()‘l,,“,,,} satisfies

n n

P ﬂ ﬂ{zi,k = 2 et

i=0 k=0

I n
T Zik |! r L Zik
=] | 52— [I95" - | exp(=}) S— dQuipirci (V)

i=0 [T zik! #=0 o > zik!
k=0 k=0

This means that

- the accident years are independent,

- for every accident year, the incremental claim numbers have a conditional
multinomial distribution with respect to the ultimate aggregate claim
number and with a development pattern which is identical for all accident
years, and



- for every accident year, the ultimate aggregate claim number has a Hofmann

distribution.
As mentioned before, in the case where a; = 0 holds for all 7 € {0,1,...,n}
we are back to the Poisson model. Moreover, in the case where a; = |

holds for all i € {0,1,...,n}, all ultimate aggregate claim numbers have a
negativebinomial distribution and this is the case considered by Schmidt and
Wiinsche [1998] as a first modification of the Poisson model; this case is of
interest since negativebinomial distributions and many empirical claim number
distributions share the property that the variance exceeds the expectation. The
model considered here is much more general than the model of Schmidt and
Wiinsche [1998] since it allows for arbitrary values of the parameters a; and
even for different values of a; for different accident years.

[n the case where the parameters of the present model are unknown, the
parameters may be estimated by the maximum-likelihood method:

7.3 Lemma The identity

n—i
P ﬂ {Zik = zin}
k=0

(n -i ) “ik

Z 5. | i .
<k | n—i n—i

k=0 O

| D %k

A n-—i n—i
n—1i

n—i < N
- ai,pi 3. U, ci Y, Oy —
I_I ‘:J,AT k=0 Z 1‘)[ k=0 k—0 k=0

k=0 =0

holds for all i € {0,1,....,n} and for every family {z;x}reqo,1,...n—iy © No,
and the identity

n—i
[) E Z,'k =2 =T n—i n ‘-i (2)
i, pi X D, Ci )_4 W e
k=0 k=0 k=0

holds for all i € {0,1,...,n} and for all z € Ny.

Since the accident years are independent, it follows from the first identity of
Lemma 7.3 that the joint distribution of all observable incremental claim numbers
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satisfies

n n—i

ﬂ ﬂ{Zé,k = Zik}

1=0 k=0

n—i Zik
Z 2ik ! n—i 9 n—i
Nk=0_ / Uk
- H n—i H n—i U "i =1 E :z’i,fﬂ
e i Wi, Pi Vg, e Y D
=g II Zuk- k=0 E: 7 AR ="Nt ggu ¥ \k=0
¢ k=0 1=0

Therefore, the likelihood function, which depends on the parameters
Ao, ALy ooy lny POy PLy -+ -5 Py €0, CLy - yCn and ’007791, cas ,'l(}-n, SﬂtiSﬁes

n—i Zi ke
n Z Z'i,h' ' n—i r i
k=0 Vg
L= 2—TI || ™ . w [
j | - iy Pi Do 3,0 ’
=0 H z’i.k‘! k=0 Z '0! ! l!g() ! té{) P \i=0
k=0 1=0

and it follows that the log-likelihood function satisfies

n—1 n—i n—i
log(L) =g+ E E zik log(Vg) — E zi1 | log Z oy
i1=0 \k=0 =0 1=0
n—i
‘}“‘ l()g 718 n—1i n—i4 Zzg,l
aiypi Y, Yy Y,
{=0 {=0 =0

where ¢ is constant not depending on the parameters.

7.4 Lemma [f Do, P\, ..., Pn and Yo, Vy, ..., Y, are maximum-likelihood estima-
tors of po,p1, ..., Pn and Vo,V ..., 0y, then po, Py, ...,Dn and Yo, Yy,..., 0,
are the marginal—sum estimators of po,pi, ..., pn and Do,y ..., 0.

Proof Forie {0,1,...,n} define
‘ﬁ,; =D Z ’19[
1=0

n—i

€ o= iy E ;.
1=0



Then we have

‘ 0 | log ma, 5, 2 (”ﬂ Zu)) n—i
Jd(log L) . ( I lg() ‘Z”!

dp; Op; e
( Eii
‘ d l()g Ta; pi,ci ( zi,i)) n—i
A(log L) _ ! =0 _ Z 9
de; Je; e 1

foralli € {0,1,...,n}. Since Zi”;(; Yy # 0, the maximum-likelihood conditions

yield
J (lng‘ Ta;,pi,& ( Z Z—::,t))
b= = i)

3%,
n—1i
(l) (l“g Ta, ,DisCi ( Z ZliJ))
[=0 — ()
Je;

for all « € {0, 1,...,n}. Using the second identity of Lemma 7.3 and applying
1—1

Theorem 4.4 to the Hofmann distribution 7, ;, =, we now obtain p; = >, zi;
and hence

n—i n—t

pi Z’f‘}z = Z Zi |
1=0 1=0
for all ¢ € {0, 1,...,n}. This yields
n—i n—i
Z Zik = ZP@W

k=0 k=0

for all + € {0,1,...,n}, which is one of the marginal-sum equations.
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We also have

n—i

d(log L) ”ik Zik EO ol

Oy, — Vs “i'i 9,
1=0
n—i
d (l()g Ta;,pi, ¢ ( zi,[)) =5
i ~ \i=0 ~ dp;
%, oy
n—i
0 (log Wi s (Z z.i’l)>
n _\i=0 . de;
()I(VL (.1,’19;\,-

for all k€ {0, 1,...,n}. Inserting the identities obtained so far into the previous
one, we obtain

n—k 5
i,k
> (5t ) -0
. O,
i=0 ‘
and hence
n—k n—k
E Zik = Z pi
i=0 i=0
for all k€ {0,1,...,n}, which is the other marginal-sum equation. tJ

The previous lemma yields the following result:

7.5 Theorem If po,Di,...,Pn are maximum-likelihood estimators of
DO, DLy Pn, then po,PLy...,Pn are the chain-ladder estimators of

Po, Pty Pn-

[n the case where the parameters of the present model are known, the ultimate
aggregate claim numbers may be predicted by the credibility method:
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7.6 Theorem For every accident year 1 € {0,1,...,n}, the credibility predictor
ST, of the ultimate aggregate claim number S; ,, satisfies

n—1

n—i n pi + aic; Z Zi,k
15k IS k=0
Din — E :/"3-"" + 2 : ’19"" n—i
k=0 k=n—i++l l -+ ;Cy Z ‘\),’\,
k=0

By Theorem 7.6, the credibility predictors of the ultimate aggregate claim num-
bers are predictors of the Bornhuetter-Ferguson type. Due to the independence
of the accident years, the credibility predictor of a given ultimate aggregate claim
number does not depend on data from other accident years.

Let us finally note that the discussion at the end of Section 6 can be adopted to
the model considered here. It turns out that the model considered in the present
section can be obtained from n + | Hofmann processes on the unit interval such
that each Hofmann process corresponds to an accident year and the Hofmann
processes are independent.

8 The Poisson Model With Identical Parameters

With regard to the model considered in Section 7, it is natural to investigate
also the special case in which the parameters of the Hofmann distributions are
assumed to be identical for all accident years. In this case, the joint distribution
of the incremental claim numbers of a given accident year is the same for all
accident years and one would say that the accident years are not only independent
but also identically distributed.

To illustrate the effect of this additional assumption, we consider here the Poisson
model and assume that the joint distribution of the family {Z; i }ireqo,1,...n)
satisfies

5 4 (g )*ix

P (W Zik = zin}| = [1 ] exp(—ati) NN

i=0 k=0 i=0 k=0

where o € (0,00) and o, 0y,...,9, € (0,1) are parameters satisfying
o Uk = L. In this model, we have K[Z; x| = ady for all i,k € {0,1,...,n}
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and hence

Z Zi’,t,;} =
k=0
for all i € {0,1,...,n}.

In the case where the parameters of the present model are unknown, the
parameters may be estimated by the maximum-likelihood method:

8.2 Lemma The identity

ﬂ ﬂ{ bk = zbk}} H Hexp (—ady) (agk)zw

i B=0 i=0 k=0 Zi k!

holds for every family {z; }i kefo1,...n},i+k<n © No.

Because of Lemma 8.1, the likelihood function, which depends on the parameters
a and 99,9, ..., 19, satisfies

L= Hﬁf\‘:p —aly) (M)")zm

i=0 k=0 Zi k!
and it follows that the log—likelihood function satisfies

n n—i

log(L) =g + Z Z (ﬂvﬁk + 2k 1og((y'a9k))

1=0 k=0

where ¢ is a constant not depending on the parameters.

8.2 Lemma [f & and ¥y, V, . ..,V are maximum-likelihood estimators of « and
Do, ..., ", then

n n—I1
N | .
= Zn—lJrlZ bt
= =0
and
n—k
Z;
n — k + 1 Z Lk
'ﬂk - n n—I

Zn—l I-IZZ”

holds for all k € {0,1,...,n}.
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Proof The maximum-likelihood condition with respect to 4 yields

n—k
|
W = ————— e
Qv o 1 ch.k.

=0
for all k € {0,1,....n}. Since >, _, Uy = 1, we obtain

n—kK

n 1 k
CY:ZmZZ’i‘k

k=0 =0

and hence

n—nr

k
|
o AT
n—k+lz i

l?k - 1=0

n | n—I
s ¥,
n—1 1Z

=0 i * 1=0

for all & € {0,1,...,n}. Furthermore, the maximum-likelihood condition with
respect to «v is fulfilled as well. J

[t can be seen from Lemma 8.2 that the maximum-likelihood estimator of « is
not identical with any of the chain-ladder estimators of the expected ultimate
aggregate claim numbers. This is not really surprising since the chain—ladder
estimators of the expected ultimate aggregate claim numbers of different accident
years are distinct.

Nevertheless, the discussion of the present section shows that one has to be
careful with the choice of the model: If one is convinced that the Poisson model
with identical expected ultimate aggregate claim numbers is an appropriate model,
then chain-ladder estimation and maximum-likelihood estimation yield different
results and one has to make a choice between these methods of estimation.

With regard to the discussion at the end of Sections 6 and 7, we remark that the
model considered in the present section can be obtained from n + | independent
copies of a single Hofmann process on the unit interval.
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9 Remark

The results on credibility prediction presented in Sections 5, 6 and 7 can easily
be extended to the case where the mixing distributions of Hofmann families are
replaced by arbitrary mixing distributions concentrated on (0, co).
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Zusammenfassung

Die vorliegende Arbeit untersucht die Ubereinstimmung der Chain-Ladder und Maximum-—
Likelihood Schitzer fiir die erwarteten Endschadenzahlen in der Schadenreservierung. Wir stellen
zwei allgemeine Modelle vor, die beide das Poisson-Modell von Hachemeister und Stanard
[1975] verallgemeinern und auf der von Hofmann [1955] eingefiihrten Klasse gemischter Poisson—
Verteilungen beruhen. Wir zeigen, dass in jedem dieser Modelle die Maximum-Likelihood Schitzer
der erwarteten Endschadenzahlen mit den Chain-Ladder Schiitzern iibereinstimmen.

/

Summary

The present paper is concerned with the coincidence of chain-ladder and maximum-likelihood
estimators for the expected ultimate aggregate claim numbers in loss reserving. We propose two
general models which extend the Poisson model considered by Hachemeister and Stanard [1975]
and which are based on the mixed Poisson distributions introduced by Hofmann [1955]. For
each of these models, we show that the maximum-likelihood estimators of the expected ultimate
aggregate claim numbers agree with the chain-ladder estimators.

Résumé

Dans cet article on étudie, dans la théorie des provisions, la coincidence des estimateurs de chain—
ladder et des estimateurs de maximum de vraisemblance pour les espérance des nombres ultimes
de sinistres. Nous proposons deux modeles généraux qui contiennent le modele de Poisson étudié
par Hachemeister et Stanard [1975] et qui reposent sur la classe de distributions de Poisson mixtes
introduite par Hofmann [1955]. Il est démontré que dans chacun de ces modeles les estimateurs
de maximum de vraisemblance des espérances des nombres ultimes de sinistres coincident avec
les estimateurs de chain—ladder.
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