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B. Wissenschaftliche Mitteilungen

Bi@rN SunDT, Bergen

Homogeneous credibility estimators

1 Introduction

In a book review (Sundt (1997)) the present author criticises the presentation of
homogeneous credibility estimators in Dannenburg, Kaas, & Goovaerts (1996). He
says in particular (p. 91) that in his opinion
homogeneous credibility estimators make sense only in situations where the parameters of the
unconditional means are allowed to vary in such a way that there exists a linear combination

of the observations whose mean is equal to the mean of the estimand for all values of the
parameters.

The purpose of the present paper is to elaborate more on this statement and consider
the development of the theory of homogeneous credibility estimators in a historic
perspective.

Homogeneous credibility estimators were first introduced by Biihlmann & Straub
(1970) in a model with time-homogeneous means. The concept was generalised
to a regression model by Hachemeister (1975), and in that setting it was further
elaborated upon by Taylor (1977).

In Sections 2 and 3 respectively we discuss the Biithlmann-Straub and Hachemeister
models.

In Section 4 we prove a general result on the relation between homogeneous and
inhomogeneous credibility estimators, from which the estimators of the Bithlmann-
Straub and Hachemeister models appear as special cases. This result appeared in
the graduate thesis of the present author (Sundt (1978)). We apply the result to a
regression model presented by Sundt (1987).

In Section 5 we finally show how both the inhomogeneous and the homogeneous
credibility estimators appear as special cases of an inhomogeneous credibility
estimator within a hierarchical model, generalising a result presented by Jewell
(1975).

In this paper we shall always tacitly assume that all matrices that we invert, are
invertible.

Mitteilungen der Schweiz. Aktuarvereinigung. Heft 2/1998
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2 The Bithlmann-Straub model

2A. The following model was presented by Biihlmann & Straub (1970).

We consider k independent reinsurance treaties that have been in force for n
years. For treaty ¢ and year j, let S;; denote the aggregate claims and P,; some
measure of risk volume, e. g. ceded premium. We introduce the corresponding loss
ratio X,;; = S,;/F;;. We assume that for fixed i, the X,;’s are conditionally
independent given an unknown random risk parameter ©, that characterises the
treaty. It is assumed that ©,, ©,, . .., ©, are independent and identically distributed.
Furthermore, we assume that

E[Xz'j | 9,1 =m(0,); Var[Xij |1©,]= /UED@i) (2.1)
1]
and introduce the structure parameters
p=Em(0,); ¢=Euv(8,); A=Varm(0,). (2]

For rating purposes we want to estimate m(©,). As optimality criterion for esti-
mators we use minimisation of expected quadratic loss, that is, when choosing an
estimator 772;, we want to make E(ri; — m(©,))? as small as possible. By the in-
homogeneous credibility estimator m, of m(©,) based on the X,,;’s we mean the
best estimator of the form g, + »; ; 93;X;;» where g, and the g,;’s are constants.
Biihlmann (1971) showed that

my =X+ (1 =¢)u (2.3)
with
P .
= 2.4
G- (24)
n 1 n (’0
Pz-zzpzj§ Xl‘:P—ZszXzﬁ = (25)
= b =
We see that Em; = Em(0©,), that is, the inhomogeneous credibility estimators

imply an expected equilibrium between premiums and claims in the portfolio.

The structure parameters g, ¢, and A would normally be unknown and have to be
estimated from portfolio data. The parameter ;1 can be avoided by restricting the
class of estimators of m(©,) to estimators of the form 7, = Zi,j g;;X;; that is,
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we let g, = 0. To obtain an expected equilibrium between premiums and claims in
the portfolio, we also require that Ern, = Em/(©,), that is,

> g =1 (2.6)
]

The best estimator that satisfies these criteria, 1, is called the homogeneous
credibility estimator of m(©,) based on the X,;’s. It is shown in Biihmann &
Straub (1970) and Biihlmann (1971) that

=X +(1-¢)u (2.7)
with
k
> $X;
= ilk_— (2.8)
__El G

We see that both i and m; depend on ¢ and A. Biihlmann & Straub (1970) and
Biihlmann (1971) present estimators of these parameters. The estimators can be
inserted into the expressions for & and ;.

2B. Although the homogeneous credibility estimator contains a built-in estimator
of i, the present author believes that one should not discard the inhomogeneous
credibility estimator. Sundt (1997) argues that the homogeneous estimator is inter-
esting only to the extent that it motivates an estimator for . He says (p. 91),
Let us make a parallel with life assurance based on Makeham’s mortality law. This law contains
three parameters. When setting premiums for a portfolio, you do not base your premiums on
estimates of the Makeham parameters from your present portfolio; you use estimates found
earlier from other populations. The reviewer finds that that is also a natural approach in

credibility theory. One should see the credibility estimators (possibly containing unknown
parameters) and parameter estimation as two separate issues.

2C. For the homogeneous credibility estimator 77, we made the equilibrium con-
straint (2.6). The following theorem shows what happens if we drop that constraint.

Theorem 2. 1. Let 1, be the best estimator of m(©,) of the form 3 .. g, X ;. Then

iy = (X, + (1= Q)Y (2.9)
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with
2
poC.
e O B 2.10
(] T (2.10)
k
:ZQ‘-
i=1
Proof. Let
2
1,]
Forr=1,...,k;s=1,...,n we have

T = (S0, @0

By setting these derivatives equal to zero we obtain

ZgijEXinrs =Em(0,)X,,,

'i')j

Zgw (Cov(x,,, X, JHEX,EX,) = Cov(m(0)), X,,)+Em(,)EX

ij) r -

Introduction of
=2 9 9.=2_9
J 1,7

and the Kronecker delta

gives

¥
B Ors TG G =8N+ 1

rs
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from which we obtain

Prs |
9rs = @ (6lr/\+:u’2(1mg)_)\gr) (211)

Summation over s gives

P
g'r" == (;; (6lr/\+ﬁl‘2(1_g)_Ag'r)a

which we rearrange to

o= (8 + 50 -0)). 2.12)

By summing over r we obtain

2

g.=G+5C.(1-g.),

and some rearranging gives

1-g. (1-G). (2.13)

e
By insertion in (2.11) of (2.12),
K

e

e

1 — G =m—Grs

and (2.13) successively and some rearranging we obtain

By = %(1 — )8y 21— )

_ B wo

P
~ (bt 1 -amwE) 5.

from which (2.9) follows. Q.E.D.
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As ¢ < 1, we see that Ern; < Em(©,). In the case when the estimators are applied
to set premiums, this implies that the expected premium income would be less than
the expected claims. This is obviously unfortunate for a reinsurance company.

It is interesting to notice that the “shrinkage” constant 1) works only on the estimator
of the portfolio mean, not on the estimator of the treaty mean.

Under the mild regularity condition that (. T oo when k | oo, we see that ) T 1
when k£ | oo, and thus Ern; T Em(©),), that is, m, is asymptotically unbiased
when the number of policies increases. This condition is satisfied in particular when
P.. > ¢ > 0 for all i and some constant c.

We see that when p = 0, then ™, = m,. This result is obvious as when ;1 = 0, the
inhomogeneous credibility estimator must be homogeneous.

When p > 0, we can rewrite (2.10) as

s
w_—C.-FQ (2.14)
with
A
0= /—Li

This expression has a strong resemblance with the expression (2.4) for the credibil-
ity weight ¢;; in (2.14) ¢ . has taken the place of F,. as measure of risk volume.

2D. In addition to the bias, compared to the homogeneous credibility estimator, 1,
has the disadvantage that it depends on the parameter ;@ whereas the main reason
for studying homogeneous estimators seems to be to obtain a built-in estimator for
(. Bithlmann & Straub (1970) also considered the following more general version
of the Biihlmann-Straub model where we have a similar problem.

We leave the assumption that the ©,’s are independent and identically distributed
and generalise (2.1) and (2.2) to

v;(©;)
P
pw, =Em,(0,); ¢, =Ev(0,); A =Varm,(0,).
If we define the homogeneous credibility estimator of m,(©,) as the best homoge-
neous linear estimator mm; = » ; 9;;%,; that satisfies the unbiasedness constraint
Ern; = Em(©,), then this constraint becomes

E[Xij | ©;] =m,(©,); Var[X'ij 1©;]=

k
Zgi-l% = oy - (2.15)
i=1
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As we now have not assumed any connection between the p,’s, they do not
disappear like in (2.6). The coefficients of 1, therefore cannot be independent of
the p,’s in the present general set-up.

It now seems natural to conclude that if a homogeneous credibility estimator should
be applicable, then it has to be possible to express the mean of the estimand as a
linear function of the means of the observations. We shall make this idea more
precise in Section 4.

3 Hachemeister’s regression model

In the Biihlmann-Straub model the means of the X, .’s were assumed to be indepen-
dent of time. Hachemeister (1975) allowed for dependence of time by introducing a
regression assumption. We shall introduce the model somewhat more general than
Hachemeister, cf. e. g. Taylor (1977).

We consider k£ independent insurance portfolios. For portfolio 7 we have observed
the random n, x 1 vector X;. This portfolio depends on the unknown random
risk parameter ©,, and we assume that the ©,’s are independent and identically
distributed. Furthermore we assume that

E[X;|6;]=Y;b(0,)
and introduce the structure parameters
B=Eb(©®,); A=Covb(6,); & =ECov[X;|6,)].

The quantity Y, is a non-random n, x g matrix of full rank g < n;.

The Biihlmann-Straub model appears as a special case by letting n, = n, ¢ = 1,
Y, =(1,...,1), and ®, = pdiag(P;",..., P,.}).

The inhomogeneous credibility estimator 712, of m,(©,;) = a;b(0,), where a, is a
non-random ¢ x 1 vector, is given by

with

Bz - (YE‘I’IIYJ_I YZ(I)l_lxl
-1
Z, = AY,®'Y, (I+AY;®'Y,) .
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Hachemeister also generalised the homogeneous credibility estimator of the Biihl-
mann-Straub model to the regression model by defining the homogeneous credibil-
ity estimator 77, to be the best homogeneous linear estimator 7, = ZLI g X, of
m;(©,) that satisfies the unbiasedness constraint Eri; = Em,(©,), that is,

k
(Z gy, - ag)a —0. (3.2)
g==]

Unfortunately the coefficients of the optimal estimator turned out to depend on 3.
This is not surprising, as the unbiasedness constraint (3.2), unlike the special case
(2.6), depends on 3.

The unbiasedness constraint (3.2) depends on the parameter vector (3. However, the
main reason for using a homogeneous credibility estimator seemed to be to obtain
a built-in estimator of 3 so that one does not need to estimate it separately. The
constraint (3.2) requires that the mean of the estimator should be equal to the mean
of the estimand for one particular value of 3, the real value, which we then would
have to estimate separately. However, if 3 is unknown, then what we need, is the
constraint that the mean of the estimator should be equal to the mean of the estimand
for any possible value of /3, that is, that (3.2) should hold for any value of 3. This
gives the stronger constraint

k
> gY, =a, (3.3)
=i|

which was introduced in a special case with ¢ = 2 by Taylor (1975) and generalised
by Taylor (1977); it was also discussed by De Vylder (1976). By defining the
homogeneous credibility estimator 712, of m,(©),) to be the best homogeneous linear
estimator ZLI g/ X, that satisfies this constraint, we obtain

my = a [Zzgz +I- Zi)ﬁﬂ (3.4)

with

N k -1 k N
B= ( Z,l-) > 7B, (3.5)
=1 =1

Formulae (3.3)—(3.5) represent a generalisation of (2.6)—(2.8).
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4 The general case

4A. Let us now consider the situation in more generality. We assume that we
have observed the random n x | vector X and wish to estimate the unknown
random variable M; in the model of Section 3 we have X = (X{,...,X}) and
M =m,(0)).

We shall need the following theorem; for a proof cf. e.g. Theorem 6.1 in Sundt
(1993).

Theorem 4.1. An inhomogeneous linear estimator M of M based on X is an
inhomogeneous credibility estimator if and only if it satisfies the normal equations

Cov(M — M,X')=0; BEM-M)=0.
If both M and ]‘2 are inhomogeneous linear estimators satisfying these equations,

then M = ]‘5[ with probability one.

From Theorem 4.1 we obtain that the inhomogeneous credibility estimator M of
M based on X is given by

M = Cov(M,X')(CovX)™" (X —EX) + EM . (4.1)

De Vylder (1976) generalised the homogeneous credibility estimator 772, of Hache-
meister (1975) to the present model. He defined the homogeneous credibility
estimator M of M based on X to be the best estimator of the form M = g'X
that satisfies the unbiasedness constraint EM = EM, that is,

g'EX =EM (4.2)

and obtained

EM — Cov(M,X')(CovX) 'EX
EX’(CovX)'EX

M = (COV(M,X’) EX’) (CovX) 'X.
(4.3)

This result is also given by Dannenburg, Kaas, & Goovaerts (1996).

In this case we have assumed no connection between EX and EM. Consequently
the best homogeneous linear estimator of M under the constraint (4.2) will have to
depend on these mean values. This property of the estimator becomes even more
striking when noticing that the fraction in (4.3) does not exist when EX = 0. In
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that case the left-hand expression in (4.2) becomes equal to zero, and hence that
constraint can be fulfilled only when EM = 0. In that case the inhomogeneous
credibility estimator is homogeneous, and hence this estimator is also the homoge-
neous credibility estimator.

4B. As indicated at the end of Section 2, to avoid that the homogeneous credibility
estimator depends on unknown parameters of the means of the estimand and the
observations, we have to assume that the mean of the estimand can be expressed
as a homogeneous linear function of the means of the observations. Formally such
a relation is already implied by (4.2). However, there it is only assumed to hold
for one realisation of the values of the means. Consequently, the coefficients will
depend on this realisation. However, if it should make sense to use a homogeneous
estimator instead of the inhomogeneous credibility estimator, then these means are
likely to be unknown, and our main reason for applying a homogeneous estimator
is to avoid separate estimation of them. Thus the unbiasedness constraint should
hold not only for one realisation of the values of the means, but for a whole set of
such realisations.

Now let the vector T represent the unknown parameters in EX and EAM. Then we
can express EX and EAM as functions of T,

x(T)=EX; pu(r)=EM,
and we want
g'x(T) = p(T) (4.4)

for each possible value of 7. Thus each value of 7 poses a linear constraint on g. To
be able to find a g satisfying all the constraints, we can have at most n independent
linear constraints. Let ¢ be the number of independent constraints. Then there must
exists an n X ¢ matrix Y of full rank g, a ¢ x 1 vector a, and a ¢ x 1 vector function
€ of T such that

EX =YE&(7); EM =a'é(r), (4.5)
and thus the constraints (4.4) can be written as
(g'Y —a")¢(r)=0. (4.6)

As we know that this represents ¢ independent linear constraints, (4.6) is satisfied
for all 7 if and only if

gY=a'. (4.7)
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We define the homogeneous credibility estimator M of M based on X to be best
homogeneous linear estimator of M based on X that satisfies these constraints.
The present author finds that this is the only situation where it makes sense to
consider homogeneous credibility estimators. This framework includes in particular
Hachemeister’s regression model.

We see that (4.7) holds if and only if

(gY—-a")B=0

for all values of the ¢ x 1 vector (3. We can therefore without loss of generality
replace the assumption (4.5) with

EX=Y3; EM=2'8,

where we do not put any restrictions on the unknown parameter vector 3. For the
following we shall make that assumption.

Theorem 4.2. Let the coefficient vector ~y be defined by

M=~X+(a —~4'Y)3. (4.8)
Then

M =~'X+(a' —4Y)83, (4.9)

where (3 is the best linear unbiased estimator of 3 based on X.

Proof. Any homogeneous estimator of M that satisfies the constraint (4.7), can be
written in the form

M=~+X+dX,
where d satisfies the constraint

dY=a2a"—~Y. (4.10)
Thus we have to minimise

Q=E('X+d'X - M)?
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under the constraint (4.10). By application of Theorem 4.1 we obtain

= Var(M — M + d'X)
M — M) + Var(d’X) + 2 Cov(M — M,X')d
M — M) + Var(d’X) .

Thus we have to minimise Var(d’X) under the constraint (4.10). But that is the same
as finding the best linear unbiased estimator of (a’ — v'Y)/3, and that estimator is
(a’ —~'Y)[3. This proves the theorem. Q.E.D.

From regression theory we know that 3 = (Y'£7'Y)~'Y'S7'X with & = CovX.
From Theorem 4.2 we see that we obtain the homogeneous credibility estimator
from the inhomogeneous credibility estimator by replacing the constant term by its
best linear unbiased estimator. This can be applied to obtain expressions for ho-
mogeneous credibility estimators when expressions for the corresponding inhomo-
geneous credibility estimators are known, e. g. in the Biithlmann-Straub model and
Hachemeister’s regression model. For the latter model Theorem 4.2 implies that fﬂ
given by (3.5) is the best linear unbiased estimator of 3 based on X, ..., X,.

De Vylder (1978) proves a result similar to Theorem 4.2 under Hachemeister’s
regression model.

4C. Sundt (1987) studied the following credibility regression model, which differs
from Hachemeister’s model.

We assume that data from & different car models are independent. It is assumed that
car model 7 is characterised by an unknown random risk parameter ©,, and that the
©,’s are independent and identically distributed.

For car model 2 we have observed the random variables X,..., X, | . We assume

2
that these variables are conditionally independent given ©,, and that

E[X,, | ©,]=m(6,); Var| X, | ©;] = 'Ufi)
j
A = Varm(©,); Em(8;) = y;8,

where y, 1s a known, non-random ¢ x 1 vector based on technical data on the car
model, and 3 is an unknown ¢ x 1 parameter vector. We introduce

v =Ev(0,).
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We see that if we consider only one car model, then we are within the assumptions
of the Biihlmann-Straub model. Thus, as an inhomogeneous credibility estimator
does not depend on observations that are independent of the estimand and the other
observations (cf. Theorem 6.2 in Sundt (1993)), we obtain from (2.3)—(2.5) that the
inhomogeneous credibility estimator 1, of m,;(©,) based on the observed X ij S18
given by

my =X, +(1-()y,B (4.11)
with
B

Cltpl +n; B':Z‘Plj; Xl-:EZPJjXU; E:X’
' §=l §=1

that is, we only have to replace p with y;3 in (2.3).

For the homogeneous credibility estimator 71, we cannot apply the expression from
the Biihlmann-Straub model as the car models do not have the same mean. However,
from Theorem 4.2 and (4.11) we obtain that

my =X, +(1- Cz)Yfaa

where E is the best linear unbiased estimator of 3 based on the observed X ,’s.

5 A hierarchical model

5A. Fori = 1,...,k let X, be an observed random vector related to e.g. an
insurance policy, and let ©, be an unknown random parameter representing risk
characteristics of that policy. In credibility models like the Biihlmann-Straub model
and the regression models of Hachemeister (1975) and Sundt (1987) we have
assumed that the (X, ©,)’s are independent and the ©,’s identically distributed.
In a hierarchical extension of such a model we assume that the (X;, ©;)’s are
conditionally independent and the ©,’s conditionally identically distributed given
an unknown random hyper-parameter H.

We can interpret the policies to be from the same district. The hyperparameter H
represents unknown characteristics of that district. We assume that random variables
related to different districts are independent and the H’s identically distributed.

5B. We shall now discuss a hierarchical extension of the model of Theorem 4.2.
Let X be an observed random n % 1 vector and M an unknown random variable
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that we want to estimate with the inhomogeneous credibility estimator M based on
X. We also introduce the unknown random hyper-parameter H and assume that

E[X|H]=Yb(H); E[M|H]=ab(H),

where Y is a non-random n x ¢ matrix of full rank ¢ < n, a is a non-random
g x 1 vector, and b(H) is a random ¢ x 1 vector. We also introduce the structure
parameters

> =ECov[X|H]J; ¥ = ECov[ M, X" | H|
E = Covh(H); B = Eb(H).

The model of Theorem 4.2 appears as a special case with £ = 0. In that case it
follows from (4.1) that M is given by (4.8) with

v=(e="ly.

Theorem 6.8 in Sundt (1993) gives a way to generalise this expression for the
credibility estimator to the hierarchical case. We simply replace the constant term

(a’ —~"Y)3 with the credibility estimator S of its generalisation
S(H) = (a’ —y'Y)b(H),

that 1s, we obtain

M=~X+S§5.

For the deduction of an expression for S we have the same structure of the first and
second order moments as in Hachemeister’s regression model. Thus we obtain

S=(a —~4Y)Ab+ (I— A)3]
with

b= (YE ') 'Y® !X
A=Y 'YI+EYZ 'Y)!, (5.1)

that is,

M=~'X+(a —~'Y)[Ab+ (I- A)3]. (5.2)
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As already mentioned, in the special case of the non-hierarchical model we have
E = 0. In that case we see that A = 0, and (5.2) reduces to (4.8) as expected.

In a Bayesian setting, letting A approach 0 can be interpreted as obtaining full
information about b(H). The opposite limiting case is when we have no information
about b(H). This is obtained by letting the precision matrix IT = =~ approach 0.
From (5.1) we obtain

A=1—-(II+Y2'Y) I,
and from this we see that A = I when II = 0. In that case (5.2) reduces to
M=~X+ (@@ —~vY)b,

which is in the same form as the homogeneous credibility estimator (4.9).

We have now seen that both the inhomogeneous and the homogeneous credibility
estimators of the model of Theorem 4.2 can be obtained as limiting cases of the
hierarchical model. The inhomogeneous estimator corresponds to full information
about b(H), and the homogeneous estimator corresponds to no information about
b(H). This was pointed out by Jewell (1975) in the special case of the Biihlmann-
Straub model where P, ; = 1forall e, j.

SC. The best linear unbiased estimator of 3 based on X is B, and by application
of (5.2) and Theorem 4.2 we obtain that the homogeneous credibility estimator of
M based on X is

M=~X+(a —+4Y)b.

We now assume that in addition to X we have observed the collateral data V
independent of X and H. Let U = (X', V’)". By Theorem 6.2 in Sundt (1993)
the inhomogeneous credibility estimator of M based on U is still given by (5.2).
However, the homogeneous credibility estimator is now by Theorem 4.2

M=~X+@ —~+Y)[Ab+ (I-A)B],

where B denotes the best linear unbiased estimator of 3 based on U.
Gisler (1990) discusses homogeneous credibility estimators within a hierarchical
extension of the Biihlmann-Straub model.
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Summary

In the present paper we give a historical overview of the development of the theory of homogeneous
credibility estimators. We discuss under what conditions it could be interesting to study such
estimators, and under these conditions we prove a general result on the relation between homogeneous
and inhomogeneous credibility estimators. We finally show how homogeneous and inhomogeneous
credibility estimators appear as limiting cases within a hierarchical framework.

Zusammenfassung

Der vorliegende Artikel liefert einen geschichtlichen Uberblick iiber die Entwicklung der Theorie
der homogenen Credibility-Schitzer. Wir gehen der Frage nach, unter welchen Bedingungen eine
Untersuchung solcher Schitzer interessant sein konnte; unter diesen Bedingungen erhalten wir
ein allgemeines Ergebnis iiber die Beziehung zwischen homogenen und inhomogenen Credibility-
Schitzern. Weiterhin wird aufgezeigt, dass homogene und inhomogene Credibility-Schitzer als
Grenzfille im Rahmen des hierarchischen Modells interpretiert werden konnen.

Résumé

Ce travail passe en revue le développement de la théorie des estimateurs de crédibilité hornogenes.
Nous discutons quelles sont les conditions sous lesquelles il est intéressant d’étudier de tels estimateurs,
et nous démontrons un résultat général de la relation entre les estimateurs de crédibilité homogénes
et inhomogenes. Nous montrons comment dans le cadre de la crédibilité hiérarchique les estimateurs
de crédibilité homogenes et inhornogénes peuvent étre présentés comme des cas limites.
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