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Drasko ZAGOrRAC, Belgrad

Ein Beitrag zur Intervallschitzung der
Glaubwiirdigkeitsparameter!

Vorbemerkungen

In den meisten Credibilitymodellen wird eine lineare Minimum-Quadrat-
Schiitzung des a posteriori Erwartungswerts gesucht. Ein anderes Vorgehen
besteht in der sogenannten Minimax-Schitzung, bei der die Pramienberech-
nung nach Methoden der Spieltheorie erfolgt. Autf Anregung von Prof. Biihl-
mann habe ich in meiner Diplomarbeit nach Intervallschiitzungen fiir die in
der klassischen Credibilityformel auftretenden Parameter gesucht. Die ent-
sprechenden Resultate sind im folgenden beschrieben anhand des einfachsten
Modells mit konstanten Volumina sowie normal verteiltem Schadensatz und
Strukturparameter.

1 Modell

Es werden N Risiken im Laufe von n Jahren betrachtet, und fiir das Risiko ;
im Jahr i folgende Bezeichnungen eingefiihrt:

S;; — Schadentotal
P; — Primienvolumen
X;; — Schadensatz.

Die Schadensitze konnen wie folgt als Matrix dargestellt werden:

QR .

1 Xy o0y « w1y

1. Xil -nnX" ...Xilv

)

rl Xul canX"jo.-X“N

' Auszug aus meiner Diplomarbeit 1979 unter der Leitung von Prof. H. Bithimann

Mitteilungen der Vereinigung schweiz. Versicherungsmathematiker, Heft 1, 1981
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2 Voraussetzungen

i) Das Prdmienvolumen ist konstant, d.h. wir betrachten natiirliche Risiko-
einheiten, also, P;=1 (i=1,...,n,j=1,...,N).

ii) Die Schadensitze X;; sind unabhéngige und normal verteilte Zufallsva-
riablen mit Parametern (m;;, o;;).

iii) Die Fluktuationen sind homogen in der Zeit sowie im Bestand, d.h. 6;;=0.

iv) Der Risikoparameter ist homogen in der Zeit, d.h. m;;=m;, was bedeutet,
dass die Schadensitze fiir das betrachtete Risiko j in der Zeit gleich verteilt
sind.

v) Die m; sind unabhingige Zufallsgrossen, normal und gleichverteilt mit
Parametern (mg, 0,), also mit der Strukturdichte

(mj —mp)?
2 ag?

1

u(m;)=
ool/2m

e

Gemiss den Voraussetzungen lésst sich fiir die bedingte Variable X;/m; sowie
fiir m; schreiben:

XLJ/mJN-/V(mJ, G)

mj ~ ./V (mo , 0'0)
woraus hervorgeht, dass

ij N‘/V.(mO,I/ O’%‘JS‘O'Z).
3 Parameter und ihre Schiitzungen

Die Glaubwiirdigkeitsparameter sind:
m=EE(X;/m;)=E(m;)=myq
v =E Var (X;/m;))=E(¢*)=0¢"
w = Var E(X;;/m;)=Var (m;)=0{

Wir fithren folgende statistische Masszahlen ein:
— Den beobachteten Mittelwert des Bestandes:

1 n N
M:“—"— Xi'
niN i ;1 .

(=1 j
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Wegen
1 1
EM)=—E(Y X,;)=— Y E(X;)=my,
( ) nN (§ u) HNE ( u) Mgy

ist M eine erwartungstreue Schitzung des Parameter m,.
— Die beobachtete mittlere quadratische Abweichung vom Mittelwert
X ;=) Xj/n pro Vertrag:
i

pel v 1 Sy _yy
—N ,Z — ; (& =X)
Wegen
(n—V)NE(V)=}, E(X{)—n ), E(X3)=(n—1)No*

ist V eine erwartungstreue Schitzung des Parameters o2,
— Die beobachtete mittlere quadratische Abweichung vom Mittelwert des
Bestands, d.h. die beobachtete Portefeuillevarianz:

Z Z( —MYy.

I’lN i=1 j=1
Wegen
-1
E)=c*+ W= 252 153
N—1
ist W eine erwartungstreue Schiitzung des Parameters o +no 3 mit = n(x~11 )
n —

4 Das Fisher-Lemma

Seien x,,...,x, unabhingige Zufallsgrossen, von denen jede normalverteilt
ist mit Parametern (0, o%). Fiir jede orthogonale Transformation

z cyx; (i=1,...,n),

ist die quadratische Form

Q(Xy, .. X)=) xI—=yi—...—¥% (p<n)
ju
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als Zufallsvariable unabhingig von den y,, .. ., y, verteilt mit Dichte

n—p %

o—— 1 e

1k ¥y . omE g A
7kl 2) =i ’
22 .O.nmpr(n—p)
2

wobei k,,(x) die Dichte der y*-Verteilung mit m Freiheitsgraden ist.
[Beweis: Siehe H. Cramer: “MATHEMATICAL METHODS OF STATIS-
TICS” 1974, p. 379

Sel x=- z x; das Stichprobenmittel der normalen Stichprobe (x,, ..., x,)

i=1

1 « samlan oo : .
und szzh— (x;—X)* die Stichprobenvarianz, dann gilt:
e

i
2

_ . A ns“s, b el

¥ und s* sind unabhingig, und = ist y’-verteilt mit (n—1) Freiheitsgraden,
o

wobei o2 die Varianz der Grundgesamtheit ist.

Bemerkung: ¥ ist normal verteilt mit Parametern (m, a/]/;), wo m den Erwar-
tungswert der Grundgesamtheit darstellt.

5  Die Bonfferoni-Ungleichung

Seien A;(iel) Ereignisse aus der o-Algebra o/, und A4 ihre Komplemente,

dann gilt
Prob ([} 4;)=1-), Prob (4;).

Beweis :
Fiir B;e.of

Prob (| ) B;)="Prob ([} Bf)'=1-Prob ([} B)<}, Prob (B)).
Also gilt
1—3" Prob (B;)<Prob (O BY).

Wenn wir noch 4{= B, setzen, erhalten wir die gesuchte Ungleichung.
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6  Das Problem

Es sei eine Intervallschitzung der Glaubwiirdigkeitsparameter m, v, w zu
finden bei vorgegebener Fehlerwahrscheinlichkeit . :
Im allgemeinen Fall ist das Problem nicht geldst, im angegebenen Modell und
unter obigen Voraussetzungen ist jedoch eine Losung wie folgt moglich.

7 Die Losung

1.1, Vertrauensintervall fiir den Parameter m=miy

Die Masszahl M gehorcht einer Normalverteilung mit Parametern

o2+ 0>
My, )

fo? 4o
M—
( my) N

normalverteilt ist mit Parametern (0, 1).
Die Masszahl W kann in folgender Form geschrieben werden:

so dass die Variable

(nN—1) W=Z, Z (Xu—mo)z—nN(M—mo)z,

woraus nach Division mit 62+ 02 folgt:

(”Nﬁl)W:ZZ(Xu—mo)z N(M m0)2
i o T 5 o*+o} 0% + 03

Die Variablen (X;—mg)/]/0*+0% sind normalverteilt mit Parametern (0, 1),
und
M I Xii—

Vs v Y Ve

ist eine orthogonale Transformation dieser Variablen.
Laut dem Fisher-Lemma fiir p=1 gilt, dass die Zufallsgrosse (nN—1) W/
(0% +02) y*-verteilt ist mit (nN — 1) Freiheitsgraden.
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Fiihren wir noch die Variable 7 ein:

M- m0 nN// 1 (nN 1)W M — mol/—

I/O' +o’ nN_l 0 +60 I/
T hat eine Student-Verteilung mit (nN— 1) Freiheitsgraden. Sei ein ¢ gegeben,
0<e<1. Wir bestimmen ¢, so dass

Prob (|T|<t)=1—z¢,
d.h.

Vv

W W
=Prob(r —tM> 2——[/——— M)=1~‘.
o = aN ‘

Auf diese Weise kann man das Vertrauensintervall des Parameters m, bestim-

men:
= M-tl/ﬁi, M+z|/—pz}
niN nN

Prob (myel)=1—c¢.

Prob (—t<T<t)=Prob (—tSM—mO nNst)

mit

7.2 Vertrauensintervall fiir den Parameter w=aj

Es wurde gezeigt, dass die Masszahl (nN—1) W/ (0 +¢3) eine y*-Verteilung
mit (nN — 1) Freiheitsgraden hat. Fiir das gegebene ¢ suchen wir k, so dass

Prob (Mzk) =1—es.
o2 +a3

Also ist

Prob (O<02+07%5M)=1—8.

Damit wird das Vertrauensintervall fiir den Parameter ¢®+¢§ bestimmt:

12:(0, M}
k
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Aus Prob (0% +otel,)=1—¢ folgt
Prob (¢*el,)>1—z¢,
und
Prob (ciel,)>1—¢.
Fiir die Intervallschiitzung des Parameters o konnen wir nichts weiter sagen,
ausser dass
Prob (c3el,)>1—¢
ist.

1.3. Vertrauensintervall fiir den Parameter v= o>

Wir hatten Prob (6%el,)>1—¢. Ausserdem hat die Variable N(n—1)V/o?
eine y*-Verteilung mit N (n— 1) Freiheitsgraden. Sei nimlich

2= Y (Xy=X = Z( et my— X = Z(XU — P —n(X ;—m;}.

Die Variablen (X;;—m;)/o (fiir feste j) gehorchen einer Normalverteilung mit
Parametern (0,1) und y= ]/;(X _j—m;)/o ist ihre orthogonale Transformation.
Laut dem Fisher-Lemma haben die Z; eine y*-Verteilung mit (n — 1) Freiheits-
graden.

N n
Sei Z= Z Zi=Y 3 (X X‘) Z ist y-verteilt mit N(n—1)=2(n—1)

j=1 i=1
F‘relheltsgrftden weil die Z; unabhingige y*-Variablen mit (n—1) Freiheits-

graden sind.
Fiir das gegebene ¢ werden ¢, und ¢, gesucht, so dass

Prob (%—)—> ql) =1—8/2,

und

Prob (E_(_’EJ_)__< qz) =1—¢/2,

also
q1 q2
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Als Vertrauensintervall fiir o* ergibt sich daher:

[Nn—=1)V  Nm-1)V
[3—[ q1 ’ q2 ]

Somit gelten die Relationen:

Prob (62el;)=1—¢=-Prob (6?2 ¢1;)=¢,
und
Prob (6?el,)>1—¢=Prob (c*¢1,) <.

Aufgrund der Bonfferoni-Ungleichung ist:
Prob ((6*eL,) N (6%€;))=1—Prob (62 ¢ ;) — Prob (6?¢ 1,)
=1—¢—Prob (c?¢ ,)>1-2¢,

also
Prob (c*el,nL)>1-2¢.

1.4 Vertrauensquader fiir (m,v,m)=(my, o>, 05)

Wir hatten:
Prob (myel,)=1—¢ = Prob (my¢l1,)=z¢,
Prob (6?el,nI;)=>1—-2¢ = Prob (¢*¢l,n;)<2¢,
Prob (¢3el,)>1—¢ = Prob (c3¢ L) <e.
Durch wiederholte Anwendung der Bonfferoni Ungleichung erhalten wir:
Prob (mgel,, 6*el, NIy, 03el)>1—Prob (my¢1,)—Prob (6> ¢, N 1)
—Prob (63¢1,)=1—&—Prob (¢%¢ 1, n I;)— Prob (65¢13)
>1—e—2¢e—e=1—-4e.
Wenn wir die Bezeichnungen einfithren:
[my, my]=1,
v, v]=0Ln1
W, wo]=1,

I=[my, my] x [vy, 0] % [wy, wal,
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dann ist 7 ein Vertrauensquader fiir den Parameterpunkt (m,, o2, 62).
Die Wahrscheinlichkeit, dass dieser Punkt zur Menge 7 gehort, die der Stich-
probe (X};) entspricht, ist grosser oder gleich 1-4e.

Drasko Zagorac
Vlajkoviceva 30/3, stan 11
Y-11000 Beograd

Yugoslavia
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Zusammenfassung

Um die Methode der Intervallschitzung méglichst ohne Komplikationen illustrieren zu kdnnen,
wird ein einfaches Credibility-Modell mit konstanten Volumina und normal verteilten Schaden-
sitzen gewiihlt. Basierend auf einem Lemma von Fisher und der sogenannten Bonfferoni-Unglei-
chung werden dann Vertrauensintervalle fiir die drei Parameter m (= Mittelwert iiber das Kollektiv),
v (=Variation in der Zeit) und w (= Variation im Kollektiv=Heterogenitiitsmass) hergeleitet.

Résumeé

En vue d’illustrer, si possible sans complications, la méthode de I'estimation des intervalles,
Pauteur propose un modéle simple basé sur un volume constant et des taux de sinistres distribués
selon une loi normale. Se fondant sur un lemme de Fisher et sur I'inéquation dite de Bonfferoni,
il délimite des intervalles de confiance pour les 3 paramétres m (=moyenne sur le collectif), v
(=variation dans le temps) et w (= variation dans le collectif, mesure d’hétérogénéité).

Summary

In order to illustrate the method of interval estimation of credibility parameters with as few
complications as possible a simple model has been chosen with constant volumes and normally
distributed loss ratios. Based on a lemma by Fisher and the so-called Bonfferoni inequality con-
fidence intervals are then deduced for the parameters m ( = collective mean), v (= variation in time)
and w (= variation in the collective = measure of heterogeneity).
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