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Ein Satz von Khintchin und die Varianz von unimodalen
Verteilungen

Hans U. Gerber, Universitidt von Michigan, Ann Arbor (USA)

1. Einfiihrung und Zusammenfassung der Resultate

Die wichtigsten Parameter einer Wahrscheinlichkeitsverteilung sind zweifellos
ihr Erwartungswert und ihre Varianz (sofern sie existieren). Wihrend es dem
Theoretiker keine Miihe bereitet, diese Parameter auf Grund von unabhingi-
gen und gleichwertigen Beobachtungen zu schitzen, mag es fiir den Praktiker
oft unméglich sein, dieses Rezept anzuwenden, da er vielfach nicht gentigend
viele (oder tiberhaupt keine!) unabhingige und gleichwertige Beobachtungen
zur Verfliigung hat. In solchen Situationen wird der Praktiker versuchen,
wenigstens den Erwartungswert moglichst sinnvoll zu schditzen und hernach die
Varianz unter gewissen Annahmen lediglich abzuschdtzen. Ein Beispiel einer
solchen Abschitzung findet man etwa in [1], Seite 33, wo angenommen wird,
dass die Verteilungsfunktion eine steigende Ausfallrate (increasing failure rate)
besitze.

Aufden folgenden Seiten werden Abschitzungen fiir die Varianz von unimoda-
len Verteilungen hergeleitet, wobei (nebst der Unimodalitéit) von Fall zu Fall
noch zusitzliche Voraussetzungen gemacht werden. Die Anwendung eines
Satzes von Khintchin gestattet es, Resultate, die Johnson & Rogers [6] und
Jacobson [5] bewiesen haben, auf einfachere Art herzuleiten und zu erweitern.

Definition 1. Eine Verteilungsfunktion F(x) heisst unimodal mit Modus bei m
(siehe [3], Seite 155), falls der Graph von F(x) konvex ist in (— <o, m) und
konkav in (m, + o). Anschaulich heisst dies: Eine unimodale Verteilung darf
im Modus eine Punktmasse haben ; ansonsten besitzt sie aber eine Wahrschein-
lichkeitsdichte, die auf dem Intervall (— oo, m) nicht abnehmend, bzw. auf (m,
+ o0) nicht zunehmend ist. Ferner heisst dies, dass «der» Modus nicht immer
eindeutig ist.

Definition 2. Eine diskrete Verteilung {p } heisst diskret unimodal mit Modus bei
m(m ganzzahlig), falls p ¢ hicht abnehmend ist fur k < m und nicht zunehmend
firk > m.
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Unimodale Verteilungen sind sehr hdufig anzutreffen. Von den zehn Verteilun-
gen, die auf Seite 18/19 in [2] beschrieben werden, ist beispielsweise nur die
Beta-Verteilung nicht fiir jede Wahl der Parameter unimodal. — Ein Irrtum, der
keinem Geringeren als Kolmogorov im Zusammenhang mit der Faltung von
unimodalen Verteilungen unterlaufen ist (siche [4], Seite 254), verhalf den
unimodalen Verteilungen zu zusitzlicher Popularitit.

2. Instrumentarium

Der folgende Satz stammt von Khintchin ([3], Seite 155).

Satz 1. Eine Zufallsvariable X hat genau dann eine unimodale Verteilungsfunk-
tion mit Modus bei Null, wenn sie das Produkt X = UY zweier unabhédngiger
Zufallsvariablen U, Y ist, wobei Y beliebig ist und U gleichformig verteilt ist
iber (0,1).

Ein Beweis ergibt sich aus der Tatsache, dass die obige Produktformel gleich-
wertig ist zur Aussage, dass X aus der Familie {tU, — o0 < t < oo} durch
Mischung erhalten werden kann, sowie aus einer geometrischen Interpretation
dieser Aussage:

Dichte von X

ty 0 ty ts

Fiir die Varianz eines Produktes X = UY zweier unabhingiger Zufallsvariab-
len gilt allgemein:

Var(X) = Var(U) Var(Y) + E(U) Var(Y) + Var(U) E(Y ). (1)
Im Spezialfall, wo U gleichformig tiber (0,1) verteilt ist!) (also E(U) = "2,
Var(U) = 1)), gilt

! Im folgenden bezeichnet U immer die tiber (0, 1) gleichverteilte Zufallsvariable.
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Var(X) = Y5 Var(Y) + Y12 E(Y) )

und natiirlich
E(X)= "2 E(Y). (3)

Schliesslich benotigen wir das folgende wohlbekannte Lemma:

Lemma. Wenn die Zufallsvariable Y auf dem Intervall [0,1] konzentriert ist,
dann gilt Var(Y) < E(Y) [1 — E(Y)]. Das Gleichheitszeichen gilt genau dann,
wenn 'Y Bernoulli-verteilt ist.

Der Vollstindigkeit halber sei ein elementarer Beweis gegeben: Wir betrachten
alle Y mit vorgegebenem Erwartungswert. Bezeichnen wir die Verteilungs-
funktion von Y mit G(x), dann ergibt sich die Abschiitzung aus der wortlichen
Definition der Varianz:

Var(Y) = (x40 dG(x) = [ 2ux + #) 4G (x) (4)
< [(x=2ux + ) dG(x) = (1 1),

Gleichheit wird offenbar erreicht, falls Y auf der Menge der Punkte konzen-
triert ist, fiir die x* = x, d. h. falls Y Bernoulli-verteilt ist.

Falls Y auf einem endlichen Intervall [a, b] konzentriert ist, dann besagt obiges
Lemma, dass

Var(Y) < [E(Y)-a] [b—E(Y)]. (5)

Diese Ungleichung wird verschirft werden unter der zusitzlichen Vorausset-
zung, dass Y unimodal ist.

3. Schranken fiir die Varianz einer unimodalen Verteilung

Satz 2. (Johnson & Rogers)?2) :
Falls X unimodal ist mit Erwartungswert 4 und Modus m, dann ist Var(X) >
Ya (m —w)2. Gleichheit gilt genau dann, wenn X gleichformig verteilt ist.

2 Auch das Momentenproblem, das von Johnson & Rogers behandelt wird, kann sehr einfach
gelost werden, wenn man K hintchins Satz anwendet.
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Der Beweis, fiir den man ohne Einschrinkung an Allgemeinheit m = 0
voraussetzen darf, ergibt sich aus Satz 1 und den Formeln (2) und (3).
Obere Schranken erhdlt man, falls X beschrianktist:

Satz 3. Falls X auf einem endlichen Intervall [a, b] konzentriert ist, und falls X
unimodal ist mit Modus m und Erwartungswert ¢, dann gilt

2

Var(X) < Y3 Qu —a-—m)(b+m —2u)+ /35 (u - m)
Gleichheit gilt genau dann, wenn X eine Mischung der beiden Zufallsvariablen

m + (b—m)Uund m—(m-—a)U ist.

Gleichheit gilt also, wenn die Wahrscheinlichkeitsdichte von X folgendes
Aussehen hat, wobei fiir «den» Modus m jener Wert genommen werden muss,
der in der untenstehenden Zeichnung angegeben ist:

a ,t|1 m b
Fiir den Beweis diirfen wirm = 0 voraussetzen. Indem wir Satz 1 und (in dieser
Reihenfolge) die Formeln (2), (5) und (3) anwenden, erhalten wir :

Var(X) = Y3 Var(Y) + 12 E(Y)? (6)
<3 [E(Y) —a] [b— E(Y)] + Y12 B(Y)?
Y3 (2u—a) (b — 2u) + Yfau®

/

Es wurde davon Gebrauch gemacht, dass auch Y auf dem Intervall [a, D]
konzentriert ist, falls X diese Eigenschaft besitzt. Gleichheit gilt offenbar, wenn
Y Bernoulli-verteilt ist, d.h. wenn X von der oben beschriebenen Form ist.
Auf dhnliche Weise finden wir die maximale Varianz einer beschrinkten
unimodalen Verteilung:

Satz 4. (Jacobson)

Wenn X unimodal ist und auf einem endlichen Intervall [a, b] konzentriert ist,
dann ist Var(X) < /g (b —a)2. Gleichheit gilt genau dann, wenn X eine
Mischung der Konstantena (oder b)mit der Zufallsvariablena + (b—a) U ist,
wobel die Gewichte 4 und % betragen.
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Das Maximum wird also erreicht, falls die Wahrscheinlichkeitsmasse von X
folgendermassen verteilt ist:

UA .

s

a b

Fiir den Beweis nehmen wir wieder m = 0 an, so dass wir von Satz 1 Gebrauch
machen konnen. Formel (2) zeigt, dass bei gegebener Lange d = b— a des
Intervalles und bei gegebenem Y- a (d.h. bei gegebener «Gestalt» der Vertei-
lung von Y) die Varianz von X genau dann maximal wird, wenn E(Y)2 maximal
“ist,d.h. wenna = Qoderb = 0. Setzen wir also beispielsweisea = Ound b = d.
Indem wir (2) und (5) bentitzen, erhalten wir

Var(X) < Ys E(Y) [d—E(Y)] + Y12 E(Y)" (7)

wobei Gleichheit gilt, falls Y Bernoulli-verteilt ist. Das Maximum der rechten
Seite betrdgt ! /o d2, und zwar wird es erreicht fiir E(Y) = % d. Dies heisst, dass
daszugehorige Y Bernoulli-verteilt istmit P(Y = O) = Ysund P(Y = d) = %;
das entsprechende X ist also eine Mischung der «Zufallsvariablen» 0 und dU,
wobei die Gewichte /5 und % betragen.

4. Schranken fiir die Varianz einer diskret unimodalen Verteilung

Das diskrete Analogon von Satz 2 lautet:

Satz 5. Falls eine diskrete Zufallsvariable Z diskret unimodal ist mit Modus bei
mund Erwartungswert «, dann ist

Var(Z) = '3 (Ju—ml+'/2 )Zm-l/n .

Gleichheit gilt genau dann, wenn Z diskret gleichférmig verteilt ist.
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Fiir den Beweis betrachten wir X = U + Z (U, Z unabhéngig). X ist unimodal
im Sinne von Definition 1, wobei als Modus jede Zahl m, € [m, m-+1]
genommen werden kann. Satz 2 ergibt

Var(Z) = Var(X) — Var(U) = /3 (m —p )Zf Y12. (8)

Die gesuchte Abschitzung ergibt sich jetzt ausw, = £¢ + /2 und my = m (im
Falle .¢> m)oderm, = m + 1 (im Falle & < m).

Das diskrete Analogon von Satz 3 ist etwas kompliziert, weshalb wir zum
Analogon von Satz 4 iibergehen:

Satz 6. Falls eine diskrete Zufallsvariable Z diskret unimodal ist und konzen-
triert auf N > 2 aufeinanderfolgenden ganzen Zahlen, dann ist Var(Z) < ( Vs
— )2, Gleichheit gilt genau dann, wenn die Verteilung von Z die Gestalt von
{p } hat, wobei

p, =3 (1 +7%) 1(7 1)
373N/

pi = pz = v = pN_iz——N__l

X = U + Z(U, Zunabhingig) ist unimodal im Sinne von Definition 1. Fiir den
Beweis nehmen wir an, dass Null ein Modus von X sei. Fiir alle X, die diese
Form haben, ist offenbar das Y in der Produktformel von Satz 1 diskret mit
P(Y =0) = 0 (und umgekehrt). Formel (2) zeigt, dass die maximale Varianz von
Z erreicht wird, falls Y Bernoulli-verteilt ist, und zwar entweder iiber{ 1, N}
oder iiber {-— 1, N — 1}, Wir untersuchen den ersten Fall und setzen P(Y = 1)
= 1—p,P(Y = N) = p. Anhand von Formel (2) erhdlt man

Var(Z) = Var(X) — Var(U) = Y/3 Var(Y) + /12 E(Y) - Y12 (9)

2

= (M, Yo) — [p(N-1)/2 — (N=1)/3 = Y/s]

Das Maximum betrégt also im ersten Fall ("; — )2 und wird erreicht flirp =
% + 3o Die entsprechende Verteilung von Z betragt

B p 1 1
=1 R=3 ) o

p,=0firk<-lundk=N.
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Im zweiten Fall erhélt man fiir die maximale Varianz von 7 denselben Wert,
wobei die entsprechende Verteilung von Z aus (10) durch eine Verschiebung um
—1 hervorgeht.
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Zusammenfassung

Die Anwendung eines Satzes von Khintchin gestattet es, Resultate von Johnson & Rogers und
Jacobson betreffend die Varianz von unimodalen Verteilungen auf einfache Weise herzuleiten und
zu erweitern.

Summary

It is shown how a theorem of Khintchin can be used to derive and extend results regarding the
variance of unimodal distributions that were previously obtained by Johnson & Rogers and
Jacobson.

Résumé

L’usage d’un théoréme de Khintchin permet de dériver d’'une maniére simple des résultats de
Johnson & Rogers et Jacobson. Ces résultats peuvent étre généralisés en appliquant la méme
méthode,

Riassunto

L’uso di un teorema di Khintchin permette di derivare in modo semplice i risultati di Johnson &
Rogers e di Jacobson concernente la varianza delle distribuzioni unimodali. Questi risultati
vengono generalizzati applicando lo stesso metodo.
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