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Introduction ä la theorie des phenomenes d'attente

Par Philippe Dubois, Zurich

Resume

L'auteur expose, ä l'aide d'un exemple simple, les proc6des d'analyse en
application dans la theorie des phenomenes d'attente.

1. Remarques preliminaires et hypotheses de base

Les phenomenes d'attente - que Ton designe communement par
«files d'attente» ou «queues» - se rencontrent non seulement dans la vie
courante, mais aussi dans maints secteurs de l'economie et de la techno-
logie. D'une maniere generale, ils reposent sur le modele suivant:

Des unites (personnes, objets) provenant d'une ou de plusieurs
sources arrivent, ä des intervalles de temps reguliers ou irreguhers, dans

un systeme comprenant un centre d'attente et un centre de service. Le
centre d'attente peut comporter une ou plusieurs voies d'acces; de meme,
le centre de service peut etre constitue par une ou plusieurs stations.
Chaque unite passe dans l'une des stations pour y beneficier d'une cer-
taine prestation de service ou pour y subir un certain traitement. La
duree de service etant, en general, aleatoire, il se peut que les unites
soient obligees d'attendre que l'une des stations soit disponible. Oes

unites sejournent alors dans le centre d'attente et donnent lieu a, une ou

plusieurs files d'attente.
L'analyse de ce modele montre que la nature d'un pbenomene

d'attente sera completement earacterisee par l'indication des lois de

distribution qui regissent les intervalles entre les arrivees des unites
d'une part, et les durees aleatoires de service d'autre part.

II s'ensuit que le traitement matbematique des phenomenes
d'attente sera necessairement fonde sur les methodes du calcul des probabi-
lites et sur la theorie des processus stochastiques.
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Dans le cadre d'une introduction ä la theorie des phenomenes d'at-
tente, il ne saurait etre question d'aborder l'etude de ces phenomenes
dans toutes leurs generalites. Notre propos sera plutöt d'illustrer, ä

l'aide d'un exemple simple, les proeedes d'analyse elabores en vue du
traitement mathematique de tels phenomenes. Plus precisement, nous
examinerons le cas d'un Systeme ouvert alimente par des unites ennombre
illimite provenant d'une seule source, le centre d'attente ne comprenant
qu'une voie d'acces et le service etant assume par une station unique. Les

unites sont servies dans leur ordre d'arrivee apres avoir eventuellement
sejourne dans la file d'attente. II est suppose que lorsque le centre de

service est inoccupe le passage d'une unite du centre d'attente dans le

centre de service s'effectue instantanement.

Le phenomene envisage se presente sehematiquement de la maniere
suivante:

o o

file d'attente Station

Systeme

phenomeme

En outre, il est suppose que le processus des arrivees et le processus
de service sont du type poissonien. Ces hypotheses equivalent ä supposer
que les intervalles entre les arrivees des unites dans le Systeme sont

independants les uns des autres et sont distribues selon une loi exponen-
tielle. De meine, les durees de service sont independantes les unes des

autres et sont egalement distribuees selon une loi exponentielle [5,

vol.l]1).

II resulte de ces hypotheses de base que

- la probability qu'une unite arrive dans le Systeme dans l'intervalle de

temps dt est egal a A dt, oil A est le nombre moyen d'arrivees par unite
de temps;

L Les chiffres entre crochets se rapportent ä la liste bibliographique ä la fin du

present article.
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- la probabilite que la fin de service d'une unite intervienne dans l'inter-
vaile de temps dt est egale kfidt, oil 1 j/x represente le temps moyen de

service;

- la probabilite que plusieurs arrivees ou plusieurs fins de service se

produisent dans l'intervalle dt est d'un infiniment petit en dt d'ordre
superieur ä 1; une telle probabilite peut etre negligee.

En vue de l'analyse d'un tel phenomene, il importe que A < /r, car
dans l'hypothese contraire la duree moyenne de service 1 f(x serait supe-
rieure ä l'intervalle moyen de temps 1/A entre les arrivees, et la file
d'attente deviendrait alors de plus en plus longue avec le temps.

Les grandeurs interessantes ä determiner dans le phenomene
d'attente envisage peuvent etre rangees dans deux categories:

1° Les grandeurs iiees ä l'etat du Systeme, par exemple ie nombre
d'unites dans le Systeme ä l'instant t. A ces grandeurs sont attacliees
diverses probabilites, par exemple la probabilite qu'il y ait n
unites dans le systeme a l'instant t.

2° Les grandeurs dont la definition ne fait pas intervenir l'etat du

systeme, par exemple le temps d'attente d'une unite dans la file. A
ces grandeurs sont egalement attachees diverses probabilites, par
exemple la probabilite d'un temps d'attente dans la file superieur
ä une certaine valeur pour une unite arrivant ä l'instant t.

A ces deux categories de grandeurs correspondent deux methodes

d'analyse bien distinctes. La premiere dite «methode differentielle»
consiste ä etablir les equations d'etat du phenomene envisage sous la
forme d'equations differentielles. La seconde dite «methode integrale» se

ramene ä la recherche d'equations integrales permettant de definir cer-
taines grandeurs caracteristiques du phenomene d'attente considere.

2. Methode differentielle

2.1. Matrice de transition et equations d'etat

En vertu des hypotheses enoncees au paragraphe 1 ci-dessus d'une

part et des proprietes de la loi de Poisson d'autre part, il est important
de remarquer que le phenomene d'attente etudie dans le present article
est du type markovien [3, 5]. En d'autres termes, l'etat du systeme du

phenomene a l'instant t est completement determine par la connaissance
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du nombre n d'unites contenues dans ce Systeme ä l'instant considere, et
les previsions que l'on peut etre amene ä forniuler sur revolution future
du phenomene ne peuvent etre ameliorees par la connaissance de dormees

supplement aires portant sur une periode anterieure ä l'instant f.

Compte tenu des remarques ci-dessus, il est facile d'etablir la matrice
de transition propre au phenomene d'attente etudie. A cet effet, il
sera fait appel ä la terminologie introduite dans la theorie des cbaines
de Markov.

Soit En l'etat correspondant ä n unites dans le Systeme ä l'instant f.

Les transitions pouvant se produire dans l'intervalle de temps (t,t + dt)

sont les suivantes:

E0 E0, E0 -> El -> E0;

E„ -* E„. En-i' En -+ En .1, n S; 1.

Soit p„(f), n 0, 1, 2, 3, la probability a priori de l'etat En
ä l'instant t et

0(f)] [p0(t), pj(f), p2(<), p3{t), ...]
le vecteur d'etat du Systeme a l'instant t avec

0 ^ pn(t) ^ 1

oo

=1-
0

Compte tenu des hypotheses formulees au paragraphe 1, les

probability de transition seront les suivantes:

Changement d'etat Probabilites de transition

E0^E0 1 — Xdt

E0^> £, X dt

Ex E0 (1 -Xdt) (fidt) ^fidt
En En n Sä 1 (1 -Xdt) (1—/adt) — (Xdt) (/xdt) ^ 1 — Ad/ — /xdt

En -* n 1 (1 — / dt) {ß dt) ^ /x dt

En -> En^_j, n S> 1 (hdt) (1—/xdt) ^ ?.dt

Dans ce qui precede, les infiniment petits en dt d'ordre superieur a 1

ont ete negliges. C'est aussi la raison pour laquelle le changement d'etat
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En conduisant ä une probability de l'ordre (dt)2 n'a pas ete

envisage dans le schema ci-dessus.

Sur la base des probability de transition ainsi obtenues, la matrice

carree de transition peut s'ecrire:

Etat ä Vinstant t + dt

n 0 n 1 n 2 3 CO

^ n 0

1 n 1

«O Yt 0,
^ a — ^

sC n 3
'S
3

l-Xdt
pdt

0

0

Xdt
1 — (X+p)dt

pdt
0

0

X dt

l — (X+p) dt

p dt

0

0

Xdt
1 — (X-\-p) dt

Si Ton designe par [r] la matrice de transition, les equations d'etat
seront definies par la relation matricielle

[p(t + dt)] [p(tj] [t]

ou sous une forme explicite:

p0(t-'rdt) (1 — Xdt)p0(t)-Ppdt'p1(t)

Pn(t + dt) Xdtp^t) 4- (1 — Xdt—pdt)p„(t) + pdtpn^(t),

pour n 1,

ou encore

(A) 23o(0 —

(B) P«(0 ^Pn~iW —(<* + /") fn{t) d- MP„- 1 (0. n ^ 1

Ces equations differentielles ne sont qu'un cas particulier des

equations plus generales definissant les processus poissoniens dits de

naissance et de mort dans lesquels les parametres X et p sont fonction
de n. Elles peuvent etre obtenues directement ä partir des equations
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differentielles de Chapman-Kolmogorov, lesquelles jouent un rule
fundamental dans la theorie des chaines de Markov.

La solution du Systeme d'equations differentielles (A) et (B), eompte
tenu des conditions initiales

2L„(°) 1 et P„(0) 0 POur n — n0,

ou n0 designe le nombre d'unites dans le systeme a Pinstant 0, est assez

compliquee et fait intervenir les fonctions de Bessel.

Dans le present article, nous nous bornerons a indiquer la solution
de ces equations dans le cas pratique important oil le phenomene d'at-
tente se trouve en regime permanent.

2.2. Regime permanent

La matrice de transition indiquee au chiffre 2.1. etant ergodique,
c'est-a-dire n'etant ni reductible ni periodique, la probability pn(t) - selon

un theoreme classique [5, vol. 1J de la theorie des chaines de Markov -
tend, avec t croissant, vers une limite independante de t et du nombre
initial n0 d'unites dans le systeme. On a done:

lim pn{t) pn. n 0,1.2
I CO

Le phenomene est alors dit se trouver en regime permanent.

Pour t -> co, les derivees dans les equations d'etat (A) et (B) tendent
alors vers zero. U vient done:

(A') Ap0 Mi-
(B') (/ + ^)p„ n^l.

On tire immediatement de ces equations:

Pi Vo

p, =- (A/»2p0

Pn =- (Wp„
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D'aufcre part, on a
OO

^2 Pi 1'
0

d'oü
1 p0[l + (//p) + (Xiptf + ...+ Mr)* + .]

ou (X/ju < 1 par hvpothese)
1

1- -X//J,

soit, en posant xp Xj/i
To 1 — V-

II vient alors

fC) P»=(l -V)V". » 0,1.2,8,....
La quantity xp, appelee «coefficient d'utilisation» dans la theorie

des phenomenes d'attente, est independante de l'unite de temps et joue
an role important dans la pratique. Pour xp > 1, le phenomene n'admet

pas de regime permanent, la file d'attente devenant de plus en plus
longue.

2.3. Grandeurs caracteristiques en regime permanent

La probability que la variable aleatoire A" representant le nombre
d'unites dans le systeme soit inferieure ou egale ä n s'obtient facilement:

n ;>

Pr{N <? w] 2« p,- -= 2' (1 — ip) ip1,

Pr |A" rg n} (1 — xp)

U en resulte:

1 — y"+1"r - 1 — y»-1-1.
1 — xp

Pr{N>n) xp'"1.

En particulier, la probability qu'une unite au moins se trouve dans
le systeme est egale a

Pr {A" > 0} xp.

Le nombre moyen n d'unites dans le systeme est egal a

oo oo

n E(N) (1 — xp) ^iixp'V T l — xp
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Si n designe le noinbre d'unites dans le systeme. le nombre d'unites
v dans la file d'attente sera evidemment:

Le nombre moyen v d'unites dans la file d'attente sera done egal a:

Comme autres grandeurs nioyennes importantes, il convient de

signaler le temps moyen d'attente d'une unite dans la file d'attente et le

temps moyen d'attente d'une unite dans le systeme (temps de service

compris). Ces grandeurs seront determinees dans le paragrapbe suivant.

En vue de la construction de 1 'equation integrale du temps d'attente
relative au phenomene defini au paragrapbe 1, il est judicieux d'indi-
vidualiser les unites qui passent dans le systeme comprenant le centre
d'attente et le centre de service. A cet effet, les unites seront numerotees
dans leur ordre d'arrivee

a partir de 1'instant initial t 0, et les definitions suivantes >eront
introduites:

v - 0 pour n — 0,

v — n — 1 pour n > 0.

oo

v V»'(i— I) Pi » —1 + p0
1 — y>

3. Methode integrale

3.1. Equation integrale du temps d'attente

1, -2. ...,n,

Soit

u.

IV,

n

'n

n

1'instant d'arrivee de l'unite n :

l'intervalle de temps entre les arrivees des unites
n — 1 et n;
le temps d'attente de l'unite n dans la file d'attente;
la duree de service de l'unite n;
le temps d'attente de l'unite n dans le systeme.

II est suppose que les unites qui entrent dans le systeme dans leur
ordre d'arrivee en sortent egalement dans le meme ordre.
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(hi voit facilement que:

wn 0 si - T„ ^ 0.

Wn «»-1 — P. Si «»-1 — ^ 0.

Soit
Fn(x) Pr {«•„ ^ a:}

respectivemeut
G„(x) - Pr{u„^x}

la function de repartition du temps d'attente de l'unite n dans la file,
respectivement la fonction de repartition du temps d'attente de l'unite n
dans le Systeme.

Soit encore

a(x) dx Fr \x ^ rn < x + dx} ?.e~Xxdx

respectivement
A(x) Pr{th > a} e~Xx

la densite de probability respectivement la fonction de repartition com-
plementaire relative ä l'intervalle rH entre les arrivees des unites n— 1

et n dans le Systeme. Dans ces deux dernieres relations, l'indice n peut
etre supprime, puisque par hypothese (voir paragraphe 1 du present
article) les intervalles entre les arrivees des unites dans le Systeme sont
independants les uns des autres et sont distribues selon une meme loi
exponentielle. D'autre part, les variables et r„ sont aussi indepen-
dantes l'une de l'autre. En effet, un_x representant le temps d'attente de

l'unite n~ 1 dans le Systeme ne depend que des intervalles de temps

t„_, r„_2, desquels la variable r„ est independante. II vient done:

CO

Pr {w„_, — r„ ^ x} fPr {£ <; r„ < £ + Pr {zin_L <,x+£}
$ 0

ou, pour x 0
CO

(D) Fn(x) [a(£)G^(x+!-)d£.
ö

Soit

s(x) dx Pr{x ^ vn < x + dx} fxe~>'z dx

respectivement
S(x) Pr[vn> x} e
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la densite de probability respeetivement la fonction de repartition com-
plernentaire relative ä la duree de service vn del'unitew, cette duree etant
egalement independante de n par bypotbese. On a alors:

(E) Gn{x) Pr{un^ x}

X

[Pr {f ^ vn < £ - d£) Pr {ir„ <; x — £}

\S(£)FJx-£)d£.
6

Les equations (1)) et (E) permettent de determiner de procbe en

procbe les fonctions Fn(x) et G„(x), coinpte tenu des conditions initiales

F^x) 1

(F)
G^x) 1 — e~',x,

lesquelles expriment (en supposant que le nombre initial d'unites dans le

Systeme est nul) que l'unite n 1 a un temps d'attente nul dans la file,
et par consequent un temps d'attente dans le Systeme egal ä la duree de

service.

3.2. Regime permanent

Les fonctions F et G etant independantes de n en regime permanent,
les equations (D) et (E) deviennent alors:

CO CO

(D') F(x) | a(£) G(x — £) d£ J?.e~'-;G(x -r £) d£,

(E') G(x) Js(£)F(x—£)d£ j jue "'F(x—£)d£.
o o

En posant
£ t.

il vient pour (D')

ou encore

F(x) - e'~

F(x) f ?.e~''lt~^ G(t) dt
X

CO x

f e~u G(t) dt- f e~'J G(t) dt
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En particulier, pour x 0, on a:

CO

F(0) X fe~x,G(t)dt.
6

T F(0) rF(x) XeXx —^ - I e~xt G(t) dt
A J

II vient alors:

En appliquant la methode de transformation de Laplace ä l'equa-
tion ci-dessus et ä l'equation (E'), on voit aisernent [3] qu'elles peuvent
se mettre sous la forme explicite:

(T>") F(x) F(0) (fi-')x
p — X [x — X

(E") G(x) 1 —

En posant y> Xj/i, il vient pour (D")

F(x) F(0) f -1 — y> l — rp

Comme lim F(x) — 1 et (fx—X) > 0, on en deduit:
2-*00

F(0) 1-rp Vo.

II vient finalement pour (D")

(D'") F(x)

II resulte de l'equation (D'") que la probability que la duree d'une attente
dans la file soit superieure a x est egale a

rpe

En regime permanent, le temps moyen d'attente d'une unite dans la
file est egal ä

1 rp
w j~ xdF(x)

H 1—f
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De l'equation (E") 011 deduit qu'en regime permanent le temps
moyen d'attente d'une unite dans le Systeme est egal ä:

1 1

u xdG(.r) --

o
'

i« 1~ V

Le temps moyen de service d'une unite est egal ä

_ _ 1
V U — W

Dans le cas ou le phenomene d'attente envisage se trouve en regime
permanent, ce resultat etait facilement previsible.

4. Remarques finales

Le but du present article etait d'illustrer, a l'aide d'un exemple
particulierement simple, les methodes utilisees dans la theorie des phe-
nomenes d'attente. Ces methodes ont ete appliquees avec succes a des

phenomenes plus generaux et ont perniis d'aboutir a des resultats
valables dans la pratique. Le lecteur s'interessant ä de tels problemes

pourra se reporter aux ouvrages figurant dans la liste bibliograpliique
indiquee ci-apres, notamment ä l'ouvrage [3]. Dans cet ordre d'idees, il
n'est pas inutile de mentionner les recherches entreprises ces dernieres

annees par certains auteurs [1, 2, 5] en vue d'arriver ä un traitement
mathematique unifie de la theorie des phenomenes d'attente dans le
cadre de la theorie moderne des processus stochastiques.
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Zusammenfassung

Mit Hilfe eines einfachen Modells legt der Verfasser die analytischen Methoden
dar. wel'-he in der Theorie der Warteschlangen zur Anwendung gelangen.

Summary

Resting on a simple example, the author expounds t he methods of analysis used

in the theory of queues.

Riassunto

L'autore expone. basandosi su un semplice esempio. i metodi di analisi usati
nella teoria dei fenomeni di attesa.
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