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Neuere Fortschritte
in der Theorie der Bayesschen Statistik

Von Peter J. Huber, Ziirich

Zusammenfassung

Das vorliegende Referat fiihrt in wichtige neuere Fortschritte auf dem Gebiet
der Bayesschen Statistik ein, insbesondere in die Arbeiten von D. Freedman iiber das
asymptotische Verhalten von Bayes-Schiatzungen und in die empirischen Bayes-
Methoden von H. Robbins. Die versicherungsmathematische Relevanz dieser Resul-
tate wird anhand des Tarifierungsproblems in der Motorfahrzeughaftpflicht-Versi-
cherung illustriert.

1. Vorbemerkungen

Dieser Beitrag stellt eine leicht iiberarbeitete Fassung des Vortrags
dar, den der Verfasser am ASTIN-Kolloquium in Luzern, 9.-12. Juni
1965, gehalten hat. Den eigentlichen Anstoss zur Wahl des Vortrags-
themas hatte eine Arbeit von Bithlmann (1964) iiber Erfahrungstarifie-
rung inder Motorfahrzeughaftpflicht-Versicherung gegeben. Es erscheint
deshalb angebracht, im néchsten Abschnitt aufzuzeigen, wie dieser Pro-
blemkreis auf eine natiirliche Weise zu Bayes-Methoden fiihrt.

2. Das Tarifierungsproblem

Es ist klar, dass die Pramien einer Motorfahrzeughaftpflicht-Versi-
cherung so festgesetzt werden miissen, dass die totalen Pramieneinnah-
men und Schadenauszahlungen der Versicherungsgesellschaft sich etwa
die Waage halten. Aber auch fiir den einzelnen Versicherten sollten sich
Priamien und Schadenauszahlungen «im Mittel» ungefdhr ausgleichen.
Die zweite Forderung kann vielleicht am zwingendsten mit einer spiel-
theoretischen Uberlegung begriindet werden : unter freien Wettbewerbs-
bedingungen verhindert diese Forderung ndmlich, dass sich eine Ver-
sicherungsgesellschaft auf Kosten der anderen bereichern kann, indem
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sie ausgewahlte niedrige Risiken durch Angebot eines Spezialrabatts an
sich zieht. Was soll aber der Ausdruck «im Mittel» bedeuten ?

Nehmen wir einmal an, jede einzelne Versicherungspolice habe eine
gewisse, durch eine Zahl p charakterisierte Schadenanfilligkeit: Zum
Beispiel sei p die Wahrscheinlichkeit, dass die Police im néchsten Ka-
lenderjahr mindestens einen Schadenfall hat; p kénnte an sich zeitlich
verinderlich sein, doch werden wir dies ausser acht lassen. Allgemeiner
konnte p fur eine endliche oder unendliche Folge von Zahlen p, p, , .
stehen, wo p, etwa die Wahrscheinlichkeit bezeichnet, dass im ndchsten
Jahr genau k Schadenfille auftreten, oder man kénnte zwischen leichten
und schweren Unfillen unterscheiden, oder p konnte fiir die erwartete
Schadenhohe stehen, usw. Die Zahl p st in jedem einzelnen Fall unbe-
kannt, aber innerhalb der Gesamtpopulation (oder innerhalb der etwas
homogeneren Untergruppen einer Stratifikation) kann man die Ver-
teilung von p gendhert schdtzen, indem man den vergangenen Schaden-
verlauf einer geniigend grossen Zahl von Policen untersucht.

Die Schadenanfilligkeit einer neuen Police konnte durch den Mittel-
wert von p in der Gesamtpopulation geschitzt werden. In den folgenden
Jahren kann man diese Schitzung von p auf Grund des beobachteten
Schadenverlaufs sukzessive verbessern.

Wenn man nun anstrebt, dass jeder Versicherungsnehmer diejenige
Priamie zahlen soll, die seinem individuellen p angemessen 1st, fithrt die
sukzessive Verbesserung der Schéitzung von p von selbst auf variable
Primiensysteme, wie sie nunmehr in verschiedenen Lédndern in Ge-
brauch sind.

Ich mochte das hier auftretende Schidtzproblem herausgreifen. Es
ist ein typisches sogenanntes Bayes-Problem: man hat a priori Informa-
tion iber p in Form einer Wahrscheinlichkeitsverteilung mit nachfol-
genden Beobachtungen zu kombinieren.

In der Tat wurde denn auch das in Gebrauch stehende schweizeri-

sche Pramienstufensystem mit Hilfe von Bayes-Methoden konstruiert
(Bichsel 1964).

3. Asymptotische Eigenschaften von Bayes-Schitzungen

Wir ersetzen jetzt das versicherungstechnische Problem durch ein
Urnenmodell. Nehmen wir an, wir hitten eine mit verfilschten m-seiti-
gen Wurfeln gefilllte Urne vor uns; wir werden uns auf den Fall m = 3
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beschrinken, da er bereits alles Wesentliche zeigt. Jeder solche Wiirfel
ist durch drei nicht-negative Zahlen mit Summe p, + p, + p; = 1 cha-
rakterisiert, wo p, die Wahrscheinlichkeit ist, k Augen zu wirfeln, oder,
was dasselbe ist, durch einen Punkt p eines Dreiecks (némlich durch den
Schwerpunkt von drei Massen p,, p,, p;, die in den Eckpunkten des
Dreiecks angebracht sind). Den Vektor (p,, p,, ps;) bezeichnen wir
mit p.

Wenn wir einen solchen Wiirfel eine grosse Zahl n von Malen wer-
fen, dann ist wohlbekannt, dass die relative Haufigkeit 2, = n,/n des
Auftretens von & Augen mit Wahrscheinlichkeit 1 gegen p, konvergiert,
und dass die Verteilung des Vektors n* (b —py, hy— Py, hy—pg) gegen
eine zweidimensionale Normalverteilung strebt.

Nchmen wir jetzt an, die Verteilung der Verfilschtheit der Wiirfel
in unserer Urne sei bekannt. Diese sogenannte a priori Verteilung ent-
spricht einer gewissen Wahrscheinlichkeitsverteilung auf dem Dreieck;
der Einfachheit halber nehmen wir an, sie besitze eine Dichte f(p).

Wir greifen jetzt einen Wiirfel zuféllig aus der Urne heraus und
werfen ithn n Male, wobei n, Male die Augenzahl k auftritt (k = 1, 2, 3).
Wir mochten nun das unserem Wiirfel eigene p schéitzen. Im Anschluss
an Bayes (1763) geschieht das folgendermassen.

Zuuerst berechnet man die sogenannte a posteriori Dichte f,(p), d.h.
die bedingte Wahrscheinlichkeitsdichte der Zufallsgrosse p, gegeben dass
(ny, ny, ng) beobachtet wurde. Diese Dichte ist

_ Pipr P f(p)
fﬂ(p) - ny Mg N3 \ ?
J P P vs f(p) dp
wobel dp das Flidchenelement des Dreiecks bezeichnet.

Dann schétzen wir den wahren Wert unseres p durch den Erwar-
tungswert p von p unter der a posteriori Verteilung:

p = [php)dp.

Diese sogenannte Bayes-Schidtzung p hat folgende Eigenschaften.
Sie minimalisiert die bedingte Erwartung des quadratischen Fehlers
(p—p)?, gegeben dass (ny, n,,ny) beobachtet worden 1st, wie man leicht
sieht. Da sie dies aber fiir alle moglichen Werte der n, tut, folgt sofort,
dass die Bayes-Schitzung unter allen moéglichen Schétzungen von p den
kleinsten (unbedingten) Erwartungswert des Fehlerquadrats (p—p)?
liefert.
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Wie benimmt sich die Bayes-Schéitzung fir grosse n ? Einige der im
folgenden erwéhnten Sédtze besitzen ein ehrwiirdiges Alter, indem sie
schon von Laplace um 1820 in Spezialfillen bewiesen wurden. Die Be-
weise fir den allgemeinen Fall sind jedoch recht neu. Natiirlich kann ich
die Allgemeinheit der Sitze in dieser kurzen Ubersicht nicht ausloten,
und ich werde mich damit begniigen, sie an unserem speziellen Urnen-
modell zu erliutern. Mit p° = (p?, pJ, p3) bezeichnen wir im felgenden
die (unbekannten) Konstanten, welche den tatsichlich gezogenen Wiirfel
charakterisieren.

Das allgemeinste Resultat iber Bayes-Schédtzungen ist dasjenige von

Doob (1949). Fiir fast alle Werte von p° (wn bezug auf die a proory Vertet-
lung ) konverguert die a posterior: Verterlung gegen die Punktmasse 1 in
P, und p konvergiert stochastisch gegem p°, wenn n gegen oo strebt.

Man sagt, eine Schétzung sei konsistent, wenn sie stochastisch
gegen den wahren Wert konvergiert. Doobs Satz kann also etwas kiirzer
so ausgesprochen werden: Die Bayes-Schitzung ist fir fast alle p°
konsistent.

Dieser Satz ist unter dusserst allgemeinen Voraussetzungen giltig
und ist vollkommen zufriedenstellend, falls f(p) die wahre a priori Vertei-
lung wiedergibt. Wenn aber f(p) bloss eine Annidherung an die wahre
Verteilung ist, oder wenn man die Bayes-Methode bloss als bequemes
Schitzverfahren bentutzt, hilft dieser Satz nicht viel. Es wire dann
niamlich an sich denkbar, dass alle Wiirfel in unserer Urne zur Aus-
nahmemenge vom Mass 0 gehoren, wo die Schidtzung nicht zu konver-
gieren braucht. — Doobs Satz ist ibrigens in allerneuester Zeit von
Lorraine Schwartz (1965) weiter verallgemeinert worden.

In unserem Fall ist jedoch ein schérferes Ergebnis richtig:

Freedman (1963). Die Bayes-Schitzung p ust konsistent fiir alle p® am Tré.ger
der a priory Verterlung, und nur fiir deese.

Ein Punkt p° gehort genau dann zum Trager einer Wahrscheinlich-
keitsverteilung, wenn jede beliebig kleine Umgebung von p° eine von 0
verschiedene Wahrscheinlichkeit besitzt.

Freedman (1963). Wenn die a priort Verteslung wn p° eine stetige, von 0
verschiedene Dichte besitzt, dann st die a posteriort Verteilung von n* (p—h)
asymptotisch normal, und die Bayes-Schitzung p fdllt asymptotisch mat
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der Mazimum-Lakelihood-Schétzung h = (n,/n,n,/n, ng/n) zusammen,
d.h. n*(p—h) = 0 fast sicher.

Somit verhalten sich Bayes-Schéitzungen fiir grosse n unter recht
schwachen Regularitdtsbedingungen ganz ausgezeichnet und sind ins-
besondere von der Wahl der a priori Verteilung weitgehend unabhéngig.

Ich werde jetzt Freedmans Beweise kurz andeuten. Sei

Hh,p) = — > hlogp,
P
die Entropie von p relativ zu h (der Begriff ist aus der Informations-
theorie entlehnt). Fiir festes h ist H(h, p) eine konvexe Funktion von p,
mit Minimum in p = h. Die a posteriori Dichte kann geschrieben werden

fulp) = ce0 f(p).

Fur wachsendes » hat der Exponentialausdruck ein immer ausgeprig-
teres Maximum in p = h. Nach dem Gesetz der grossen Zahlen kon-
vergiert h gegen p?%. Wenn nun p° zum Tréger der a priori Verteilung ge-
hort, kann man daraus schliessen, dass die a posteriori Verteilung sich
niher und néher bei p® konzentriert.

Dass die a posteriori Verteilung asymptotisch normal ist, siecht man
ein, indem man H(h,p) um p = h in eine Taylorreihe entwickelt, nach
den quadratischen Termen abbricht und die Restglieder abschétzt.

Die oben erwidhnten Sitze lassen sich noch etwas verfeinern, wie
folgt.

Wenn man Wurfel mit abzahlbar unendlich vielen Seiten zulasst,
gilt Doobs Satz ungeéndert ; Freedmans Sétze bleiben richtig unter der
zusétzlichen Bedingung, dass der tatsdchlich gezogene Wiirfel zufillig
nur endlich viele Seiten hat (d.h. p) = 0 ausser fiir endlich viele %).

Wenn aber p;, > 0 fiir unendlich viele k, stellt es sich iberraschender-
weise heraus, dass die Bayes-Schétzung fiir die meisten Paare, bestehend
aus einer a priori Verteilung und einem p% nicht konsistent ist (Freed-
man 1965)!

Die Sédtze bleiben jedoch giltig fiir a priori Verteilungen, welche
«tail-free» sind; diese von Freedman eingefithrte hinreichende Bedin-
gung besagt, dass unter der a priori Verteilung die geeignet normierten p,
mit grossem k von den p, mit kleinem %k unabhédngig sein sollen.

Man kann sogar « Wiirfel» mit kontinuierlich vielen Seitenfldchen
zulassen; Konsistenz bleibt erhalten, falls die a priori Verteilung «tail-
freen 1st (Fabius 1964).
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Bis jetzt bin ich der Frage der sogenannten persinlichen Wahr-
scheinlichkeiten bewusst ausgewichen. Die a priori Verteilungen sind nur
sehr selten genau bekannt, aber hdufig hat man recht genaue subjektive
Meinungen tiber die relativen Chancen. Wenn zum Beispiel jemand ge-
willt 1st, beide Seiten einer 4:1 Wette auf Eintreffen eines gewissen
Ereignisses (eines Rennsieges durch XY o.4.) einzugehen, kénnte man
sagen, er gebe diesem Kreignis eine personliche Wahrscheinlichkeit
von (.8.

Die Befiirworter des Gebrauchs von personlichen Wahrscheinlich-
keiten (z.B. Savage 1954) behaupten, eine (ideale) vollstdndig rationale
Person wiirde ihren personlichen a priori Glauben gemiss der Formel
von Bayes mit Beobachtungsresultaten kombinieren, um so eine per-
sonliche a posteriori Wahrscheinlichkeit zu erhalten. Ob man nun die
Einfihrung solcher idealisierter Personen fur sinnvoll erachtet oder
nicht, Freedmans Sétze zeigen immerhin, dass jeder personliche a priori
Glauben wenigstens zu ausgezeichneten asymptotischen Resultaten
fithrt — sofern man vorsichtig genug ist, diesen Glauben hinreichend
glatt, «tail-free» und mit gentigend grossem Triger zu wihlen!

4. Empirische Bayes-Methoden

In Abschnitt 2 sagte ich etwas voreilig, man koénne «die Verteilung
von p gendhert schitzen, indem man den vergangenen Schadenverlauf
einer geniigend grossen Zahl von Policen» untersuche. Diese Behaup-
tung ist nur teilweise richtig. Jeder Autofahrer fihrt nur eine sehr be-
schrinkte Anzahl von Jahren unter anndhernd konstanten Bedingun-
gen, und deshalb kann seine persénliche Unfallanfélligkeit nicht be-
sonders genau geschétzt werden. Diese Ungenauigkeit gebt in die Be-
stimmung der a priori Verteilung von p ein und kann im allgemeinen
nicht eliminiert werden, indem man die Anzahl der untersuchten Policen
vergrossert.

Es gibt jedoch Ausnahmen. In gewissen Féllen kann man nicht nur
die a priori Verteilung schétzen, sondern man kann sogar statistische
Verfahren konstruieren, welche die Kenntnis der a priori Verteilung
nicht voraussetzen, aber asymptotisch dasselbe leisten, wie wenn man
diese Kenntnis gehabt hétte. Diese Einsicht ist Herbert Robbins zu
verdanken.
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Um die Idee zu fixieren, nehmen wir an, die Anzahl Schadenfille
pro Versicherungspolice und pro Kalenderjahr habe eine Poissonvertei-
lung mit Parameter 4: 7
Pe(d) = e_z-ﬁ, B = 0.1 .y
und jeder einzelnen Versicherung komme ein individueller und unbe-
kannter Wert von A zu. Wir nehmen an, die Werte von A seien in der
totalen Population gemdss einer unbekannten a priori Verteilung ¢ ver-
teilt. Wenn man somit eine Police aufs Geratewohl herausgreift, dann
18t die Wahrscheinlichkeit, dass sie im nédchsten Jahr genau i Schaden-
fille hat, gleich

p(G) = [ puld) dG(R).

Nun se1 eine grosse Zahl n von Policen wihrend, sagen wir, einem
Jahr beobachtet worden, und es sei 2, = n,/n die relative Haufigkeit der
Policen mit genau k Schadenféllen. Die Zahl h, kann als Schétzung far
p() gebraucht werden. Robbins definiert nun eine Folge von Schét-
zungen (7, von (+, welehe mit wachsendem n gegen (+ konvergiert. Damit
man eine solche Folge konstruieren kann, ist offensichtlich notwendig,
dass die folgende Identifizierbarkeitsbedingung erfiillt ist: wenn
() = p (") far alle k, dann 1st G = (. Diese Bedingung 1st fir die
zusammengesetzte Poisson-, jedoch nicht fir die zusammengesetzte
Binomialverteilung ertiillt. Der einfachste (aber nicht-konstruktive)
Weg zur Beschreibung einer solchen Folge (7, ist die Methode der mini-
malen Distanz von Wolfowitz: unter allen Kandidaten fiir die a prior
Verteilung von A wihlt man dasjenige G,, fur welches die p,((7,) am
néchsten bei den beobachten &, liegen. Es ist dabei weitgehend beliebig,
wie man die Distanz zwischen den p,(G,) und den h, definiert.

Wenn man nicht an G selber, sondern nur an einem beschrankteren
Vorhaben interessiert ist, z. B. an der Schitzung der Schadenfilligkeit A
einer individuellen Police, konnte man zwar die Bayes-Schitzung unter
Zugrundelegung der a priori Verteilung G, beniitzen, doch gibt es auch
viel einfachere Methoden. So hat M. V. Johns (1956) gezeigt, dass man 4
durch

R4
(k+1) h,

schitzen kann, falls die betreffende Police & Schadenfille gehabt hat,
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und dass diese Schitzung asymptotisch gleich gut ist wie die Bayes-
Schitzung bel Beniitzung der wahren a priori Verteilung G. Fiir Ein-
zelheiten und fur weitere Literaturangaben verweise ich auf Robbins
(1964). — Die Theorie ist noch im Entwicklungsstadium, und man weiss
noch kaum, wie sich diese Schéitzungen fiir kleine und méssig grosse
Werte von n verhalten.
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Résumé

Cet exposé nous introduit dans de nouveaux et importants progres dans le
domaine de la statistique de Bayes, en particulier dans les travaux de D. Freedman
sur le comportement asymptotique des estimations de Bayes et dans les méthodes
empiriques de Bayes, publiées par H. Robbins. I’importance de ces résultats pour la
science actuarielle est illustrée par le probléme de la tarification en assurance res-
ponsabilité civile des véhicules automobiles.

Summary

The present review forms an introduction to the important recent advances
made in the field of Bayesian statistics, in particular to the work of D. Freedman on
asymptotical relationship of Bayesian estimates and to the empirical Bayesian me-
thods of H. Robbins. The actuarial relevance of these results is illustrated by pro-
blems of rating in motor car third party Lability insurance.

Riassunto

La presente relazione introduce nei recenti e importanti progressi nell’ambito
della statistica di Bayes, in particolare nei lavori di D. Freedman in merito al com-
portamento asintotico delle stime di Bayes e nei metodi empirici di Bayes di
H. Robbins. La rilevanza attuariale di questi risultati viene illustrata sulla base
del problema di tariffazione nell’assicurazione di responsabilita civile per le auto-
vetture.
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