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D

Bibliographie fiir Versicherungsmathematik,
Statistik und Datenverarbeitung

Bearbeitet von E. Zwinggi, Basel

Mitteilungen der Vereinigung schweizerischer Versicherungsmathematiker
Band 61, 1961

Nef, W.: Der Einsatz eines Rechenautomaten im Rahmen einer Universitét. S. 25-39.

Wegmailler, Walter : Constitution organique et fonctionnement du calculateur électro-
nique BULL GAMMA-AET. S. 41-64.

Boehm, Carl: Die Zahl der Vergleichsoperationen beim Mischen auf 8 Bahnen.
S. 65-75.

Leepin, P.: Simulation von Intelligenz durch Maschinen. S. 77-92.

Capt, E.: La méthode de Lidstone et son degré d’approximation. S. 93-103.
Schaetzle, Theo und Deprez, Eric: Pensionskassen mit variablen Renten. S. 105-124.
Iff, Paul: Der Gruppenexcedent in der Feuer-Riickversicherung. S. 125-132.
Jecklin, H.: Betrachtungen zum Sterblichkeitsverlauf erhshter Risiken. S. 183-149.
Nolfi, P.: Zur Auffindung optimaler Sterblichkeitsgrundlagen. S. 151-160.
Rufener, IJ.: Hyperbolische Interpolation mit Restglied. S. 161-171.

Biiklmann, Hans: Uber das Testen von Sterblichkeitshypothesen iiber anomale
Risiken. S. 173-181.

Ammeter, Hans: Risikotheoretische Grundlagen der Erfahrungstarifierung. S. 183
bis 217.

Meier, Hans-Peter: Bearbeitung des Witwenrentenfaktors f#(zA4) der Grundlagen
tiir Gruppenversicherungen mit elektronischen Rechenmaschinen. S. 219-221.

Bawmgartner,U.: Abschitzung von Reserven mit spieltheoretischen Methoden. S. 223
bis 274

Capt, Edmond: Un aspect du probléme du risque. S. 275-284.
Schobe, Waldemar: Zum Lucasschen Ehepaarproblem. S. 285-292.
Yntema, L.: Aquivalenzrechnung. S. 293-310.

Sumitsuji, Osamu: Some elementary researches in the mathematics of life insurance
(III). 8. 311-318.

Ammeter, Hans: Das zweite internationale Kolloquium der ASTIN iiber versiche-
rungsmathematische Probleme der Nicht-Lebensversicherung. S. 819-329.
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Internationale Zeitschrift fiir versicherungsmathematische und statistische
Probleme der sozialen Sicherheit

Nr. 5-6, 1960

Pinto de Moura, Gastdo: Las jubilaciones y el régimen de reparto. S. 33—69.

Consael, Robert: De I'influence de I'indexation des prestations & long terme sur les
systéemes de financement a la prime moyenne. S. 71-99.

Van Klinken, J.: The classification of accident risks. S. 101-112.

Deprez, Eric: Nouvelles bases techniques pour assurances de pensions. S. 113-118.

Schauler, W.: Technische Grundlagen der Eidgendssischen Versicherungskasse. S. 119
bis 128.

Clarke, C. E.: Quinquennial reviews of the British National Insurance and industrial
injuries schemes. S. 125-132.

Clarke, C. E.: Increases of benefits in the British National Insurance and industrial
injuries schemes. S. 133-137.

Thullen, P. (L. L. O.): Remarks on the morbidity rate. S. 139-149.

Santiny, Carlo: Sur une valeur approchée de la rente de famille. S. 151-179.

Finanzielle Gesichtspunkte der Internationalen Ubereinkommen iiber die Soziale
Sicherheit der Wanderarbeitnehmer. S. 181-209.

Wiesler, H.: Premiére table de mortalité pour la Turquie. S. 211-226.

Schweizerische Versicherungs-Zeitschrift
29. Jahrgang, 1961/62

Viret, Bernard: Quelques problémes relatifs au suicide de I'assuré dans 'assurance
sur la vie. S. 129-138.

Eine schwedische Untersuchung tiber die Schadenfrequenz in der Autoversicherung
und die Anpassung des Tarifes an deren Ergebnisse. S. 174-176.

Wetter, H.: Die Besteuerung der Versicherungsgesellschaften. S. 226-246.

Wallinger, Willy: Doppelbesteuerungsprobleme der Versicherungsgesellschaften.
S. 246-257.

Marcuard, Bernhard: Die Stempelabgaben im Versicherungswesen. S. 258-267.

Pétermann, Pierre: Faveurs accordées par le fise de la Confédération et ceux des can-
tons a des ceuvres de prévoyance ainsi qu’aux preneurs et bénéficiaires d’assuran-
ces. S. 267-276.

Wallinger, Wally: Sicherung der Steueranspriiche bei Versicherungen. S. 285-297.

Giipfert, H.: Steuer und Sozialversicherung. S. 297-306.

Lorenz-Liburnaw, Hans: Die Versicherung in der europdischen Integration unter
besonderer Berticksichtigung des Liberalisierungskodex der OEEC. S. 339-349
und 380-392.

Schweizerische Zeitschrift fiir Sozialversicherung
5. Jahrgang, 1961

Stiegrist, Walli: Probleme der schweizerischen Krankenversicherung. S. 85-49.

Naef, Hans: Schlussbemerkungen zur fiinften AHV-Revision. S. 117-125.

Burckhardt, Eduard: Die eidgenossische Invalidenversicherung in der Praxis. S. 126
bis 136.

Wyss, Hans: Uber Finanzierungssysteme fiir Personal-Versicherungskassen. S. 270
bis 281.
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Hdnggt, Eugen: Die Teilrevision des KUV G. S. 282-299.
Wenlk, Erwin: Die Schweizerische Sozialversicherung in Zahlen. S. 300-303.

Schweizerische Zeitschrift fiir Volkswirtschait und Statistik
97. Jahrgang, 1961

Jecklin, Heinrich: Zur Frage der Finanzierung von Personalversicherungen. S. 89—93.

Billeter, Ernst P.: Operations research und Statistik. S. 185-193.

Strecker, Hewnrich: Statistische Kausalforschung in den Sozialwissenschaften. S. 309
bis 819.

Twnbergen, Jan: The spatial dispersion of production: A hypothesis. S. 412—419.

Romer, B.: Uber Geldentwertungsverluste und Realwertsicherung bei Lebensver-
sicherungen. S. 420—434.

Schubart, Hans: Annuitiatentilgung und Ratentilgung. Fin Vergleich der Gesamt-
leistungen beider Verfahren. S. 455—460.

Bulletin de I’Association Royale des Actuaires Belges

In 1961 nicht erschienen.

Cahiers du Centre d’Etudes de Recherche opérationnelle
Vol. 8, 1961

de Ghellinck, G.: Application de la théorie des graphes: matrices de Markov et pro-
grammes dynamiques. S. 5-35.

Dhondt, A.: File d’attente a plusieurs stations en régime transitoire. S. 36-54.

Berge, C.: Les problémes de flot et de tension. S. 69-93.

de Ghellinck, G.: Aspects de la notion de dualité en théorie des graphes. S. 94-123.

Falmagne, J. C.: Codage de I'information et temps de réaction de choix. S. 133-157.

Sonmenschein, J.: Un probléme de files d’attente. S. 158-164.

Faverge, J. M.: Le principe du maximum de 1'utilité attendue dans les décisions hu-
maines. S. 165-176.

Debry, R.: Application des chaines de Markov & certains problémes de gestion des
stocks. S. 185-201.

Bengest, WW.: Le concept de point d’équilibre dans la théorie des jeux finis & deux per-
sonnes et de somme non nulle. S. 202-219.
Sonmnenschein, J.: Un probléme de files d’attente II. S. 220-229.

Blitter der Deutschen Gesellschaft fiir Versicherungsmathematik
Band 5, Hefte 2und 3, 1961

Ausschuss fiir elektronische Rechenautomaten, Arbeitskreis « Elektroniky»: Elektronische
Datenverarbeitung in den Versicherungsbetrieben. S. 139-145.

Pinta, Claude: Note sur la méthode «Co» pour le calcul des réserves mathématiques.
S. 147-154.

Boehm, Carl: Sortierprozesse auf elektronischen Rechenanlagen (I. Interne Sortier-
verfahren). S. 155-207.
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Hofmeister, Emmai: Néherungsformeln zur Berechnung der Schwankungsriickstel-
lung in der Brandversicherung. S. 209-219.

Nebel, Rudolf: Familienstandsverhiltnisse von Arzten, Zahnirzten und Tierdrzten —
Bemerkungen zur Kollektivimethode. S. 221-241.

Hiirlen, Hasso: Betrachtungen iiber Mehrsterblichkeit und Auslese. S. 243-251.
Miinener, Hans: Alte und neue Extremalprobleme in der Wirtschaft. S. 275-284.

Petrucei, Guido: Der jihrliche Geschaftsbericht eines Lebensversicherungsbetriebes
in ITtalien. S. 285-308.

Schobe, Waldemar: Fortschreibung geschlossener Bestinde von Versorgungsberech-
tigten mittels Kommutationszahlen. S. 309-320.
Berger, Gottfried: Zur Bewertung ratierlicher Renten. S. 321-326.

Triblinger, Alfred: Mathematische Untersuchungen zur Beitragserméssigung in der
Krattfahrversicherung. S. 327-348.

Schnell, Peter und Stephan, Dieter : Einige ALGOL-Programme fiir Sortierverfahren.
S. 349-359.

Mahn, Helmut: Fine Bemerkung zu einem Existenzsatz fiir Gleichgewichtspunkte
bei n-Personenspielen. S. 361-365.

Vajda, Stefan: Bericht tiber das 2. ASTIN-Kolloquium. S. 367-370.

Schdfer, Hans-Willy: Bericht tiber die 2. Ausstellung elektronischer Rechengeriite
vom 3.—12. Oktober 1961 in London. 8. 372-377.

Zeitschrift fiir die gesamte Versicherungswissenschaft
50. Band, 1961

Grossmann, Marcel: Besteht fiir die Versicherungsunternehmung die Notwendigkeit
einer systematischen Forschung? S. 1-14.

Giirtler, Max: Der Bonus als Mittel zur Erfassung des subjektiven Risikos. S. 15-47.
Prailss, Erich B.: Wandlungen des Versicherungsaufsichtsrechts. S. 109-132.

Aus der Aussprache iiber das Referat « Wandlungen des Versicherungsaufsichts-
rechts». S. 133-139.

Weidner, Viktor: Zur Problematik privater und 6ffentlicher Daseinsvorsorge. S. 141
bis 238.

«Assecurantia Terra Ignota?» Eine Diskussion iiber die Notwendigkeit und die
Mittel, die Kenntnis des Versicherungsrechts zu verbreiten. S. 239-273.

Braess, Paul: Einige theoretische Betrachtungen zum Problem des Bonus in der
Kraftfahrtversicherung. S. 275-291.

Kamball, Spencer L.: Insurance and the evolution of public policy. S. 293-308.

Meyer, Hevnz: Einzelfragen aus der deutschen und schweizerischen Versicherungs-
aufsicht. S. 309-319.

Weber, Werner: Die Versicherungsaufsicht in der gegenwirtigen Rechtsentwicklung.
S. 333-350.

Krampe, Gerhard: Die Befugnis der Aufsichtsbehiorde zum Erlass von Rechnungs-
legungsvorschriften nach § 55 Abs.2 VAG. S. 351-361.

Reichert-Facilides, Fritz: Aktienrechtsreform und Versicherungsunternehmensrecht.
S. 363-372.

Hebel, Karl: Goethe und die Niirnberger Tontine von 1783. S. 373-394.
Neumann, Leo: Optimale Primiengestaltung. S. 395425,
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Jenkins, Edgar: The concept of “cause’ in relation to insurance law, in particular in
relation to state insurance. S. 427-442.

Rauschenbach, Fritz: Arztliche Schweigepflicht im Versicherungswesen im Vergleich
zum Beichtgeheimnis. S. 443-459.

Versicherungswirtschaft
16. Jahrgang, 1961

Sachs, Wolfgang: Zur Entwicklung der Gruppenlebensversicherung. S. 57-58.

Miller-Lautz, H. L.: Ansatze zur integrierten Datenverarbeitung. S. 233-236.

Trobhger, Alfred: Die Kalkulation der festen Beitragsrickgewihr in der Kraftfahr-
versicherung. S. 246-247.

Sachs, Wolfgang: Der Nutzen des Bonus in der Kraftfahrversicherung. S. 470-474.

Schéifer, Hans-Wally: Das UNIVAC UCT-System. S. 514-515.

Trobliger, Alfred: Schadenfreiheitsrabatt in lochkartentechnischer Bearbeitung.
S. 672-674.

Trobhger, Alfred: Die Kalkulation der Beitragsriickgewihr. S. 802-805.

Schwepcke, Hans-Jiirgen: Probleme des Versicherungsbetriebes beim Ubergang auf
das Lochkartenverfahren. Nr. 2, S. I-IIL.

Kasters, Hermann : Mit Lochkarten durchfithrbare Arbeiten in der Schadenversiche-
rung. Nr. 3. S. I-IV.

Schmitz, Hannes: Bestandserfassung mit Lochkarten und Verwaltung der Loch-
kartenkartei. Nr. 4, S. I-IV.

Wall, Albert: Bearbeitung der Folgepramien und der Pramienerméassigung mit Lioch-
karten. Nr. 5. S. I-V.

Hentschel, Erich: Statistik in der Sachversicherung. Nr. 6, S. I-1T.

Briiming, Julius: Statistik aus der Sicht des HUK-Verbandes. Nr. 7, S. I-I1T.

Schriftenreihe des Instituts fiir Versicherungswissenschaft
an der Universitit Koln

Neue Folge, Heft 17, 1961

Farny, Dieter: Die Versicherungsmiirkte. Eine Studie iiber die Versicherungsmarkt-
theorie. S. 1-181.

Allgemeines Statistisches Archiv
45. Band, 1961

Gollnick, Heinz: Einige Bemerkungen zur Theorie und Technik der Korrelation mo-
natlicher Zeitreihen. S. 2-26.

Weissker, Jiirgen: Zum Problem der Konzentrationsmessung. S. 27-34.

Hamisch, Giinter: BEinige Bemerkungen zur Messung der Konzentration in der Wirt-
schaft. S. 35-45.

Fiirst, Gerhard: Was soll ein « Produktionsindex» messen ? S. 46-52.

Hiifner, Willi: Fiinfzig Jahre Deutsche Statistische Gesellschaft (1911-1961). 8. 105
bis 112.

Fiirst, Gerhard: Uber die Wirkungsmoglichkeiten statistischer Gesellschaften. S. 113
bis 124.

Nowrney, Martin: Zum Struktureffekt bei Produktivititsinderungen. S. 125-141.

15
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Wald, Hans Jochen: Zur Methode der Konzentrationsmessung. S. 142-144.

Grolmann, Heinz: Die sachliche Bedeutung der Indexzerlegung bei Produktivitits-
analysen. S. 201-221.

Gellrich, Ingeborg: Die Bedeutung der Statistik fiir die Arbeiten der Industrie- und
Handelskammern. S. 222-230,

Rauterbery, Martin: Die Landwirtschaftszihlung 1960 im Rahmen der gesamten
Agrarstatistik. S. 231-253.

Werner, Kurt: Zur Problematik eines Index der industriellen Nettoproduktion.
S. 254-262.

Wenssker, Jiirgen: Zum Problem der Konzentrationsmessung. S. 263-265.

Gleitze, Bruno: Das Zusammenfithren volkswirtschaftlicher und betriebswirtschaft-
licher Aspekte in der Wirtschaftsstatistik. S. 813-323.

Raabe, Karl-Heinz: Das Zusammenfiithren volkswirtschaftlicher und betriebswirt-
schaftlicher Aspekte in der Wirtschaftsstatistik. S. 323-327.

Bartels, Hildegard: Die Aufgaben des Statistikers bei der Vorbereitung und Aus-
wertung von Statistiken. S. 328-331.

Hiifner, Walli: Die Aufgaben des Statistikers bei der Erhebung und Aufbereitung
von Statistiken. S. 332-335.

Riebel, Paul: Die Aufgaben des Betriebsstatistikers. S. 836-338.

Kellerer, Hans: Die statistische Grundausbildung an den Universititen. S. 339-342.

Blwnd, Adolf: Die Grundausbildung in der sozialwissenschaftlichen Statistik. S. 842
bis 346.

Fiirst, Gerhard: Die Weiterbildung und Anstellungsverhéltnisse der Statistiker im
offentlichen Dienst. S. 346-349.

Schdffer, Karl-August: Planung geschichteter Stichproben bei Vorgabe einer Fehler-
abstufung. S. 350-361.

Metrika
4. Band, 1961

Stange, K.: Verzerrte und unverzerrte Schitzwerte bei messender Priifung. S. 1-29.

Weite, R.: Bemerkungen zur treffertheoretischen Analyse der Virusinaktivierung
durch Formaldehyd. S. 30-36.

Lommacks, Z. A.: Tests for departure from normality in the case of linear stochastic
processes. S. 37-62.

Stérmer, H.: Uber einen statistischen Test zur Bestimmung der Parameter einer
Lebensdauerverteilung. 8. 63-77.

Sagoroff, S.: Historical note on the application of mathematics in economics in
Germany. S. 78-81.

Bennett, B. M. and Hsu, P.: Sampling studies on the Behrens-Fisher problem. S. 89

bis 104.

Pfanzagl, J.: Erginzungen zu « Uber die Existenz iiberall trennscharfer Tests». S. 105
bis 106.

Jarvswal, N. K.: The queuing system GI/M/1 with finite waiting space. S. 107-125.

Linhart, H.: Zur Wahl von Variablen in der Trennanalyse. S. 126-139.

Vogel, W.: Sequentielle Versuchs-Plane. S. 140-157.

Bierlemn, D.: Simultan stirkste unverfilschte Tests. S. 158-168.

Morgenstern, D.: Der zentrale Grenzwertsatz fiir Uberschreitungswahrscheinlich-
keiten. S. 173-177.

Weichselberger, K.: Uber ein graphisches Verfahren zur Trennung von Mischvertei-

lungen. S. 178-229.
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Michel, L.: Zum Problem der numerischen Bestimmung der Niveau-Eigenschaft.
S.230-236.
Wartmann, B.: Trendextrapolation bei Zeitreihen. 5. 237-246.

Numerische Mathematik
3. Band, 1961

Schroder, J.: Fehlerabschatzung mit Rechenanlagen bei gewohnlichen Differential-
gleichungen erster Ordnung. S. 39-61.

Schonhage, A.: Fehlerfortptlanzung bei Interpolation. S. 62-T1.

Karst, E.: Faktorenzerlegung Mersennescher Zahlen mittels programmgesteuerter
Rechengerite. S. 79-86.

Felsch, H.: Programmierung der Restklassenabzdhlung einer Gruppe nach Unter-
gruppen. S. 250-256.

Neubiiser, J.: Bestimmung der Untergruppenverbinde endlicher p-Gruppen auf
einer programmgesteuerten elektronischen Dualmaschine. S. 271-278.

Unternehmensforschung

Zeitschrift fiir die Anwendung quantitativer Methoden und neuer Techniken
in der Wirtschaftstithrung und Praktischen Forschung

Band 5, 1961

Dankelbach, W. und Steffens, . : Gemischt ganzzahlige lineare Programme zur Lisung
gewisser Entscheidungsprobleme. S. 3-14.

Stange, K.: Die beste Schichtung einer Gesamtheit bei optimaler Aufteilung der
Probe (Zweite Mitteilung) S. 15-31.

Ferschl, F.: in Rechenblatt fiir die Simplexmethode. S. 32-41.

Adam, A.: Abrechnungstableau als Hilfsalgorithmus. S. 42—48.

Krnussmann, R.: Algol-Rechenprogramme statistischer Standardverfahren. S. 61-79.

Knadel, W.: Verkehrsplanung einer GroBstadt. S. 80-97.

Witting, H.: Optimale Kapazitit von Lagerhallen. S. 98-110.

Egert, Ph.: Uber ein dynamisches Programmierungsverfahren zur Kostenminimali-
sierung bei vorgegebenen Auftragsstiickzahlen. S. 111-118.

Ferschl, F.: Zum Problem der optimalen Zusatzbestellung. S. 121-131.

Giesen, G.: Die kombinierte Simplex-Methode. S. 132-139.

Giildner, W.: Methoden der Industrieplanung in Entwicklungslindern. S. 140-143.

Kiimei, H. P.: Abgekiirzte Verfahren beim quadratischen Programmieren. S. 144
bis 165.

Wiezorke, B.: Ein weiteres Rechenschema fiir die Simplexmethode. 8. 166-171.

Adam, A.: Anmerkungen betreffend eine «Statistische Technologie». 3. 172-181.

Ferschl, F.: Warteschlangen mit gruppiertem Input. S. 185-196.

Terebesi, M.: Bemerkungen zum Verfahren von Gomory zur Bestimmung ganz-
zahliger Losungen von linearen Programmen. S. 197-215.

Egert, Ph.: Probleme des Produktionsausgleichs. S. 216-226.

Varga, St.: Die Operationsforschung im Sozialismus. S. 227-233.
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Elektronische Rechenanlagen
3. Jahrgang, 1961

Kreuzer, K. Sortieren mit datenverarbeitenden Anlagen. S. 7-13.

Edelmann, H.: Digitale Berechnung von Lastenverteilerkurven fiir optimalen Ver-
bundbetrieb auf der Siemens-Datenverarbeitungsanlage 2002. S. 13-20.

Wolters, M. und Schmaitt, H.: Die maschinelle Fertigungsdisposition: Teil 3: Der
maschinelle Ablauf — Speicherstufenverfahren. S. 20-27.

v. Mandelsloh, D.: Die maschinelle Fertigungsdisposition: Teil 4: Auswertungs-
moglichkeiten. S, 28-30.

Herschel, R.: Automatische Optimisatoren. S. 30-36.

Donner, H. und Levpold, K.: Zur Simultanverarbeitung mehrerer Programme. S. 54
bis 60.

Grloi, W.: Ein Verfahren zur Berechnung von Optimalfiltern auf dem Analogrechner.
S. 61-65.

Arnold, H. und Wolters, M.: Die maschinelle Fertigungsdisposition: Teil 5: Maschi-
nenbelagtung und Kapazititsausgleich. S. 66-69.

Bossert, H.: Die maschinelle Fertigungsdisposition: Teil 6: Organisatorische Vorbe-
reitungen. 8. 70-74.

de Beauclair, W.: Das Sortieren von Magnetband-Daten in einfachen Buchungsanla-
gen. S. 75-81.

Lesemann, K. J.: Prozess-Rechenanlage ermdglicht rationelleren Betrieb von Kraft-
werken. S. 101-110.

Kolb, W.: Die Aufzeichnung der kritischen Ummagnetisierungskurve von diinnen
magnetischen Schichten. S. 110-113.

Harloff, H.J.und Kayser, W.: Impulsmessungen an diinnen magnetischen Schichten.
S. 113-118.

Kley, A. und Meyer-Britz, G.: Analoge Rechenelemente als Abtaster, Speicher und
Laufzeitglieder. S. 119-122.

Weinmaller, J.: Hilfsmittel zur Vereinfachung von Schaltfunktionen. S. 123-129.

Aulhorn, H., Lange, H. und Marko, H.: Probleme und Anwendungen der Dateniiber-
tragung. S. 148-159.

Lucas, P.: Die Strukturanalyse von Formeliibersetzern. S. 159-167.

Feldtkeller, E.: Blockierte Drehprozesse in diinnen magnetischen Schichten. S. 167
bis 175.

Schaefer, I.: Tlektronische Auslesespeicher. S. 197-205.

Bawmann, B.: ALGOL-Manual der ALCOR-Gruppe (Teil 1). S. 206-212.

Herschel, R.: Analogrechenschaltungen fiir die Entwicklungskoeffizienten nach
Orthogonalfunktionen. S. 212-217.

Ammon, W.: Zur Nachbildung von Totzeiten mit Elementen des Analogrechners.
S. 217-223.

Giese, R.-H.: Die Berechnung der Lichtstreuung an kugelférmigen Teilchen mit einem
Digitalrechner. S. 240-245.

Tsur, F. und Piloty, H.: Der Magnetkernspeicher der PERM. S. 246-253.

Kobelt, D.: Automatische variable Gleitkommarechnung, dargestellt am Beispiel der
Matrizeninversion. S. 253-259.
Baumann, R.: ALGOL-Manual der ALCOR-Gruppe (Teil 2). S. 259-264.
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Eiektronische Datenverarbeitung
Folge 9-14, 1961

Starynkewiich, D.: La programmation automatique des formules sur CAB 500. S. 1-5.

Elsaesser, H. und Graf von Moltke: Rentenberechnung mit dem Bull-Magnettrommel-
rechner Gamma 3, Teil 11. S. 5-20.

Schlender, B.und Felsch, H.: Eine Grundprogrammerweiterung fiir die 7 22. S. 20-283.

Mildner, W. und Ameling, W.: Untersuchung zur Darstellung von Wegkurven aus
gemessenen Beschleunigungen mit Hilfe des elektronischen Analogrechners.
S. 23-27.

Hintzen, J.: Elektronische Berechnung von torsionssteifen Tragerrosten. S. 28-36.

Friedrich, Kl.: Die Programmierungsarbeit fir die 7 22 bei Verwendung der «Ber-
liner Organisation». S. 37—40.

Schuff, H.: Stand und Entwicklungstendenzen beim Bau und in der Anwendung
elektronischer Rechenanlagen. S. I-III.

Posch, H.: Programm fiir das Adamssche Verfahren, numerischer Vergleich mit
Runge-Kutta nach vielen Integrationsschritten. S. 49-71.

Eichhorn, E.: Crystallographic computations. S. 7T1-75.

Speiser, A.: Stretch — eine neue Entwicklungsstufe der Datenverarbeitungsmaschi-
nen. S. 76-81.

Mildner, W. and Ameling, W.: Analyse biologischer Mehrkammersysteme mit dem
elektronischen Analogrechner. S. 82-89.

Wankler, H.: IBM-RAMAC-Systeme. S. 90-93.

Jessen, E.: Schnelle Kollisionspriifung fiir die Flugsicherung. S. 93-99.

Zandler, H. und Hertner, A.: Ein Beispiel fiir die Zusammenarbeit zwischen einer
Grossrechenanlage und einer Kleinanlage. S. 103-105.

Lindemann, P.: Probleme der Lagerdisposition. S. 106-110.

Wollesen, K.: Das Datenverarbeitungssystemn BULL-Serie 300 — 1. Teil: Nichtelek-
tronische Ausriistung. S. 111-122.

Arkéus, S. und Bubenko, J.: Berechnung der Lastverteilung in Energieversorgungs-
netzen mit Digitalrechnern. S. 123-130.

van Blokland, M.: Anwendungsmoglichkeiten der I.C.T. 1301. S. 131-132.

Liebel, I.: Jahrestagung 1960 des Arbeitskreises Operational Research (AKOR) in
Miinster/Westf. S. 133-135.

Thiiring, B.: Zum Problem der exakten Ermittlung des kiirzesten Rundreiseweges.
S. 147-156.

Stahlknecht, P.: Wirtschaftlichste Kammerlingen im Kalibergbau. S. 157-161.

Kuzenko, W.: Das Verfahren von Runge-Kutta fiir Systeme von Differentialglei-
chungen. S. 161-162.

Davison, J.: Programming for the Ferranti Orion computer. S. 163-166.

Schuff, H.: Erfahrungen beim Betrieb eines herstellerunabhiingigen Rechenzentrums.
S. 167-170.

Bayer, G.: Ein Compiler fiir die Z 22. S. 170-179.

Meinardus, G. und Strauer, H.: Die Approximation von Funktionen bei der Aufstel-
lung von Unterprogrammen. S. 180-187.

Schuff, H. und Ficken, W.: Die zweite englische Ausstellung von Rechenanlagen.
S. I-X1II.

Sassouni, P.: A solution to the transportation problem. S. 203-209.

Broido, D.: Computer Kundendienst fiir Biiroarbeiten. S. 209-212.
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Schopper, K.: Einsatzmoglichkeiten elektronischer Rechenanlagen fir die Markt-
forschung. S. 212-219.

Thomas, G.: The Ferranti Pegasus 1 computer installation of the Steel Company of
Wales Limited. S. 220-224.

Hicken, W.: Line vielversprechende neue elektronische Datenverarbeitungsanlage:
Die Burroughs B 5000. 5. 224-225.

Schinadt, F.: Der Einsatz einer XI-Anlage in einem Lebensversicherungsunterneh-
men. S. 235-244.

Miiller, H., Lutz und Schdfer: Einsatz elektronischer Grossrechenanlagen im Ver-
sicherungsbetrieb. S. 244-247.

Kroger, A.: BULL-Magnetolekteurverfahren — BULL-Magnettrommelrechner
GAMMA 3 im Lebensmittel-Filialhandel. S. 247-252.

Schoppe, G.: Erfahrungen mit dem Burroughs ALGOL-Compiler. S. 253-255.

Hansche, H.: Automatische Vernetzung eines konvexen Gebietes. S. 255-257.

Giloi, W.: Diskussionsbeitrag zu Mildner/Ameling « Untersuchung zur Darstellung
von Wegkurven aus gemessenen Beschleunigungen mit Hilfe des Analogrechners».
S. 257-258.

Hewnrich, Ch.: Beulberechnung von ausgesteiften Rechteckplatten unter sinusférmi-
ger Spannungsbheanspruchung. S. 259-268.

Jordan, C.: Neue Wege fiir die Kontenfithrung im Bankbetrieb. S. 269-272.

Hicken, W.: Nachschau auf die zweite englische Elektronenrechner-Ausstellung in
London vom 3.-12. Oktober 1961. S. 272-275.

Qualitédtskontrolle!)
6. Jahrgang, 1961

Goubeaud, Fr.: Darstellung des Fehlerfortpflanzungsgesetzes mit Hilfe eines Demon-
strationsmodells. S. 2-6.

Thierfelder, Th.: Wahrscheinlichkeitspapier — einmal einfach. S. 18-16.

Strauch, H.: Kettenpriifung am Band. S. 21-25.

Nebel, K.: Der Mythus des A QL-Wertes. S. 26-27.

Rusch, E.: Wirtschaftlichkeit der Stichprobenverfahren bei Attributpriifung im
Fall zerstorungsfreier Priifung. S. 27-29,

Goubeaud, F'r.: Gehort die Toleranz der Fertigung ? S. 34-49.

Toply, N.: Tst das Wahrscheinlichkeitsnetz wirklich so aufschlussreich ? S. 43-44.

Daeves, K.: Dag «unverstandliche» Wahrscheinlichkeitsnetz. S. 44-45.

Stange, K.: Bericht iiber Ausbildung in angewandter Statistik in der Bundesrepublik
Deutschland. 8. 48-52.

Martin, H.: Rationelle statistische Auswertung kleiner Messreihen. S. 53-54.

Wald, L.: Die Qualitétssicherung und ihre Wirkungen im Marktgeschehen. S. 55-56.

Kursetz, E.: Anwendungen der statistischen Qualititskontrolle in der Metall-
umformung. S. 58-62.

Hamaker, H. C.: Angewandte Statistik. S. 63—69.

Straueh, H.: Die Anwendung der statistischen Methode in der modernen wissenschaft-
lichen Betriebsfithrung. S. 72-77.

Miiller, 4.: Die optimale Lagerhaltung als statistisches Problem. S. 78-81.

1) Bisher unter der Bezeichnung « Qualitatskontrolle, Operational Researchy.
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Valentin, H.: Qualitiatskontrolle — auslindische Firmen schliegsen die Liicke. S. 84
bis 87.

Strawch, H.: Einfihrung der statistischen Qualitétsiiberwachung in der Eingangs-
kontrolle. S. 87-89.

Mewes, K.-F.: Das Kugelexperiment zur Uberpriifung von Stichproben -Vertei-
lungen. S. 102-103.

Schwabl, M. : Messen und Regeln mit Hilfe fehlerhaft anzeigender Messeinrichtungen.
S. 104-106.

Strauch, H.: Die Aufgaben des Qualititskontrollingenieurs in amerikanigcher Sicht.
S.110-111.

Rossow, E.: Bemerkungen zum Auftragen von Prozentpunkten in Wahrscheinlich-
keitsnetzen. S. 112-117 und 125-131.

Goubeaud, F'r.: Braucht die Normung als Hilfsmittel der Qualitatskontrolle eine neue
Zielsetzung ? S. 136-142.

Miiller-Merbach, H.: Die Bestimmung optimaler Liagermengen. S. 142-146.

Griobner, H.: Schablone zum Festlegen des Zufallsstreubereiches im Wahrscheinlich-
keitsnetz. S. 146-147.

Valentin, H.: Kann man einen Rechenautomaten verklagen ? S. 147-148.

Ablauf- und Planungsforschung
2. Jahrgang, 1961

Krauss, Werner: Wissenschaftliche Methoden zur Losung komplizierter organisato-
rischer Probleme und zur Vorbereitung wichtiger Entscheidungen in Technik,
Wissenschaft, Wirtschaft und Kriegfithrung. S. 1-8.

Kiinzi, Hans: Nichtlineare Programmierung. S. 8-14.

Schneeweiss, Hans : Monte-Carlo-Simulation eines einfachen Warteschlangenmodells.
S. 17-20.

Boss, Jean-Paul: Simulation des Verkehrs auf einer Autobuslinie. S. 20-23.

Beitinger: Linear Programming auf dem Siemens-Digitalrechner 2002. S. 23.

Pichler, Otto: Kostenrechnung und Matrizenkalkiil. S. 29-46.

Knayer, Manfred: Optimale Einkaufsmenge bei Preiserhohungen. S. 47-50.

Flannagan, John C. und Chase, Martin. N.: Monte-Carlo-Simulation mit Hilfe elek-
tronischer Rechenautomaten fiir die Bewertung von Panzerabwehr-Waffen-
systemen. S. 51-56.

Schulz, W.: Wirtschaftlicher Einsatz von Leergut. S. 59-65.

Miiller-Merbach, Heiner: Die Ermittlung des kiirzesten Rundreiseweges mittels
linearer Programmierung. S. 70-83.

Bulletin trimestriel de PInstitut des Actuaires Francais
Tome 60¢, 1961

Urtassun, J.: Contribution & 1'étude actuarielle des opérations financiéres. S. 25-131.

Bonneau, P.: Etude d'une méthode pour la comparaison des emprunts indexés.
8. 155-207.

Petit, J.: Indications sur les tables de mortalité servant de bases aux tarifs 1958 des
assurances sur la vie. S. 231-243.

Lemonnier, A.: Réserve pour risques courus, généralisation. S. 245-257.

Wetzel, J. M.: Bases du calcul des primes de 1'assurance groupe d’indemnités jour-
naliéres. S. 209-267.
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Bulletin de PAssociation des Actuaires Diplomeés de I’Institut de Science
Financiére et d’Assurance

28e année, 1961

Petitjean, Maurice: Taux d’équilibre d’un régime de retraites. S. 11-16.
Kowrouma, A.: Assurance et sous-développement. S. 17-18.

Périllat, M.: Le régime fiscal des cotisations patronales et salariées des systémes de
retraite et de prévoyance collectifs complémentaires de la sécurité sociale. S. 19
bis 23.

Eyraud, Henri: Le systéme de Law. S. 25-26.

Publications de I’Institut de Statistique de I’Université de Paris

Mémoires et conférences sur le calcul des probabilités, la statistique
théorique et appliquée, I’économétrie

Vol. 9, Nos 3 et 4, 1960

Lafon-Auge, Monique: Application de I'algébre aux plans d’expériences: construc-
tions de bloes incomplets partiellement équilibrés et analyse de la variance. S. 193
bis 287.

Bass, J.: Nombres aléatoires, suites arithmétiques, méthode de Monte-Carlo. S. 289
bis 325.

Baticle, Ii.: Probabilités a postériori des parametres d'une lol normale. S. 327-332.

Bertrandias, J. P.: Calcul d'une intégrale au moyen de la suite X, A,. Evaluation de
Perreur. S. 335-357.

Castellano, V.: Extension du concept de convergence en probabilité aux variables
ordinaires. S. 359-370.

Mme Gruzewska : Lia construction du champ de probabilité avec la solution fondamen-
tale de I'équation parabolique normale aux coefficients hoélderiens. S. 371-376.

Mme Gruzewska: Sur la solution de I’équation parabolique normale aux coefficients
hélderiens qui est une probabilité conditionnelle de processus stochastique.
Partie I. S. 377-381.

Mme Gryzewska: Sur la solution de I’équation parabolique normale aux coefficients
holderiens qui est une probabilité conditionnelle de processus stochastique.
Partie II. S. 383-390

Fuchs, A. et Roby, N.: Sur le domaine d’attraction de la loi de Poisson. S. 391-394.
Roby, N.: Relations entre les distances de Paul Lévy et de Ky-Fan. S. 395-398.
Bonet, E.: Note sur la distance d’une variable aléatoire X & l'origine. S. 399—400.

Vol. 10, Nos 1 et 2, 1961

Barra, Jean René: Contribution & I'étude des lois de probabilité empiriques. S. 1-90.

Ruegg, Alwin: Les fonctions caractéristiques pondérées des lois de probabilité.
S. 95-151.

Féraud, Lucien: Sur les fondements des critéres statistiques. S. 155-183.
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Revue de statistique appliquée
Vol. 9, No 1, 1961

Thaonet, P.: Lia méthode des sondages. S. 7-52.

Vessereau, A.: Contribution & 1’étude des erreurs de mesure dans I'industrie papetiére.
S. 53-62.

Pilé, Gérard: Sur I'application de la théorie des ensembles & la solution du probléme
¢la ruine du joueur». S. 63-74.

Duwal, R.: Genese de certaines distributions dissymétriques. S. 75-88.

Morice, E.: Le statisticien — formation et débouchés. S. 89-94.

Vol. 9, No 2, 1961

Richerme, R.: Le controle de la qualité au Japon. S. 5-25.

Agard, J.: Estimateurs et intervalles de confiance de ’écart-type d une loi normale
et de la moyenne d’une loi exponentielle. S. 27-35.

Thébault, J. Y.: Distribution lognormale de certains caractéres de quelques phéno-
meénes géologiques et ses applications. S. 37-87.

Lellouch, J. et Schwartz, D.: Association de deux variables en tenant compte de I'in-
fluence d’une troisiéme (variables qualitatives). S. 89-102.

Vol. B, N3, 1961

Vessereau, A.: Note sur les plans factoriels 2v. S. 7-9.

Cuthbert, Damel: Critique et analyse graphique des résultats de plans d’expériences
factoriels 27. S. 11-26.

Ghouila Hourt, A. et Mothes, J.: Estimation de la moyenne et de la variance d'une
population normale dans I'’hypothése de prélévements exhaustifs. S. 27-31.

Morice, I.: Méthode d’analyse des observations par «tout ou rien». S. 33-46.

Van Quang, Tran: Nomographie et statistique. S. 47-76.

Péquignot, H.: La décision médicale. S. 77-81.

Vangrevelinghe, G.: Etude statistique comparée des résultats des referendums de
1958 et 1961. S. 88-100.

Vol. 9, No 4, 1961

Ulmo, J.: Définition — conditions d’existence et construction d’intervalles de con-
fiance pour un parameétre de la distribution d'une variable aléatoire. 8. 13-52.

Agard, J.: Mélange de deux populations normales et étude de quelques fonctions
f(z,y) de variables normales z, y. S. 53-70.

Pilé, G.: Processus de Poisson et apparentés. S. 71-83.

Laeberman, Alfred: Plans progressifs pour la durée de vie des matériels dont la distri-
bution est exponentielle. S. 85-95.

Ferignac, P.: Des surprises d’'un échantillonnage. S. 97-100.

Journal de la Société de Statistique de Paris
102¢ année, 1961

Sbhwartz, Damiel: L’expérimentation en thérapeutique. S. 16-25.
Depoid, Pierre: Contribution & I'histoire de la Société de Statistique de Paris. S. 81
bis 188.
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Roy, René: Du role de la statistique dans I'élaboration des concepts. S. 212-220.

Rueff, Jacques: La statistique, instrument de la connaissance. S. 220-224.

Sauvy, Alfred: Variations, dans le temps, d'une population présentant plusieurs
caractéres. Application & la population active. S. 224-235.

Vangrevelinghe, Gabriel: Ktude statistique comparée des résultats des référendums
de 1958 et 1961. S. 279-295.

Brichler, Marcel: Etude des résultats d’agences de compagnies d’assurances. S. 295
bis 816.

Thionet, Pierre: Sur le remplissage d'un tableau & double entrée. S. 331-345.

Journal of the Institute of Actuaries
VYol. 87,1961

Thompson, John S.: “Blue cross” and “Blue shield”. Insurance against costs of
hospital and medical services in the United States. 5. 20-55.

The Radcliffe Report and the long-term rate of interest. Abstract of the discussion.
S. 56-T78.

Menzler, I'. A. A.: The British Association for the Advancement of Science. The
Cardiff Meeting. 5. 79-83.

Continuous mortality investigation: Mortality of assured lives: Experience for 1953
to 1958 ; experience of children’s deferred assurances 1949-1958. S. 84-89.

Barnett, H. A. R.: The mortality of assured lives 1953—-1958. S. 90-103.

Fhsher, H. I'.: Industrial assurance and the collecting friendly society today. S. 145
bis 195.

Clarke, R. D.: An investigation into the mortality of impaired lives. S. 196-252.

Continuous mortality investigation: Mortality of annuitants: Experience for 1955
to 1958; mortality of pensioners under life office pension schemes: Experience
for 1955-1958. S. 253-263.

Hingsley Read, B.: Life office property investments. S. 275-313.

Heywood, Geoffrey and Lander, Maxwell: Pension fund valuations in modern con-
ditions. S. 314-370.

Mortality of assured lives in South Africa. S. 371-383.

Martin, L. V.: The recent trend of mortality in Great Britain. S. 384-388.

Journal of the Institute of Actuaries, Student’s Society
Vol. 16, parts 3-5, 1961

Souness, J. M.: Options in life agsurance. S. 153-171.

Puckridge, C. Ii.: Taxation of life assurance and annuity business in the United
Kingdom. S. 172-195.

The Institute of Actuaries Study Group E: The application of computers to life
assurance. o. 210-227.

Beech, T'. Hugh: The impact of National Insurance Act, 1959, on private pension
schemes. 3. 233-260.

Gluss, Brian: An introduction to dynamic programming. S. 261-274.

Dicken, H. and Bradley, J. R.: Open market value. S. 275-286.

Bradley, J. E.: Writing a report. S. 287-308. .
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Ford, J.R. and Stewart, C. M.: Analysis of fertility in England and Wales. S.309-318.

Clarke, A. S.: The rhythm of life office surplus and bonus distribution under modern
conditions. S. 325-332.

Buzley, M. T. L.: A note on restricted selections. S. 333-345.

Madders, P. M.: The extra premium for a premium rebate benefit in recurrent single
premium group life assurance. S. 346-357.

Boss, B. W.: Estate duty in relation to life assurance and annuity policies. S. 358-399.

Transactions of the Faculty of Actuaries
Vol. 27, Nos. 205-208, 1960/62

Clarke, B. D.: An investigation into the mortality of impaired lives. S. 20-75.

Continuous mortality investigation. S. 76-79.

Jamieson, F. S.: The effect of taxation on comparative yields on life office invest-
ment. S. 93-152.

Continuous mortality investigation — experience of assured lives for the period 1953
to 1958. S. 153-155.

Continuous mortality investigation — experience of annuitants for the period 1955
to 1958. 8. 156-160.

Continuous mortality investigation — experience of pensioners under life office
pension schemes for the period 1955-1958. S. 161-168.

Reports by study groups on electronics. S. 173-272.

Mortality of assured lives in South Africa. S. 273-287.

The Astin Bulletin

Publication of the Astin Section of the Permanent Committee
for International Actuarial Congresses

Vol. 1, Part 5, 1961

Borch, K.: The utility concept applied to the theory of insurance. S. 245-255.

Phalipson, C.: Note on the background to the subject: 'Theory of risk. S. 256-264.

Kahn, P. M.: Some remarks on a recent paper by Borch. S. 265-272.

Koch, H.: Caisse nationale suisse d’assurance en cas d’accidents. S. 273278,

Hofmeister, Emmi: Bemerkungen zur Berechnung der Schwankungsriickstellung in
der Brandversicherung. S. 279-286.

Neumann L.: Apercu du champ d’application de la théorie du risque dans 1’assu-
rance de choses en Autriche. S. 287-296.

Journal of the Royal Statistical Society, Series A ( General)
Vol. 124, 1961

Kendall, M. G.: Natural law in the social sciences. S. 1-19.

Daw, R. H.: The comparison of male and female mortality rates. S. 20-43.

Coz, D. R.: Design of experiments: The control of error. S. 4448,

Mazwell, A. E.: Recent trends in factor analysis. S. 49-59.

Donnison, D. V.: The movement of households in England. S. 60-80.

Kevorl, C.: The elimination of tariffs in a wide free trade area in Furope: An analysis
for selected commodities. S. 81-92.



Tocher, K. D.: The role of models in operational research. S. 121-142.

Scoit, C.: Research on mail surveys. S. 143-205.

Andic, S. and Peacock, A. T.: The international distribution of income, 1949 and
1957. S. 206-218.

Svmpson, H. I3.: The analysis of survey data on an electronic computer. S. 219-226.

Kahan, B. C.: A practical demonstration of a needle experiment designed to give a
number of concurrent estimates of 7. S. 227-239.

Bofinger, Fve and Bofinger, V. J.: A note on the paper by W. E. Thomson on “ERNTE
— a mathematical and statistical analysis”. S. 240-243.

Lindley, D. V.: An experiment in the marking of an examination. S. 285-313.

Drion, E. F'.: The intercorrelations between the nutrients consumed by a group of
families in the Netherlands. S. 314-335.

Johnson, N. L.: Sequential analysis: A survey. S. 372-411,

Friedlander, D.: A technique for estimating a contingency table, given the marginal
totals and some supplementary data. S. 412—420.

Sulhatme, P. V.: The world’s hunger and future needs in food supplies. S. 463-525.

Journal of the Royal Statistical Society, Series B (Methodological)
Vol. 23, 1961

Smath, C. A. B.: Consistency in statistical inference and decision (with discussion).
S. 1-37.

Tanner, J. C.: Delays on a two-lane road. S. 38-63.

Maller, A. J.: A queueing model for road traffic flow. S. 64-74.

Discussion on the papers by Tanner and Miller. S. 75-90.

Leser, C. E. V.: A simple method of trend construction. S. 91-107.

Bennett, B. M.: Confidence limits for multivariate ratios. S. 108-112.

Fabens, A. J.: The solution of queueing and inventory models by semi-Markov
processes. S. 113-127.

Farlie, D. J. G.: The asymptotic efficiency of Daniel’s generalized correlation coeffi-
cients. S. 128-142,

Jaiswal, N. K.: A bulk-service queueing problem with variable capacity. S. 143-148.

Kemp, K. W.: The average run length of the cumulative sum chart when a V-mask
is used. S. 149-153.

Glasser, G. J.: An unbiased estimator for powers of the arithmetic mean. S. 154-159.

Dorff, M. and Gurland, J.: Estimation of the parameters of a linear functional re-
lIation. S. 160-170.

Scheffe, H.: Reply to Mr Quenouille’s comments about my paper on mixtures. S. 171
bis 172.

Yeo, G. F.: The time-dependent solution for an infinite dam with discrete additive
inputs. S. 173—189.

Good, I. J.: The real stable characteristic functions and chaotic acceleration. S. 180
bis 183.

Kerridge, D. F.: Inaccuracy and inference. S. 184-194.

Vancent, Shirley E.: A test of homogeneity for ordered variances. S. 195-206.

Downton, F'.: A note on vacancies on a line. S. 207-214.

Coz, D. E.: A simple congestion system with incomplete service. S. 215-222.

Tallis, G. M : The moment generating function of the truncated multi-normal
distribution. S. 223-229.
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Smath, W. L.: A note on the renewal function when the mean renewal lifetime is
infinite. S. 230-237.

Bartholomew, D. J.: A test of homogeneity of means under restricted alternatives
(with discussion). S. 239-281.

Curnow, . N.: Optimal programmes for varietal selection (with discussion). S. 282
bis 318.

Saaty, T'. L.: Some stochastic processes with absorbing barriers. S. 819-334.

Galchrist, W. G.: Some sequential tests using range. S. 335-342.

Weesakul, B.: First emptiness in a finite dam. S. 343-351.

Antchison, J.: The construction of optimal designs for the one-way classification
analysis of variance. S. 352-367.

Mercer, A.: Some simple wear-dependent renewal processes. 5. 368-376.

Ray, W. D. and Pitman, A. BE. N. T.: An exact distribution of the Fisher-Behrens-
Welch statistic for testing the difference between the means of two normal
populations with unknown variances. S. 377-384.

Benson, I'. and Gregory, G.: Closed queueing systems: A generalization of the
machine interference model. 8. 385-393.

Hannan, E. J.: Testing for a jump in the spectral function. S. 394-404.

Rosenbaum, S.: Moments of a truncated bivariate normal distribution. S. 405-408.

Damels, H. E.: Mixtures of geometric distributions. S. 409-413.

Coz, D. R.: Prediction by exponentially weighted moving averages and related
methods. S. 414-422.

Barton, D. . and Mallows, C. L.: The randomization bases of the problem of the
amalgamation of weighted means. S. 423-433.

Stout, H. P. and Stern, F.: Estimation from quantiles in destructive testing. S. 434
bis 443.

Silvey, S. D.: A note on maximum-likelihood in the case of dependent random
variables. S. 444452,

Sen, P. K.: On some properties of the asymptotic variance of the sample quantiles
and mid-ranges. S. 453-459.

Sprott, D. A.: Similarities between likelihoods and associated distributions a
posteriori. S. 460—468.

Richards, I'. S. G.: A method of maximum-likelihood estimation. S. 469—475.

Lewts, T.: The intervals between regular events displaced in time by independent
random deviations of large dispersion. S. 476—483.

Page, E. S.: An approach to the scheduling of jobs on machines. S. 484-492.

Read, R. R.: On quadratic estimates of the interclass variance for unbalanced
designs. S. 493—497.

Applied Statistics
Vol. 10, 1961

Thomas, B. A. M.: Some industrial applications of multivariate analysis. S. 1-8.

Conway, Freda: Measurements and standards. S. 9-13.

Beech, Donald G. : Some notes on the precision of the gradient of an estimated straight
line. 8. 14-31.

Stmpson, M. G.: An introduction to dynamic programming. S. 32-38.

Lindley, D. V.: Dynamic programming and decision theory. S. 89-51.

Bartholomew, D. J.: A method of allowing for “Not-at-home” bias in sample surveys.
8. 52-59.
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Herdan, Gustav: A critical examination of Simon’s model of certain distribution
functions in linguistics. S. 65-76.

Tallis, G. M.: An application of non-parametric statistics to truncated selection.
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