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Simulation von Intelligenz durch Maschinen

Von P. Leepin, Arlesheim

Zusammenfassung

Nach einer kurzen Darstellung der prinzipiellen Arbeitsweise elektronischer
Programmgespeicherter Rechenmdsd'unen wird anhand einiger Beispiele gezeigt,
Wieweit sich heute Intelligenz durch Maschinen simulieren lisst.

Die erfolgreiche Verwendung elektronischer Geriite fiir Aufgaben
auf den verschiedensten Gebieten fithrt dazu, dass immer wieder die
Frage gestellt wird, ob diese Maschinen denken konnen. Sehr hiufig
wird eine negative Antwort erteilt, ohne sich mit dem Problem niher
2 befagsen. Fs ist das Ziel dieser Arbeit zu zeigen, dass die I'rage des
Verhiltnisses von Mensch und Maschine inbezug auf Denkprozesse
€twas tiefer liegt, als es auf den ersten Anhieb scheint,

Wir miissen uns allerdings vorweg von allen animistischen Vor-
Stellungen distanzieren, wie sie etwa in dem Ausdruck « Elektronenhirn»
sich zeigen. Fine Maschine, die denkéhnliche Vorgéinge ausfithrt, stellt
durcham nichts Geheimnisvolles dar, und das Prinzip ihrer Arbeitsweise
lisst sich von jedem interessierten Lalen ohne allzu grossen Aufwand an
gelstiger Anstrengung verstehen. Fine Verwandtschaft mit dem mensch-
hch@n Gehirn besteht hochstens in bescheidenem Ausmass. Fs darf da
etwa auf die Untersuchungen des grossen Mathematikers Johann von
Neumann hingewiesen werden, der zum Ergebnis gelangte, dass mit
8rosser Wahrscheinlichkeit das menschliche Gehirn trotz einiger Ahn-
lichkeiten in wesentlichen Punkten anders gebaut 1st als jede bisher
konstruierte Maschine. Wenn wir also animistische Vorstellungen im
Z“%ammenhang mit Maschinen durchaus ablehnen, ldsst es sich aller-
dings der Anschaulichkeit wegen nicht ganz vermeiden, dass gelegentlich
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eine Ausdrucksweise verwendet wird, die in dieser Beziehung nicht ganz
konsequent 1st .

Zuder Frage, ob Maschinen denken kénnen, méchten wir im jetzigen
Augenblick nur folgendes bemerken: Eine Antwort ldsst sich erst geben,
wenn zwel Vorfragen gelost sind :

1. Was miisste eine Magchine leisten, damit wir ihr Denkfihigkeit
zuerkennen ?

2. Wo liegen die Grenzen der Leistungsfihigkeit von Maschinen ?

Aut die erste Frage, was unter Denken zu verstehen ist, soll hier
nicht naher eingegangen werden. Wir mochten nur zeigen, dass die Ant-
wort nicht so einfach zu geben ist, indem wir fragen: Denken wir, wenn
wir zwel ungleichnamige Briiche addieren? Das ist eine Tétigkeit, die
einer Maschine durchaus keine Schwierigkeiten bereitet.

Uber die zweite Frage, wo die Grenzen der Moglichkeiten von Ma-
schinen liegen, 1st es im jetzigen Zeitpnkt nicht moglich, eindeutige
Angaben zu machen, die voll befriedigen. Auf alle [Félle ist deutlich fest-
zuhalten, dass die Behauptung: «Eine Maschine kann nmicht denken»
unwissenschaftlich ist, sofern nicht klare Vorstellungen dartiber beste-
hen, was fiir geistige Téatigkeiten mit demn Wort « Denken» erfasst werden
sollen und was eine Maschine tatsidchlich leisten kann.

Unter diesen Umstédnden soll die Frage offengelassen werden, ob
Maschinen denken konnen oder nicht. Fur denkdhnliche Vorginge in
Maschinen wird deshalb nachstehend der Ausdruck «Simulation von
Intelligenz» oder «kiinstliche Intelligenz» gebraucht, in Anlehnung an die
1m englischen Sprachgebiet gut eingefithrte Wendung «artificial intelli-
gence.

Vorerst 15t es notwendig, sich kurz mit der prinzipiellen Arbeitsweise
von Maschinen zu befassen, diein der Liage sind, Intelligenz zu simulieren.
Wir beschrinken uns dabei auf die heute 1m Vordergrund stehende
Kategorie der elektronischen programmgespeicherten digitalen Rechen-
automaten. « Digital» bedeutet in diesemm Zusammenhang, dass die zu
verarbeitenden Angaben — geien es nun Zahlen oder Buchstaben oder
andere Symbole - in der Maschine durch das Vorhandensein oder Nicht-
vorhandensein physikalischer Grossen in geeigneter Kombination ver-
schliisselt wird. Den Gegensatz zu digitalen Gerdten bilden die analogen,
welche ziffernméssigce Angaben stetig auf physikahische Grossen abbil-
den, sodass Zahlen nicht ziffernweise, sondern als Ganzes erfasst werden.



Der Ausdruck «programmgespeicherts weist daraufhin, dass die Be-
fehlsfolge fir die Losung einer Aufgabe durch die Maschine, eben das
«Programmy, in der Maschine selber gespeichert ist, in einem Speicher,
del" sowohl Ausgangsgrossen, Resultate als auch die Befehle enthilt.
Die einzelnen Speicherstellen sind fortlaufend numeriert.

Primir sind die programmgespeicherten digitalen Rechenauto-
automaten in der Lage, gewisse einfache Grundfunktionen durchzu-
fiithren, etwa eine Angabe aus einem Ort des Speichers an einen zweiten
Ort zu bringen oder zwei Zahlen miteinander zu multiplizieren usw. Ein
Befehl muss die Nummer der Speicherstelle tragen, an welcher die
Maschine die zu verarbeitenden Grossen findet. Soweit deckt sich die
Arbeitsweise der Maschine mit der Vorstellung einer starren Abwick-
lung eines festgelegten Arbeitsganges vollstindig. Eine wesentliche
El"Weiterung bringen nun die bedingten Sprungbefehle. Diese erlauben
&5, bei Vorliegen bestimmter Umstinde die Befehlsfolge zu durchbrechen
und einen andern Programmteil durchzufiithren. Ein derartiger beding-
Fer Sprung kénnte z. B. erfolgen, wenn eine bestimmte Grésse negativ
18t. Dadurch wird es moglich, in Abhiingigkeit von Ausgangsgrossen und
Resultaten die Verarbeitung anzupassen und zwar auf praktisch beliebig
k()mplexe Weise, da derartige Sprungbefehle beliebig hdufig nacheinan-
der durchgefiihrt werden kénnen. Insbesondere ist es oft zweckmiissig,
¢ine Rejhe von Instruktionen mehrfach durchlaufen zu lassen; das gilt
Vorallem fiir die Losung vieler mathematischer Aufgaben.

Obwohl die bedingten Sprungbefehle eine reichere Strukturierung
der Arbeitsvorgiinge erlauben, ergibt sich wieder eine Arbeitsweise, die
a‘}lf einer hoheren Stufe vollstindig determiniert ist und der Vorstellung
“nes starren Ablaufes entspricht.

I8 zeigt sich aber, dass dieses Modell viel leistungsfiahiger ist als es
auf den ersten Blick aussieht und zwar deshalb, weil die Speicher fiir die
Befehle und fiir die Ausgangsgrossen, Zwischenergebnisse und Resultate
Pfinzipiell nicht voneinander verschieden sind. Diese Tatsache wirkt
Verwirrend. Es stellt sich die Frage, wie denn die Maschine Befehle von
Daten unterscheiden kann. Die Antwort lautet, dass der Inhalt einer
Speicherstelle es den meisten derartigen Maschinen nicht erlaubt, fest-
“stellen, ob es sich um Angaben oder Befehle handelt. Normalerweise
f()lgen sich die Befehle sequentiell im Speicher. Ausnahmen treten nur
bei Sprungbefehlen auf.
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Diese Figenschaft, dass Daten und Befehle prinzipiell nicht unter-
scheidbar sind, macht es moglich, in der Maschine einen Befehl zuerst
zu bilden und an eine Stelle zu bringen, wo er dann spéter durchgetithrt
wird. Diese am Anfang etwas schwer verstindliche Figenschaft erlaubt
es der Maschine, in einem gewissen Sinne sich selber Befehle aufzubauen.
Diese Ausdrucksweise kann aber zu einem Missverstéindnis Anlass bieten.
Die Befehle, welche einen durchzufuhrenden Befehl erst aufbauen, sind
vom Krsteller der Instruktionsreihe gebildet worden, Die in Verfolgung
dieser Befehle durch die Maschine konstruierten Befehle sind also in-
direkt doch wieder vom Menschen vorausbestimmt.

In dieser Moglichkeit, Maschinenbetehle durch die Maschine in
einem bestimmten Sinne selber erzeugen zu lassen, liegt die entscheidende
Wurzel fiir die grosse Flexibilitit der programmgespeicherten Rechen-
maschinen. Hier liegt auch der eigentliche Grund dafiir, dass heute die
Grenzen der Leistungstihigkeit der Maschinen nicht anzugeben sind.
Der Mensch steht hier wohl zum ersten Mal vor der Tatsache, dass er eine
Maschine konstruiert hat, von der er zwar weiss, wie sie aufgebaut ist,
und dass sie bestimmte Aufgaben losen kann. I9r weiss aber nicht, wie
weit die Leistungsfihigkeit der Maschine iber das Irwartete und
Geplante hinausgeht. Das Nichtuberblickbare liegt hier nicht etwa in
der Geschwindigkeit, die auch in diesem Falle keine Hexerei darstellt,
sondern in der Idee der Programmspeicherung, die es erlaubt, die Ma-
schine gewissermassen auf sich selber anzuwenden, eine Art Rekursion
hoherer Ordnung durchzufithren.

Die FErzeugung des Programms durch die Maschine selber soll an
einem einfachen Beispiele noch etwas klarer gemacht werden. Die
Befehle tiir die Maschine sind in einer verschliisselten Form autzustellen.
Die Schlissel sind je nach Maschinentyp schwerer oder leichter zu mer-
ken. Aut alle Félle wire es viel bequemer, wenn der Auftrag fiir die Ma-
schine in der Umgangssprache formuliert werden kénnte, oder wenig-
stens in einer Kunstsprache, die dieser nahe steht. Dieses Problem ist
heute grundsitzlich gelést. Zum Beispiel kann als Programin geschrieben
werden : Gewicht durch Volumen ergibt spezifisches Gewicht. Kin einmal
erstelltes besonderes Programm erlaubt es dann, aus der fir uns ver-
stindlichen IMassung das eigentliche Maschinenprogramm herzustellen
und dann auszufithren. Der Maschine muss natiirlich irgendwie mitgeteilt
werden, was das Gewicht und das Volumen fiir sie bedeuten. Sie muss
wissen, an welchen Speicherstellen sie das Gewicht und das Volumen
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findet. Diese Mitteilung braucht sie aber nur ein fiir allemal. Sie «er-
Mnert sich» dann gewissermassen immer, wo sie diese Grossen finden
kann. Fir das FErgebnis, das spezifische Gewicht hingegen, 1st es nicht
Notwendig, der Maschine eine Mitteilung zu machen. Das Ubersetzungs-
Programm 1st so aufgebaut, dass es fir alle Namen, z. B. also Gewicht,
Spezifisches Gewicht, eine Liste fithrt mit der Nummer der entsprechen-
den Speicherstelle. Wenn im Programm, das in der Kunstsprache
geschrieben ist, ein Name auftritt, sucht das Ubersetzungsprogramm in
(_l_t*r Liste, wo die entsprechende Information gespeichert ist. Findet das
Uborsetzungsprogrmnm in der Liste den Namen nicht, z. B. das spezifi-
Sche Gewicht als Resultat, so ordnet es dem Namen den nichsten freien
Speicherplatz zu und figt Namen und Speichernummer der Liste bei.
Das erlaubt spiiter auch die errechneten Krgebnisse mit ihrem Namen
anzurufen anstatt mit der Speichernummer. Der Mensch, der das Pro-
Sramm erstellt, weiss nicht, wo das spezifische Gewicht gespeichert ist,
r hat aber der Maschine ein Zuordnungsschema mitgeteilt, auf Grund
flPSSen sie deterministisch diese Aufgabe 16st. — Nachdem die Maschine
M emem lingeren Prozess die Umwandlung des Befehls aus der
Kunstsprache in die Verschlisselung der Maschine durchgetuhrt hat,
kann sie nun die eigentliche Rechnung, Gewicht durch Volumen,
erledigen. |

Die Umwandlung aus einer uns leichter verstandlichen Sprache in
den Code der Maschine kann als Ubersetzung aus einer Sprache in eine
andere aufgefasst werden. T Prinzip kann die Maschine also iitbersetzen.
Die Ubersetzung bezicht sich aber hier auf Kunstsprachen, die viel
Weniger reich an Ausdrucksmoglichkeiten sind als naturliche Spra-
chen. Auf dem Gebiete der Ubersetzung natiirlicher Sprachen wird
heute sehr viel gearbeitet. Iis dirften zur Zeit einige 100 Forscher ihre
Arbeitgzeit vollstindig dieser Frage widmen. Iis zeigt sich, dass fir
Hatiirliche Sprachen das Problem viel schwieriger ist. Viele Hindernisse
Werden sich wegrdumen lassen. Auf diesem Gebiet wird jedoch der
Mensch noch lange iiberlegen bleiben, da in vielen Fillen beim Uber-
Setzen das Verstindnis des Textes eine Voraussetzung bildet.

Trotz dieser grundlegenden Schwierigkeit ist jedoch zu erwarten,
dass in absehbarer Zeit die Ubersetzung technischer Schriften durch
Maschinen hiufig angewendet wird — allerdings wird es sich um Uber-
Setzungen mittlerer Qualitit handeln. Der damit erreichte Stand scheint
hoch. Wahrscheinlich wird es aber schwer fallen, 1thn i kurzer Zeit

6
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wesentlich zu verbessern. Auf alle Idlle wird der Mensch hier hichstens
einmal von der Maschine eingeholt, wihrend er auf andern Gebieten
von 1hr ibertroffen werden kann.

Unser Beispiel der Ubersetzung von Kunstsprachen zeigt uns aber
auch etwas anderes, nimlich, dass die programmgespeicherten elektro-
nischen Rechenmaschinen nicht nur rechnen kénnen, sondern ganz all-
gemein in der Lage sind, Zeichen nach Regeln zu verarbeiten, Symbole
zu manipulieren. Der Ausdruck «Rechenmaschineny erweist sich je
linger je mehr als zu eng. Es zeigt sich, dass der zwar immer noch be-
deutende Anteill an numerischen Arbeiten auf diesen Geriten abnimmt,
hingegen die nicht-numerischen Anwendungen an Bedeutung gewinnen.
Es 18t z. B. falsch, anzunehmen, dass nur das Gebiet der numerischen
Mathematik von diesen Maschinen erfasst wird. Sogar fir Forschungs-
aufgaben auf dem Gebiet der reitnen Mathematik werden sie zum min-
desten Hilfsfunktionen iibernehmen konnen. HEs dringt sich deshalb
auch eine andere Bezeichnung als Rechenmaschinen fiir die von uns hier
betrachteten Gerdte auf. Besser wire z. B. der Ausdruck «Datenver-
arbeitungsanlage», der jedoch sprachlich nicht ganz befriedigt. Es gibt
wohl keine gute und knappe Ubersetzung des Ausdrucks «data process-
ing». Wir wollen deshalb weiterhin den zu engen Ausdruck «Rechen-
maschine» beibehalten.

In einem gewissen Sinne ist die Erkenntnis von der tiber das rein
Rechnerische hinausgehenden Kraft der elektronischen Gerite fur
denjenigen, der ihren logischen Aufbau kennt, nicht fernliegend. Die
Maschinen arbeiten ja so, dass elektronische Zeichen Grundverkniipfun-
gen der Logik, z.B. «und», «odery, «nicht», unterworfen werden. Aus
diesen Grundverkniipfungen kénnen unter anderem Rechenoperationen
konstruiert werden. Primére Funktionen bilden aber die logischen
Grundbeziehungen. Es 1st deshalb auch in einem gewissen Grade nahe-
liegend, dass die Untersuchungen der Logistiker fiir die Forschung auf
diesem Gebiete von besonderer Bedeutung geworden sind. Far den
Logistiker 1st sogar die Frage nach den Grenzen der Fihigkeiten pro-
grammgespeicherter Rechengerite im Prinzp vollstindig gekléirt. Alle
diese Geriite sind grundsétzlich dquivalent der von Turing schon 1936
betrachteten Modellmaschine, die in der Lage ist, alles zu berechnen,
was tiberhaupt sich berechnen ldsst. Dass Grenzen bestehen, welche es
nicht erlauben, alle Probleme in einem Kalkul zu losen, haben die Unter-
suchungen von Gédel, Church und anderen gezeigt. Die Grenzen der
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Entscheidbarkeit von Problemen im Rahmen einer Logik gelten ganz
hatiirlich auch fiir die elektronischen Rechenmaschinen.

So wichtig und wertvoll diese Ergebnisse in vieler Beziehung auch
sind, geben sie uns doch keine Antwort auf die uns hier interessierende
Frage, ob Maschinen in der Lage sind, Aufgaben zu 16sen, die Intelligens
Voraussetzen. Wir wollen deshalb nun einige Beispiele niher betrachten.

Das woll bekannteste Beispiel von Simulation von Intelligenz
stellen die kiinstlichen Tiere dar, die sich ihren Weg zum Ziel in einem
Labyrinth suchen. Wenn sie ihn durch systematisches Suchen gefunden
haben, durchlanfen sie das nichste Mal den Weg direkt. Sie erinnern sich
gewissermassen. Sie haben scheinbar etwas gelernt. Das erste Beispiel
fiir ein derartiges Modell stammt von Shannon aus dem Jahre 1950. Eine
_\_‘TE‘rbesserung besteht darin, dass die kiinstlichen Tiere auf nachtriagliche
Anderungen des Labyrinths «zweckmissig» reagieren, d.h. sie suchen
von dem Augenblick, an dem sie eine Anderung feststellen, wieder einen
Weg zum Ziel, wobei sie notfalls zum Ausgang zuriickkehren. So ver-
bliitfend das Verhalten dieser kiinstlichen Tiere auch aussieht, die prak-
fische Realisation stellt keine allzu grossen Anforderungen. Es ist nur
Notwendig, einen systematischen Suchprozess aufzubauen, ausserdem
den Weg zu speichern, der beschritten wird, dafiir zu sorgen, dass nicht
mehrfach der gleiche Weg durchlaufen wird und nach Erreichen des
Ziels vom Suchprogramm auf das direkte Durchlaufprogramm umzu-
Schalten. Fiir den Fall, dass das Labyrinth nachtriglich verdndert wird,
muss im Duarchlaufprogramm die Moglichkeit der Riickkehr in das Such-
Programm gegeben sein. Der ganze Vorgang setzt natiirlich eine ge-
€lgnete Verbindung zwischen einem Rechengeriit und der physikalischen
Realisation des kiinstlichen Tieres voraus. Das Beispiel zeigt deutlich,
dass es moglich ist, eine Maschine 8o zu programmieren, dass sie ein
Vorgehen, das sich nicht bewihrt, nicht mehr durchfithrt und umgekehrt
ein Vorgehen beibehiilt, das Erfolg hat. Soweit Lernen also nur aus dem
Anpassen an gemachte Erfahrungen besteht, kann es einer Maschine
beigebracht werden, doch soll daraut hier nicht ndher eingegangen
Werden,

Das nichste Beispiel stammt aus der Geometrie. Es gibt heute schon
ehrere Programme, die in der Lage sind, Aufgaben der elementaren
Geometrie zu 16sen und Lehrsitze herzuleiten, die einem durchschnitt-
lichen Maturanden zum mindesten gewisse Schwierigkeiten machen
Wiirden,
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Eine geometrische Figur wird in einem elektronischen Rechenauto-
maten durch eine abstrakte Verschliisselung festgehalten, auf die hier
nicht niher eingegangen werden soll. Weiter sind die Verarbeitungs-
regeln und die Axiome der Geometrie ebenfalls im Programm zu beriick-
sichtigen. Ausserdem erweist es sich haufig als zweckmissio, Hilfslinien
oder ganze Hilfsfiguren zu betrachten. Auch diese Moglichkeit ist in
derartigen Programmen eingebaut.

Die Basiswinkel in einemn gleichschenkligen Dreieck sind bekannt-
lich einander gleich. Minsky hat von seinem Programm einen Beweis fur
diesen Satz erhalten, der sehr einfach ist. Normalerweise wird der Beweis
gefithrt durch Ziehen der Hohe von der Spitze und Nachweis, dass die
beiden Teil-Dreiecke kongruent sind. Die elektronische Maschine 16st
die Aufgabe so, dass sie ausser dem Dreieck ABC das Dreteck A'B'C”
betrachtet, das aus dem ersten durch eine Drehung aus der Kbene ent-
steht. Die beiden Dreiecke stimunen in drei Seiten tiberein, sind also
kongruent. Daraus folgt, dass die Basiswinkel gleich sind.

A A7

L

B C

In diesem Falle hat die Maschine einen Beweis gefunden, der dem
Hersteller des Programms nicht bekannt war. Sie hat thn also in einer
Beziehung tibertroffen.

Als weiteres Beispiel fiir kiinstliche Intelligenz wollen wir nun ein
Programm betrachten, das Newell, Shaw und Simon aufgestellt haben.
Dieses Programm ist in der Lage, Aufgaben einer gewissen Struktur auf
verschiedenen Gebieten zu losen. Da die Frklarung des Programms sich
1 Abstrakten bewegen muss, soll vorerst anhand eines Beispiels gezeigt
werden, wie eine bestimmte Aufgabe praktisch gelost wird. Die Dar-
stellung beschriinkt sich dabei auf das Wesentliche.
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Wir stellen der Maschine die Aufgabe zu beweisen, dass
(tgz+ ctgx)sinzcosz =1

1st. Das Ziel besteht fiir die Maschine darin, eine Reihe von Transfor-
ationen der linken Seite der Gleichung zu finden, die sie in die rechte
Seite iiberfithrt. Erlaubte Transformationen sind die Regeln der Schul-
algebra und die elementaren Beziehungen zwischen den trigonometri-
schen Funktionen. Das Hauptziel der Maschine besteht also in der Uber-
fiihrung der linken Seite in die rechte. Sie versucht nun zuerst, ob es
durch die einmalige Anwendung der erlaubten Umwandlungsregeln
moglich ist, das Ziel zu erreichen. Das ist nicht der Fall. Dann setzt sich
die Maschine eine Unteraufgabe, nimlich die Reduktion des Unter-
schieds zwischen den beiden Seiten. Als Unterschied ist z. B. zu verzeich-
nen, dass auf der linken Seite eine Tangensfunktion vorkommt, auf der
rechten Seite nicht. Die algebraischen Mittel helfen nicht weiter. Ist es
moéglich, den Tangens auf der linken Seite wegzuschaffen mit Hilfe der
zur Verfugung stehenden Beziehungen zwischen den trigonometrischen
Funktionen ? Die Maschine stellt fest, dass das moglich ist, da sich der
Tangens als reziproker Wert des Cotangens ausdriicken lisst. Diese
Ersetzung wird durchgetithrt. Ein Teilziel ist erreicht. Der « Abstand»
der linken Seite von der rechten Seite ist verkleinert. Die reduzierte Auf-
gabe lautet nun, die transformierte linke Seite in die rechte Seite iber-
zufithren. Das gelingt abermals nicht in einem Schritt. Die Maschine
stellt sich wiederum das Teilziel, den Abstand der beiden Seiten zu ver-
kleinern. Auf der linken Seite kommt der Kotangens vor, auf der rechten
Seite nicht. Algebraische Methoden ergeben keinen Fortschritt. Die

cos _
Anwendung der Beziehung cotg 2 = —— fithrt dann zum Erreichen
sin

des Teilziels. Es ergibt sich als neue linke Seite

1 cosx\ .
e o e | BUL & GOB 3T
COS T sin
sin &

Nunmehr versucht die Maschine die Entfernung zwischen den beiden
Seiten weiter zu verkleinern und stellt fest, dass sie dafiir die Beziehung
SIN% 7 4 ¢os2 2 = 1 beniitzen sollte. Diese Relation lisst sich dafiir im
Augenblick nicht anwenden. In mehreren Einzelschritten, die wir nicht
mehr genau austithren wollen, wird der Unterschied zwischen der linken
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Seite und der anzuwendenden Beziehung durch algebraische Schritte
verkleinert, bis die Transformation gelingt und die Maschine stolz «quod
erat demonstrandum» schreibt.

Nach diesem Beispiel fiir eine Anwendung des allgemeinen Pro-
gramms fir die Losung von Aufgaben, das von Newell, Shaw und Simon
entwickelt worden ist, wollen wir es nun kurz in seiner vollen Allgemein-
heit charakterisieren. Es handelt sich nicht um ein Programm, das etwa
nur zur Lésung derartiger trigonometrischer Aufgaben aufgestellt wurde;
die Losungsmethode ist allgemein und wurde z. B. auch tiir Probleme der
Logistik eingesetzt. Das Programm stellt ein Teilgebiet der Forschungs-
arbeit der Verfasser dar, welche nach ihren eigenen Worten das Verstind-
nis intellektueller, anpassungsméssiger und schopferischer Titigkeit des
Menschen anstrebt. Als Grundlage fiir das Programm dienten Beobach-
tungen an amerikanischen Studenten beim Lisen von Aufgaben auf dem
Gebiete der symbolischen Logik. Die Studenten mussten laufend aus-
sprechen, was sie beim Losen der ithnen gestellten Probleme dachten.
Das auf Grund dieser Beobachtungen erstellte Programm ist in der Lage,
Probleme zu bewilltigen, welche sich allgemein auf Objekte und Opera-
toren beziehen. In unserem trigonometrischen Beispiel sind Objekte die
Zahlen und trigonometrischen Funktionen, Operatoren, die mit den
Objekten erlaubten algebraischen und trigonometrischen Umformun-
gen. Wenn wir als Beispiel das Schachspiel betrachten, so sind die Schach-
stellungen die Objekte und die erlaubten Ziige die Operatoren, die neue
Objekte ergeben. Fiir ein formales mathematisches System hingegen
sind Objekte die Axiome und Theoreme, Operatoren die erlaubten
Regeln fiir das Schliessen.

Das Programm bezieht sich auf allgemeine Objekte und allgemeine
Operatoren. In der Anwendung auf ein bestimmtes Gebiet ist es deshalb
notwendig, Angaben uber die Eigenschaften der Objekte und Opera-
toren zusitzlich noch anzugeben. Das Trennen der Methoden fiir die
Losung von den Figenschaften eines bestimmten Anwendungsgebietes
zeigt, dass der Name «general problem-solving program» zu Recht ge-
wihlt wurde. Immerhin muss betont werden, dass nicht alle Aufgaben,
die zu l6sen sind, sich in dieser einfachen Form stellen. Das Programm
1st allgemein in dem Sinne einer Anwendbarkeit auf viele Gebiete, nicht
aber auf alle.

Wenn der Mensch ein Problem 16st, so verwendet er dabei haufig
heuristische Methoden, d.h. er beniitzt Verfahren, die nicht ganz exakt
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sind und nicht sicher zum Ziele fithren, Analogieschliisse, Verdnderung
der Aufgabe usw. Auch die Maschine braucht etwas Ahnliches. Wir
Wollen aber dafiir entgegen dem Vorgehen von Newell, Shaw und Simon
nicht ebenfalls das Wort Heuristik verwenden, sondern wie mehrere
Kritiker vorschlagen, den Ausdruck « Strategie». s diirfte zweitellos
besser sein, alles zu vermeiden, was leicht zu Missdeutungen fithren
kann. Der Ausdruck Strategie 1st sachlich, wihrend das Wort Heuri-
Stik vielleicht zu stark dazu verfihrt, Ubereinstimmung mit dem Den-
ken des Menschen beim Losen von Autgaben anzunehmen.

Was fir Strategien sind jetzt im «general problem-solving program»
eingebaut ?

FEinmal das Prinzip des Anstrebens von Teilzielen, d.h. es wird
Versucht, ein Ziel, das in einem Schritt nicht erreicht werden kann, durch
ein leichteres Teilziel zu ersetzen. Dazu ist es notwendig, dass das Pro-
Sramm in der Lage ist, einen Fortschritt auf ein Ziel hin zu erkennen,
4.1 es miissen auf irgendeine Weise Definitionen von Unterschieden
gegeben sein. In unserem Beispiel der trigonometrischen Funktionen
besteht z. B. ein Unterschied durch das Vorkommen trigonometrischer
Funktionen auf der linken Seite; die auf der rechten Seite fehlen. Die
Unterschiede kénnen jedoch auf ganz verschiedenen Gebieten bestehen.
Es kann ja nicht nur inbezug Vorhandensein von Elementen, sondern
auch in ihrer Verkniipfung ein Unterschied bestehen, wie das Beispiel

(a—0b) (a+b) = a*—1D?

zelgt, Hier kommen auf beiden Seiten die gleichen Grossen vor, aber ihre
Ve‘rkn‘upfung 1st verschieden.

Beim Beweisen eines Satzes kann es bekanntlich unter Umsténden
ZWeckmdgssig sein, das Problem scheinbar zu komplizieren, indem etwa
Hilfsvariable oder Zusatzglieder eingefuhrt werden. Das Programm
von Newell, Shaw und Simon weist diese Moglichkeit nicht auf. Ks han-
delt sich um ein geradliniges Vorgehen.

Die zweite Strategie, die in das Programm eingebaut ist, besteht im
We@hselspiel zwischen Hilfsmitteln und Zielen. Die Art dieses Vor-
gehens kann vielleicht an besten mit dem sehr einfachen Beispiel erklért
Werden, das Newell, Shaw und Simon in ihrer Arbeit verwendet haben:

Ieh moéchte meinen Sohn in den Kindergarten bringen. Was ist
der Unterschied zwischen dem, was ich habe und dem, was ich will?
Réumliche Entfernung. Was iiberwindet rdumliche Entfernung ? Mein
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Auto. Mein Auto kann nicht fahren. Was ist notwendig, damit es wieder
fahrt ? liine neue Batterie. Wer hat neue Batterien? Fine Garage usw.

Man sieht hier schén den Wechsel zwischen Zielen und den zum
Erreichen dieser Ziele notwendigen und zweckmissigcen Hilfsmitteln.
Diese primitive Art von — sagen wir nun nicht « Denkeny, sondern Ver-
arbeitung —ist in das ¢general problem-solving program» ebenfalls einge-
baut. Abstrakt ausgedriickt muss das Programm in der Lage sein, Diffe-
renzen zwischen den Objekten zu erkennen und die geeigneten Opera-
toren zu finden, welche diese Differenzen tiberwinden. Dabel wird es
notwendig sein, eine Rangordnung der verschiedenen Arten von Diffe-
renzen zu erstellen, damit wichtige vorweg entfernt werden.

Soweit sind die im Programm beriicksichtigten Strategien so auf-
gebaut, dass sie nur jeweils einen Schritt in Richtung auf das Ziel hin
ausfithren, ohne einen Gesamtplan der Losung anzustreben. Fine
weitere Strategie sucht nun einen derartigen Plan fir eine Losung
herzustellen, indem gewisse Kinzelheiten der Aufgabe weggelassen wer-
den. Das so vereinfachte Problem wird gelost und dann der Lisungs-
weg auf das urspriingliche Problem ibertragen. Das Verfahren fuhrt
nicht unbedingt zum Ziel, wie auch die bisher beschriebenen Strate-
gien nicht, bringt aber in vielen Fillen eine wesentliche Verkiirzung
des Arbeitsganges, gelegentlich aber auch eine unnotige Verzogerung
infolge der Untersuchung von Liésungen des vereinfachten Problems,
die sich nicht auf das urspriingliche Problem tibertragen lassen. Diese
Strategie 1st bel unserem trigonometrischen Beispiel nicht angewendet
worden.

In das «general problem-solving program» sind noch andere Stra-
tegien eingebaut, auf die hier nicht mehr néher eingegangen werden
soll. Dem Aufstellen eines derarticen ansgpruchsvollen Programms
stellen sich noch viele Schwierigkeiten entgegen. Wenn hier nur auf
einige Grundziige eingegangen werden konnte, diirfen deshalb die
Schwierigkeiten fiir das Programmieren einer derartigen kiinstlichen
Intelligenz nicht unterschitzt werden.

Wir wollen uns nun als letztes eilnem Ausblick auf Anwendungen
fiir Forschungsaufgaben der reinen Mathematik zuwenden. Die bereits
behandelten Beispiele haben wohl schon zur Geniige gezeigt, wie falsch
es 1st anzunehmen, dass elektronische Rechengerite nur fiir numerische
Aufgaben eingesetzt werden konnen. Man kann z.B. heute schon mif
ihnen analytisch integrieren und differenzieren.



Schwierige mathematische Theoreme sind zurzeit durch Maschinen
Nicht zu beweisen. Es hat sich gezeigt, dass die Beherrschung von Kal-
kitlen der Logik eine entscheidende Voraussetzung fiir Frfolge auf
Mathematischem Gebiet bilden. Dem amerikanischen Forscher Wang
18 es im Jahre 1960 gelungen, 350 Sitze aus dem bekannten Buch von
Whitehead und Russel «Principia mathematica» maschinell zu bewei-
Sen, wobei die Maschine fiir die ganze Arbeit gut 8 Minuten brauchte. Sie
entdeckte dabei, dass ein Theorem nicht der Klassenlogik, sondern der
Aussagenlogik zugehort, was bigsher den Autoren und allen Lesern
ftgangen 1st. Hingegen hat sie gliicklicherweise kein Theorem als
falsch bezeichnet.

Wang g¢laubt, dass zunichst einfachere Gebiete, wie die Schul-
algebra und Schulgeometrie, erfasst werden konnen. Schwierigere Be-
reiche lassen sich dann stufenweise auch in Angritf nehmen. Es ist dabei
Zu beriicksichtigen, dass fiir eine Maschine die Schwierigkeiten nicht
gleich liegen wie fiir Menschen. Der Mensch ist im Vorteil auf Gebieten,
Wo Intuition und Anschauung ihm helfen. Fir nichteuklidische Geo-
Wetrie z. B. diirfte die Maschine einen Vorsprung besitzen.
~ Die Idee, die gesamte Mathematik auf das schematische Schliessen
Mnerhalb eines Logikkalkiils zuriickzutithren, geht auf Leibniz zurick.
Peano, Hilbert und andere haben diesen Gesanken weiterverfolgt.
ﬂill)(%rt wies darauf hin, dass die gesamte klassische Mathematik sich
Im Rahmen der elementaren Priidikatenlogik formalisieren lasse. Als
Zéntrales Problem der mathematischen Logik ergibt sich somit das
Pl‘oblem, einen Algorithmus zu finden, der es erlaubt zu entscheiden,
Ob eine Formel der Pridikatenlogik giiltig ist oder nicht. Church und
Tllring haben dann in den Dreissigerjahren dieses Jahrhunderts
gezeigt, dass es keinen Algorithmus fiir das Entscheidungsproblem der
Pl'ii-dikatenlogik gibt. Daraus folgt, dass auch elektronische Rechen-
Maschinen nicht allgemein entscheiden konnen, ob eine mathematische
Behauptung zutrifft oder nicht. Wenn es nun aber kein Entscheidungs-
Verfahren gibt, so lassen sich wenigstens Beweisverfahren konstruieren,
d.h. Kalkiile, die fiir jede giiltige Formel einen Beweis finden. Fir
ngiiltige Formeln suchen sie jedoch im allgemeinen unaufhorlich einen
Beweis, Derartige Beweisverfahren lassen sich jedoch auf elektroni-
Schen Rechenmaschinen programmieren.

Es liegt uns nicht, Prophezeiungen anzustellen. Wir wollen deshalb
fur erkliren, dass mit dem heute erreichten Stand auf dem Gebiete



der mathematischen Liogik eine Grundlage geschaffen ist, welche weitere
Fortschritte in der Richtung der reinen Mathematik ermoglicht und
sogar wahrscheinlich macht.

Zusammenfagsend sei festgehalten, dass elektronische Rechen-
maschinen — wenigstens in der in dieser Arbeit betrachteten Form —
deterministisch gebaut sind. Die Vorstellung einer zwar flexiblen, aber
doch in einem hoheren Sinne starren, zum voraus festgelegten Arbeits-
weise 1st richtig. Mit einer derartigen Arbeitsweise lassen sich jedoch
Aufgaben behandeln, die bisher dem selbstindig denkenden Menschen
vorbehalten schienen. Neue Gebiete erweisen sich einer rationalen Be-
handlung als zugénglich. Trotzdem bestehen natirlich Grenzen.

Wo z.B. Grenzen liegen, sei am Beispiel der Musik angedeutet.
Soweit die Musik von Regeln beherrscht wird, soweit ist sie rational
erfassbar. Auch gelegentliche systematische Abweichungen von Regeln
bilden wieder ein Schema und lassen sich programmieren. Soweit die
Komposition von Musikstiicken also sich auf Regeln zuriickfithren lisst,
lasst sie sich programmieren. Es ist wohl nicht nétig besonders zu
betonen, dass nur damit Mozart und Bach keine Konkurrenz gemacht
wird.

Es war das Ziel dieser Ausfithrungen, zu einem vertieften Durch-
denken der sich hier stellenden Probleme anzuregen. Is trifft allerdings
zu, wenn gesagt wird, eine Maschine kann nur das tun, was ihr von
Menschen befohlen wird. Aber man kann z. B. einer Maschine befehlen,
einen mathematischen Bewels zu suchen, etwas zu lernen, sich zweck-
missig an Reaktionen der Aussenwelt anzupassen. Die Auswirkungen
der uns durch diese neuen Maschinen gebotenen Moglichkeiten greifen
nicht nur in unser materielles Leben ein, sondern mussen uns dazu ver-
anlassen, unsere Vorstellungen iiber die Ausnahmestellung des den-
kenden Menschen einer genauen Prifung zu unterziehen. Auch wenn
wir das, was Maschinen leisten konnen, nur mit simulierter Intelligenz
bezeichnen wollen, greift es doch eindeutig in Bereiche, die wir bis jetzt
dem Menschen vorbehalten glaubten. Der Mensch hat es verstanden,
mit geeigneten Werkzeugen und Maschinen seine eigenen korperlichen
Krifte und seine Sinnesorgane zu verstirken. Fs wird ithm heute die
Gelegenheit geboten, dhnliches auf intellektuellem Gebiete zu voll-
bringen. Die wirklich tiefen Probleme tiir den Menschen liegen jedoch
nicht darin, ob er auf diesem oder jenem Gebiete von einer Maschine
tbertroffen wird, sondern wozu er die ithm auf bisher materiellem und
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leu nun intellektuellem Gebiete gebotenen Moglichkeiten verwendet.
Das Erkennen der richtigen MaBstibe und Ziele kann dem Menschen
keine Maschine abnehmen.
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Résumé

Aprés une bréve présentation du fonctionnement fondamental des ensembles
électroniques a programme enregistré, l'auteur, a I'aide de quelques exemples,
montre jusqu’a quel point aujourd’hui les machines sont capables d'imiter l'in-
telligence.

Summary

After a short presentation of the fundamental functional system of stored pro-
gram electronic data processing machines, the author shows with help of a few
examples how far today intelligence can be imitated by machines.

Riassunto

Dopo una breve descrizione dei sistemi de lavoro fondamentali dei complessi
elettronici a programmazione interna, I'autore mostra con alcuni esempi, fino a che
punto oggi le macchine sono in grado di imitare I'intelligenza.
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