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Introduction ä la theorie de l'infonnalion

Par Philippe Dubois, Zurich

Resume

L'auteur expose les 616ments de Ja theorie de l'information et traite quelques
exemples simples d'appliealion.

A l'origine cle la theorie inathematique do l'information, creee par
l'ingenieur americain Shannon [II1) dans les annees 1947/48, se trouvent
des problernes purement techniques do transmission do messages sous
forme de signaux a l'aide de precedes radio-electriques. Ktroitemont
apparentee au calcul des probability, la theorie de l'information a deja
ete appliquee avec succes dans de nombreux domainos de la physique
et de la technique (perfectionnement des machines a calouler electro-
niquos, problernes du codage dans les telecommunications, processus
fondatnental de l'observation scientifiquo, etc.). A l'heure actuelle, elle
constitue le fondemont d'une brauche plus generale do la science connue
sous le noiri de cybernetique dont le champ d'appliealion, grace aux tra-
vaux fondamentaux du mathematicien americain Wiener, s'etend jus-
qu'it la psychologie (etude du comporteinont normal ou pathologique
du Systeme nerveux et, en particular, analyse du mocanisme des

reflexes) et meine jusqu'ä la biologie.
Le present article se propose d'exposor d'une maniere eleinentaire

les bases de la theorie de l'information et d'aborder quelques exemples
simples d'application. Afin de faciliter la comprehension et la presentation

des idees developpees, la rigueur inathematique a ete sacrifiee au
profit de raisonncments etnpiriques et intuitifs. Le lectour soucioux de
s orienter sur les essais ontrepris receinment par de nombreux auteurs

l) Les chiffres entre crocfiets se rupportent a la lisle bibliographique ä la findu present article.



en vue de donner ä eette theorie une base rigoureusement mathema-
tique et meine axioiuatique, pourra se reporter de preference iV l'ar-
ticle [101 resumant les travaux publies Ii ce sujet jusqu'ä ce jour, et a

l'ouvrage [5].

I. Elements de la theorie de l'information

1. Remarques preliininaires [4]

La theorie mathematique de l'information part d'une definition
precise et objective de la notion d'information et ne tient pas compte
de la valeur subjective que peut revetir une information. Plus exacte-

ment, l'inforrnation est consideree comme une grandeur absolue qui a

la meme valeur numerique pour tout observateur.

Ainsi, par exemple, l'information obtenue en choisissant une carte
dans un jeu de cartes sera representee par la meme grandeur, que la

carte tiree soit un as, un sept ou un roi. La valeur de la carte ainsi que
la Strategie adoptee par les joueurs (elements qui dependent necessaire-

ment des regies du jeu pratique) sont des notions qui relevent de la

theorie moderne des jeux et non de la theorie de l'information.
En fait, la definition de la notion d'information est fondee sur le

critere de la rarete. Si une situation est rare, sa realisation fournit de

l'information, que cette information soit ou non denuee de valeur.

L'interpretation restreinte donnee au mot «information» peut
paraitre severe, mais eile repond, par exemple, aux preoccupations de

l'ingenieur des telecommunications qui doit pouvoir transmettre toute
information contenue dans un message sans se soucier de la valeur que
presente cette information pour le destinataire. Seule l'elimination de

tout element subjectif a perrnis de donner une definition quantitative
de l'information et de traiter cette derniere comme une grandeur mesu-
rable. L'utilite d'une telle definition s'est affirmee d'une maniere pro-
bante dans l'etude de nombreux problemes scientifiques et techniques
en permettant de parvenir ä des conclusions d'ensemble de reelle valeur
pratique et d'une grande generalite.

Oes remarques montrent clairement les limites de la theorie de

l'information et elles doivent etre presentes a l'esprit dans les

applications.
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2. Notion d'entropie d'une experience [ 11 [~4J [ 5] [7 J

La definition de la notion d'infonnation derive de la notion
d'entropie introduite par Shannon pour caracteriser le degre d'indeter-
mrnation d'une experience. Considerons l'exeinple simple suivant:

Soit une experience a susceptible de prendre to valeurs Ai
distinctes egalernent probables a priori. Pour to 1, l'experience ne pre-
sente aucune indetermination, puisque le resultat de l'experience est
connu d'avance. Si to est grand, 1'observateur ne disposant d'aucun
element d'information supplementaire sur l'experience a, ne sera en
general pas en mesure de predire Tissue de l'experience envisagee. Plus
grand sera to, plus grand sera le degre d'indetermination de l'experience
consideree. Le degre d'indetermination se presente done comme une
fonction /(to) croissant avec to et s'annulant pour to 1. Pour determiner

cette fonction completement, il convient de lui imposer, en plus
de la condition triviale de continuity, une propriety d'additivite.

Soient deux experiences independantes a et ß, la premiere pouvant
prendre comme precedemment m valeurs A i et la seconde n valeurs B-
distinctes egalernent probables a priori. Considerons l'experience cou-
plee a.ß consistant ä realiser simultanement les experiences a et ß. Dans
ces conditions, il est naturel d'admettre que Tindetermination de
l'experience couplee aß sera egale h la soinine des indeterminations carac-
terisant les experiences a et ß. Chaque valeur de la premiere experience
pouvant etre couplee avec toute valeur de la seconde experience, le
nombre total de valeurs possibles egalernent probables a priori de
l'experience aß sera done egal ä mn. II en resulte la condition suivante
Pour la fonction f(m):

f(nin) f(m) + f(ri).
Les conditions posees suffisent k determiner completement la structure
de la fonction f(m) qui est du type logarithmique. La mesure du degre
d'indetermination d'une experience susceptible de prendre m valeurs Ai
distinctes egalernent probables a priori s'exprime ainsi par la fonction

/(to) log to avec /(1) 0.
Le choix de la base des logarithrnes n'est pas essentiel, car le passage
d'un Systeme de logarithrnes ä un autre revient a multiplier la fonction
log to par une constante. egale au module du changement de base,
c est-t\-dire t\ choisir une autre unite pour la mesure du degre d'indeter-
mrnation d'une experience.
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Dans les applications techniques, il est d'usage de choisir les loga-
rithtnes de base '2. L'unite d'indetermination est appelee unite binaire

ou bit et caracterise le degre d'indetermination d'une experience pre-
sentant deux issues possibles egalement probables a 'priori (par exemple
0 et, 1 dans le Systeme de numeration binairo). Le choix des logarithmes
de base 10 conduit ä 1 'unite decimate qui est environ !" plus grande

que l'unite binaire (en eftet: log2 10 — 3,152).

La fonction log m qui represente en definitive 1'indetermination
totale de 1'experience a peut aussi se mettre sous la forme

lo»' in ^ 1

locr m - - ^ ' los 1

iV/n "v | m v ft "v m LKJ& m '

la sommation portant sur m tonnes et xm designant la probability que
l'une quelconque des m issues possibles At egalement probables a priori
soit selectionnee. Dans la soinme ci-dessus, chaque terme —log
represente en quelque sorte 1'indetermination engendree par chacune
des m issues possibles de l'experience a.

La definition de la mesure d'indetermination relative ä une
experience susceptible de prendre m valeurs distinctes egalement probables
a priori, peut etre immediatement generalisee au cas d'une experience
a pouvant prendre m valeurs distinctes A, avec une probability p(AJ.
L'expression obtonue dans le cas partieulier permet do presumer que
la mesure de 1'indetermination de l'experience a generalisee sera
representee par l'expression

L L m m

77(a) =-- — ^ p(A i) log p(A,) avec ^p(AJ 1.
i=l (— i

(Jette grandeur 77(a) positive joue un role analogue a celui de la

notion d'entropie en thorrnodynamique et a ete, pour cotte raison,
appelee par Shannon Ventropie de l'experience a. Kile peut aussi etre

interpretee comme la valeur probable d'une grandeur aleatoire qui
prend la valeur —logp(/l() avec la probability p(AJ.

3. Propriete fondamentale de l'entropie 77(a) |1| f41 [7|

Soit a0 une experience pouvant prendre m valeurs distinctes At
egalement probables a priori et a une experience susceptible do prendre
aussi m valeurs distinctes A,, mais avec une probability p(A,). A l'aide
des proprietes elementaires des fonctions convexes, il est facile de

demontrer l'inegalite suivante

H(«) <( 77(a0) logm.
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TJP signe d'egalite ne pent avoir lieu que si a a0, c'est-a-dire si
Vi-d-i) ~ resultat est plausible, car Tissue do 1'experience a0 est
plus difficile ä prevoir que colle do ['experience a. Dans le cas ou
1 experience a no presente que deux issues possibles, la demonstration
de l'inegalite ci-dessus est immediate. En effet:

L'entropie d'une telle experience

/7(a) =- -2-qlogj;, - p2 log p2

- -ptlog — (t —pi) log (1 Ah) (car Pl + Pa 1)

est, une fonction de p l qui s'annule pour ,pl - 0 et pt — 1.

I.OC2

O J

Representation grnphiipie do 1'enti'opie fl'une experience a
Präsentant dotix issues possibles

En raison de sa structure symetriquo (voir figure), la fonction H(a)
admot pour pl 1 -- p2 une valeur maximum egale precisemont i\

H(a) — log I log 2.

4. Entropie couplee et entropie conditionnelle [1J |4J [7]

Soient deux experiences a et ß caracteriseos par les tableaux de
probabilities suivants:

Mi
a -= p(A,.)

I 13'

ß= VW f
i 1, 2, m | \j 1,2,

Uonsiderons l'experionce couplee definie par le tableau de probability:

aß i — 1, 2, m

j =1,2, ...,n
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L'entropie couplee de l'experience composee aß qui consisto it realiser
simultanement les experiences a et ß, est definie par l'exprossion

m,n

H(aß) =-yjp(AiBj)\ogp(AiDi),
1,/= 1

ou designe la probability des issues Ai et B

Si les experiences a et ß sont independantes, c'est-ä-dire si

V(AiBj) P(Ai) P(Bj) '

il est facile de demontrer que

H(aß) H(a) + H{ß).

En effet:
m,n

H(aß) - 2 P(Ai) P(Bi) D°gP(Ai) + logp(5#)]
i,j— 1

n m

+ #(/*) 2 P(^.)
j=I 1-1

H(*)+H(ß),
car

2 P(Bi) 2 P(Ai) 1
•

j=1 »»I

Si les experiences a et ß ne sont pas independantes, c'est-a-dire si

p(AiBi)

ou p(B^Ai) designe la probability de l'issue Blorsque Tissue At s'est

produite, Tegalite ci-dessus n'est plus valable. D'une maniere generale,

on demontre que
H(aß) < H(a) + H(ß),

le signe d'egalite n'etant valable que si les experiences a et ß sont

precisement independantes.

L'experience couplee aß impose en quelque sorte une contrainte
supplementaire it la realisation des experiences a et ß envisagees separe-
ment. Dans cos conditions, il est logique que redetermination de

l'experience couplee aß soit inferieure ou au plus egale ä la somme des

indeterminations caracterisant les experiences a et ß considerees indi-
viduellement.
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L'inegalite ci-dessus peut etre remplacee par une egalite d'une portee
plus generale. A cet effet, Shannon a introduit la notion d'entropie con-
ditionnelle H(ßla) qui est definie par les relations

m

H(ß\a) VpiAJHißlA;)
i<= 1

avec

H(ß\Ai) -YiP(Bj\Ai)hgV(B]:Ai),
j 1

°u p(B-\Aß designe comme precedemment la probability liee de
l'evenement B^ quand on sait que l'evenement At s'est dejit realise.
La grandeur H(ßja) represente done l'entropie de 1'experience ß liee
a la realisation de 1'experience a.

L'expression de l'entropie conditionnelle H(ß]a) peut aussi se mettre
sous la forme:

m,n

HißJa) — YiV{AiBj)\ogp{Bi\Al).
i,j 1

A partir de ces relations, on dernontre aisement que l'entropie
couplee H(aß) de 1'experience composee aß satisfait it Tegalite:

H(aß) H(a) + H(ß|a).

II en resulte immediateinent que

0 ^ H(ß\a) ^ H(ß),

la limite superieure n'etant valable que lorsque les experiences a et ß
sont independantes et la liinite inferieure lorsque Tissue de 1'experience

a determine entierement Tissue de 1'experience ß, Dans ce dernier
cas, on obtient:

H(aß) H(a).

Soit 1'experience composee a cq ak qui consiste ä realiser
^ experiences a;. L'entropie H(a) satisfait ä l'inegalite suivante qui est
une generalisation du resultat indique precedemment dans le cas de
deux experiences:

H(a) ^%)+fl(«2)+...+%i),
megalite que nous aurons Toccasion d'utiliser dans la seconde partie
du present article.
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5. Definition de la notion d'information [1| [4] [7]

Pat' definition, l'entropie H(fl) caracterise le degre d'indetermina-
tion de Texperience ß. H(ß) egal a zero signifie que le resultat de

Texperience ß est connu d'avance. Une experience auxiliaire quol-

conque a (susceptible de presenter plusieurs issues possibles) precedant
l'experience ß peut litniter le nombre des eventualites de cette derniere
et ainsi diniinuer son degre d'indeterrnination. Cette circonstance s'ac-

corde avec le fait que l'entropie conditionnelle H(ß'a.) est plus petite
ou au plus egale ä l'entropie inconditionnelle H(ß) de l'experience ß.

Si le resultat de l'experience auxiliaire a n'influe pas sur celui de

l'experience ß, ort obtient:

Il(ß«) H(ß).

Si, par contre, Texperience a determine completement Tissue de

l'experience ß, la relation suivante est valable:

f/(/?|a) 0.

Par consequent, la difference

l(a/1) H(ß)-H(ß't*)

peut etre interpretee conime une tnesure indiquarit do combien diminue
Tindetermination de l'experience ß par la realisation de l'experience
auxiliaire a. Cette mesure est appelee la quuntite d'information que
fournit l'experience a au sujet de l'experience ß. Si, dans Toxpression
l(a.ß), l'experience a coincide avec l'experience ß, on obtient:

l{ßß) - l(ß) H(ß).

En cffet, la realisation de Texperience ß determinant entierement son

issue, on a necessairement:

H(ßß) 0.

II decoule de ces considerations que la grandeur H(ß), definie a

Torigine comrne le degre d'indeterrnination de Texperience ß, peut etre

egalement utilisee pour mesurer la quantite d'information que recele

Texperience ß. En so reportant ä la definition de l'entropie H(ß) sous

sa forme generale, il apparait que cette grandeur represente plus pre-
cisement 1'information moyenne contenue dans Texperience ß (le carac-
tere de valeur moyenne etant conditionne par les differentes issues
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possibles de l'experience ß). Dans cet ordre d'idees, les notions d'en-
tropie et d'information sont parfaitement identiques. Pins l'indeter-
mmation d'une experience est grande, plus l'information obtenue par
sa realisation est grande. Ainsi, par exemple, si la probabilite p d'un
evenement est petite (deces d'une personne jeune), l'information
obtenue par la realisation de cet evenement inattendu est sans aucun
doute plus grande que si p est grand (deces d'une personne centenaire).

II est facile de verifier que

./(«/?) !(/?«),
d'oü resulte l'indgalite:

I(a.ß) ^ Lf(«) -I(oc).

Cette inegalite est plausible, car l'information contenue dans une
experience a au sujet d'une autre experience ß ne peut etre superieure a
l'information contenue dans l'experience a envisagee en elle-meme.

II. Applications de la theorie de l'information

Cette seconde partie est consacree r\ l'application des notions d'en-
tropie et d'information h la resolution de quelques problemes simples
provenant de differents domaines. Dans le cadre d'une introduction,
d ne saurait etre question de traiter dans toute sa generalite le pro-
bleme fondamental du codage qui necessite un appareil mathematique
trös avarice (analyse de Fourier, theorie des sondages et des filtres).

1. Probleme de logique [7]

Soit un nombre entier quelconque x positif, inferieur ou egal t\ N.
Combien faut-il poser de questions pour le deviner, celui qui a imagine
le nombre repondant par oui ou par non aux questions qui lui sont
posees

L'experience ß dont il s'agit de determiner Tissue peut prendre
N valeurs possibles, le nombre imagine x etant Tun des nombres quel-
conques compris entre 1 et iV (limites comprises). A priori, ces N
valeurs peuvent etre considerees comine egalement probables. L'experience

ß contient done une quantite d'information egale h,

I(ß) log N.

19
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Considerons l'experience auxiliaire composee

a at a2 <xk

qui consiste ä poser k questions. L'experience a, n'ayant que deux
issues possibles (reponse affirmative ou negative) contient une
information maximum egale ä

!(<*>) log2.

En vertu de l'inegalite indiquee ii la fin de la premiere partie (chiffre I),
on obtient:

I(a.) <S k log 2.
Par ailleurs, on sait que

Z(a/8) ^ 1(a).

Pour que l'experience auxiliaire a determino completement Tissue de

l'experience ß, il faut que
/(a/1) I(ß).

De cette fagon, nous obtenons l'inegalite suivante qui va permettre de

determiner le nombre k:

l°g N ^ k log 2 log 2Ä:,

d'ou il resulte que
2" ^ N,

c'est-fi-dire

k > log, N —
log10 N
log10 2

'

le signe d'egalite n'etant valable que lorsque N est une puissance de 2.

Considerons, a titre d'exemple, le cas d'un nombre it deviner com-
pris entre 1 et 10, limites incluses. Pour N 10, l'inegalite ci-dessus

donne
k ^ 3,32.

Or k ne pent etre qu'un nombre entier de sorte que le nombre minimum
de questions necessaires dans ce cas particulier est egal ä

k 4.

Montrons rapidement comment il est possible de determiner effec-

tivement un nombre x compris entre 1 et 10 ä l'aide de quatre questions

:
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Partageons l'ensemble des noinbres entiors oompris ontre 1 et 10
°n deux parties egales. La premiere question permottra de situer le
nombre x dans 1'une do ees deux parties. La partie selectionnee est h
nouveau partagee en deux parts de irois et deux chiffres. A l'aide de
la seconde question, il sera possible de determiner dans quelle partie
do ce sous-ensemble se trouve le nombre x. En continuant de cette
maniere, il est visible que le nombre x pourra etre effectivement defini
5. l'aide de quatre questions au plus. Notons en passant que ces quatre
questions suffiraient meme a determiner un nombre x compris entre
1 et 16, liinites incluses.

Si l'interrogateur dispose d'une information preliminaire sur le
nombre x, les N valeurs possibles ne peuvent plus etre considerees
comme egalement probables a priori. Le nombre minimum do questions

qui permot de determiner dans tous les cas le nombre x, sera
neanmoins donne par l'inegalite etablie precedemment. Le procede
applique dans l'exemple particulier ci-dessus pourra etre maintonu et
pennottra d'arriver au but quölle que soit la repartition dos probability

attachees aux differentes valeurs possibles. Suivant les circons-
tances, il est cependant possible qu'une strategic plus avantageuse soit
concevable en vuo do determiner le nombre x plus rapidement. En cas
d'echec de cette Strategie, il faut s'attendre alors ä ce que le nombre
de questions necessaires dovienne superieur a la valeur k resultant de

l'inegalite etablie anterieureinent. A ce point de vue, cette derniere
valeur peut etre consideree commo une valeur moyerme du nombre de
questions indispensables pour determiner le nombre x. Illustrons cet
aspect du probleme t\ l'aide de l'exemple simple suivant:

Soit iV =- 4 et a-,, x2, x3 et xi les valeurs possibles du nombre
chorche. En vertu de l'inegalite definissant k, deux questions seront
necessaires pour determiner completement le nombre x, si le procede
do partage en sous-ensembles est adopte. Supposons que la valeur aq
soit plus probable que les trois autros valeurs x2, x3 et xt. Si la
premiere question posee consiste it demander si x — xt et que la reponse
soit affirmative, le probleme aura ete resolu au moyen d'une seule
question. Si, par contre, la reponse est negative, une nouvelle question
ne suffira plus en general a determiner le nombre x. Dans le cas le plus
defavorable, trois questions au total seront necessaires. En fait, la
Strategie la plus avantageuse it adopter dans ce jeu dependra des pro-
babilites attachees aux differentes valeurs xt.
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2. Probleme elementaire du codage [1] [4] [7]

Soit un message de N noinbres, exprime Ii l'aide des chiffres
(0,1, 2, 9) du Systeme decimal. Dans le domaine des communications,

le probleme du codage le plus simple consiste k transcrire ce

message donne dans le Systeme de numeration binaire, le chiffre 5,

par exemple, etant represents par le Symbole 101. Quel est le nombre
minimum de signes du Systeme binaire necessaires pour transmettre le

message de N chiffres du Systeme decimal?
Ce probleme revient ä rechercher le code le plus avantageux qui

permette une transmission plus rapide du message et, par consequent,
line utilisation plus rationnelle de la ligne de transmission. II est facile
de se rendre compte que le nombre de signes binaires necessaires pour
representer un nombre compris entre 0 et 9 (limites incluses) est

exactement equivalent au nombre de questions qu'il faut poser pour
deviner un chiffre compris entre 1 et 10 (voir developpements sous 1.).
Pour transmettre un nombre du Systeme decimal, nous aurons done
besoin de 4 signaux binaires (le nombre 5 etant alors represente par
le symbole 0101). Un message de N nombres du Systeme decimal
necessitera ainsi 4Ar signaux binaires. L'information contenue dans un
nombre exprime dans le Systeme decimal est egale au plus t\

log 10 1 unite deciinale,

cette valeur maximum n'etant valable que si les dix valeurs possibles

(0,1, ...,9) sont independantes entre elles et egalement probables
a priori. Un message de N chiffres en Systeme decimal contiendra done

au maximum une information egale h

N unites decimales l3- N unites binaires,

puisqu'une unite deciinale vaut approximativement 3' unites binaires.

Chaque element du message code pent prendre deux valeurs
possibles (0 ou 1) et fournit done au maximum une information egale ii
log 2, soit une unite binaire. Un message compose de 4 N signaux
binaires fournira ainsi au maximum une information de

4 N unites binaires,

soit | IV unites binaires de plus que l'information maximum
contenue dans un message de N nombres du Systeme decimal. U s'ensuit

que le code envisage (quatre signes binaires par chiffre du Systeme

decimal) n'est pas le plus avantageux du point de vue de la theorie
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de l'information. II est aise de concevoir comment un code plus avanta-
geux pent etre construit. A cet effet, il suffit de partager le message
de N chiffres du Systeme decimal en tranches de deux chiffres et de
coder chacune de ces tranches directeinent suivant le Systeme de
numeration binaire. Le nombre de signaux binaires necessaircs pour
transinettre une tranche de deux nombres du Systeme decimal, corn-
prise entre 00 et 99, est egal ft 7 et correspond au nombre de questions
qu'il taut poser pour deviner un nombre compris entre 1 et 100 (limites
comprises). Un message de N nombres du Systeme decimal necessitera
dans ces conditions (N etant suppose pair pour plus de simplicite)

7 — 8,5 N signaux binaires,

soit — signaux binaires de moins que dans le precede du codage
envisage initialement. II serait theoriquement possible de reduire encore
plus le nombre de signaux binaires en partageant le message de
A" nombres du Systeme decimal en tranches do M chiffres et en trans-
crivant directeinent chacune do ces tranches suivant le Systeme de
numeration binaire. Le nombre de signaux binaires necessaires pour
representor une tranche de M chiffres du Systeme decimal est egal a

log10 10'w
k - -

log10 2

ou 10'v designe le nombre de valours que pent prendre une tranche de
M chiffres dans le Systeme decimal. Dans ces conditions, le nombre de
signaux binaires requis pour transcrire un message de N nombres du
Systeme decimal suivant le Systeme de numeration binaire ft l'aide du
precede du codage par tranches, sera donne (N etant suppose divisible
par M pour plus de simplicite) par l'expression:

N log1010'1' log1010
-

1
AT blu

- 3 82 NM log10 2 log102

3. Probleme du langage [11 [2"| [4] [7]

La part la plus importante de l'information est transniise par le
langage. Dnvisageons le probleme du calcul de la quantite d'information

que contient une phrase ecrite. Ce probleme d'une importance
pratique tres grande est complique. Le manque de donnees statistiques
concernant le langage n'a pas encore permis de parvenir a une solution
ngoureuse et complete de cette question.
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Les resultats obtenus sous ohiffre 2. peuvent etre transposes au
cas oil le message ne se presente pas sous forme de chiffres, inais sous
forme de lettres tirees d'un alphabet de n lettres par exemple. Si toutes
les lettres de l'alphabet envisage sont considerees comme egalement
probables a priori, il sera possible de transmettre un message de

N lettres, partage en tranches de M lettres, ä l'aide de

signaux binaires. Or il se trouve que l'hypothese formulee n'est pas
valable dans le domaine du langage. Ainsi, par exemple, dans un texte
franpais quelconque, les lettres o ou e apparaissent plus souvent que
les lettres y ou k. De telles anomalies se rencontrent dans toutes les

langues.
Shannon et d'autres auteurs se sont penches sur cet aspect du

Probleme et out etudie tout particuliereinent la structure de la langue
anglaise. Les resultats obtenus dans ce domaine sont exposes sommaire-

inent dans la suite.

L'alphabet de la langue anglaise se compose de 27 lettres (l'espace
entre les mots etant assimile i\ une lettre). Si toutes les lettres se pre-
sentaient dans un texte anglais avec la meme probability, l'information
contenue dans une lettre serait au plus egale it

Les statistiques etablies ä partir d'un texte anglais ayant un sens et

suffisamment long ont permis de determiner approximativement les

probabilites de survenance des diverses lettres. L'extrait suivant donne

une idee de l'ordre de grandeur de ces probabilites.

N

I0 log 27 1,481 unites decimales.

lettre i probabilites de survenance />^

espace entre
les mots 0,200

0,105

0,072

0,055

0,035
0,018

0,008
0,001

E
T
I
D
P
K
Z
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Si les lettres i de I'alphabet envisage sont supposees independantes
entre elles, 1'inforination moyenne oontenue dans une lettre transmise
& partir d'un texte anglais sera alors donnee par

27

Ix H — V p. log Pi — 1,213 unites decimales.
i= 1

Mais cette grandeur inoyenne est bien superieure it la valeur reelle-
ment transmise. En effet, dans un texte ayant un sens, la probabilite
de transmettre une lettre donnee depend essentiellement des lettres
qui la precedent. Ainsi, il est tres probable que la lettre t soit suivie
de la lettre h dans la langue anglaise. L'interdependance des lettres
dans toute langue est une forme particuliere de la correlation, notion
fondamentale en statistique appliquee.

Soient deux experiences aL et a2 qui consistent ä etudier le com-
portement de deux lettres successives quelconques at et a-, tirees d'un
texte ayant un sens. L'information totale resultant de la realisation
de ces deux experiences dependantes est donnee par la relation:

H(oqa3) H(a,)+ //(a2|a1)

car on peut toujours admettre que la lettre precedant la lettre a.
est connue ä la reception du message (de sorte que Ji(oq) 0). Dans
ces conditions, l'information moyenne contenue dans une lettre transmise

devra etre calculee par la formule
n

4 ^(a2lat) — ZpK«/) i°g
4/ 1

od designe la probabilite de survenance des lettres a- et a-,
?(«,[«<) la probabilite de survenance de la lettre a- lorsqu'on sait
qu'elle est precedee de la lettre a;, et n le nombre de lettres de I'alphabet
envisage.

De meine, si l'on considere un groupe de trois lettres successives
quelconques ait a;- et ak et si l'on tient compte de la correlation liant
la troisieme lettre ak aux deux premieres ai et af, l'information moyenne
contenue dans une lettre transmise sera representee par la formule

n

4 H(= —2 Viaiaiak) log PKka,-),

oil les probability introduites dans cette expression ont des significations

analogues ä, Celles indiquees precedemment. La methode de calcul
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de l'information moyenne d'une lettre relative & un groupe de deux
et trois lettres peut etre iminediatement generalisee au cas d'un groupe
de N lettres avec N quelconque.

Dans cet ordre d'idees, il convient de signaler que le probleme
de la correlation pose par la transmission d'un texte ayant un sens

est apparente ä l'etude de chaines particulieres de Markoff. Cette

analogie a deja ete mise en evidence par Shannon dans son ouvrage
fondamental [1] et tout recemment par Münzner [9],

En plus des probability de survenance des lettres simples (voir
extrait ci-dessus), celles se rapportant aux groupes de deux et de trois
lettres ont ete calculees pour la langue anglaise. A partir de ces donnees,
Shannon a determine les valeurs I2 ^s- -L® tableau suivant resume
les resultats obtenus:

I0 1,431 unites decimales

1,213 unites decimales

J2 0,999 unites decimales

Is 0,933 unites decimales.

Si 1'on envisage des groupes de lettres toujours plus importants
et si Ton tient compte de la correlation liant ces lettres, l'information
moyenne contenue dans une lettre transmise decroitra en consequence.
Les grandeurs lm formeront ainsi une suite monotone decroissante et

l'information moyenne reelle par lettre sera donnee par la limite

lorsqu'un texte ayant un sens et suffisamment long est transmis. Cette

valeur limite n'a pu etre calculee exactement jusqu'ä present en raison
du manque de donnees statistiques completes pour les groupes de plus
de trois lettres. En vue de son caleul approximatif, Brillouin, entre
autres auteurs, a propose une methode fondee sur des statistiques
relatives ä la frequence de rencontre d'un mot. De telles statistiques ont
ete etablies pour la plupart des langues europeennes dans l'intention
de faciliter le codage de textes et Tenseigneinent des langues.

Pour caracteriser l'interdependance des lettres dans touto langue,
Shannon a introduit la notion de redondance d'une langue qui est

definie par l'expression

theorique i,CO

li 1 — 1 —
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ou n designo comme par lo passe le noinbre de lettres de l'alphabet
envisage. Les recherches enfcroprises par Shannon et d'autres auteurs
ont montre que la rcdondance Ii est de l'ordre de grandeur de 0,5 pour
la langue anglaise. En d'autres termes, dans un texte anglais ayant un
sens le 50% des lettres est determine par la structure meine de la
langue.

De l'application de ces considerations au probleme du codage d'un
texte, pose au debut de la presente section, il resulte qu'un texte de
N lettres (N suffisamment grand) ayant un sens peut elro transinis
en principe au moyen de

%
N

logjo 2

signaux binaires, nombre qui est notablement inferieur au nombre

N
l°bTio«

logio 2 '

valable lorsque les lettres de l'alphabet envisage sont considerees
cornme egalement probables a priori. Un procede de codage utilisant

moins do N 00 signaux binaires serait theoriquement concevable
logu. 2

mais il provoquerait une perte d'iriformation qui ne permettrait plus
en general de retablir la teneur du message transmis.

Les developpemonts soinmaires qui precedent ainsi que les resul-
tats presentes sous chifi're 2. sont ä la base d'un theoreme fondainental
relatif la vitesso de transmission des messages, dont la demonstration
repose sur un procede de codage approprie connu sous le nom de code
de Shannon-Fano. Nous ne donnerons cependant pas l'enonce de ce
theoreine, car il faudrait, au prealable, introduire la notion de capacite
d'une ligne de transmission. Bien que cette notion soit etroitement
liee ä celle de l'information, elle sort du cadre du present article. Le
lecteur s'interessant a ces questions fondamentales de la theorie des
transmissions pourra so reporter aux ouvrages specialises indiques
dans la liste bibliographique ci-apres.
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Zusammenfassung

Der Verfasser legt die Grundbegriffe der Informationstheorie dar und behandelt

einige einfache Anwendungsbeispiele.

Riassunto

L'autore expone gli elementi fondamentali della teoria dell'infonnazione e

tratta alcuni esempi semplici di applicazione.

Summary

The paper deals with the elements of the theory of information. Its application
is illustrated by some simple examples.
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