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Uber dic Monte-Carlo-Methode

von Lrwin Fngeler, Zivich

Die Monte-Carlo-Methode ist keineswegs, wie der Name fast ver-
muten liesse, eine Theorie, deren Anwendung am Spieltiseh sicheren
Gewinn verheigst. I9s handelt sich vielmehr um eine Methode fiir die
numerische Auswertung von mathematischen Bezichungen mit Hilfe
stochastischer Prozesse.

Betrachtet wird ein Modell fiir einen exakt definierten stochasti-
schen Prozess. In diesem Modell seien gewisse mathematische Bezie-
hungen zwischen gewissen Verteilungen, Frwartungswerten und den das
Modell bestimmenden Parametern bekanndt,

So besteht z. . im Moserschen Modell fiir dag rneuerungspro-
blem 1) zwischen der Ausscheideordnung () und der Krneuerungs-
funktion m(t) die Integralgleichung

!
m(t) = Q) + [‘m t—7)Q (v)dr.
b

Nach der Monte-Carlo-Methode wird der dieser Integralgleichung
zugrunde liegende rnenerungsprozess allgemein zur Lidsung von Inte-
gralgleichungen vom gleichen 'y pus herangezogen. Das einer gegebenen
Integralgleichung entsprechende Mosersche Modell ist durch die Aus-
scheideordnung @) (t) vollstandig bestimmt.

Spielt man in dem entsprechend der Integralgleichung gewihlten
Modell den stochastischen Frneuerungsprozess geniigend oft durch, so
erhiilt man aus den einzelnen elementaren Frneuwerungstunktionen

D IMiir die Deutung der Iirneuerung als stochastischen vozess vgl. 2. B, IL Am-
metor, Das Iirneuerungsproblem und seine Frweiterung auf stochastische Prozesse,
Mitt. Ver.schweiz, Vers,-Math. 55 (1953).
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durch Mittelbildung eine Anndherung an die gesuchte [rneuerungs
funktion, wobei die Genauigkeit der Approximation sich mit der Anzahl
der Versuche nach dem Gesetz der grossen Zahlen verbessert. Auf dieso
Weise wiirde die Monte-Carlo-Methode mit Hilfe von lirneuerungspro-
zegsen eino (angendherte) numerische Liosung von Integralgleichungen
vom Typus der Moserschen Integralgleichungen ermdaglichen.

Das oben am Beispiel einer Integralgleichung geschilderte Vor-
gehen ist charakteristisch fiir die Monte-Carlo-Methode. Auf dhnliche
Weise konnen auch andere mathematische Beziehungen numerisch aus-
gewertet werden, sobald sie sich aly Beziehungen zwischen Wahrschein-
lichkeiten, Verteilungen und Erwartungswerten fiir einen geeignet ge-
withlten stochastischen Prozess interpretieren lagsen.

In neuerer Zeit 1st die Monte-Carlo-Methode insbesondere dadurch
zu vermehrtem Interesse gelangt, dass die programmgesteuerten elek-
tronischen Rechenautomaten es gestatten, auch kompliziertero sto-
chastische Prozesse zu simulieren und (infolge ihrer grossen Rechen-
geschwindigkeit) innert niitzlicher Frist ein wmfangreiches Beobach-
tungsmaterial zu liefern und auszuwerten.

Ziel der vorliegenden Arbeit ist es, die Monte-Carlo-Methode an
einigen aus der Literatur ausgewiihlten Beispielen zu erliutern. Wir
haben dazu solche mathematische Probleme gewihlt, bei welchen die
Verbindung mit stochastischen Prozessen durchaus nicht auf der Hand
liegt. Wir mochten uns die Behandlung der eingangs gegebenen Inte-
gralgleichung fiir das Erneuerungsproblem mit Hilfe der Monte-Carlo-
Methode fiir eine spitere Arbeit vorbehalten, in welcher wir auch auf die
Losung anderer mathematischer Probleme mittels der Monte-Carlo-
Methode an Hand von Modellen aus der Versicherungsmathematik ein-
gehen mochten.

1. Ein klassisches Beispiel fiir die Monte-Carlo-Methode ist _die
Ermittlung der Zahl 7 durch den Ziircher Astronomieprofessor Wolf. lir
beniitzte dazu die bekannte Aufgabe von Buffon, welche darin besteht,
die Wahrscheinlichkeit zu bestimmen, mit welcher eine willkiirlich ge-
worfene Nadel der Linge ! eine Parallele eines Parallelennetzes mit dem
Parallelenabstand d schneidet.

Diese Wahrscheinlichkeit kann theoretisch leicht gefunden werden und

betrigt — : bei einem Modell, weleches durch die Parameter { und d
7T G
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bestimmt ist und bei welchem Gleichverteilung der Tiage des Nadel-

Sehwerpunktes S und des Richtungswinkels ¢ der Nadel im Schwer-

punkt angenommen wird. Das Problem der Bestimmung von & kann bei

numerisch bekannter Wahrscheinlichkeit p und bekannten Werten fiir

die Parameter [ und d auf die numerische Auswertung der Beziehung
21

P = — 1 zuriickgefithrt werden. Prof. Wolf hat eine Nadel 5000mal
7T

geworfen und die Zahl & aus den Versuchsergebnissen vermoge der
obigen Beziehungen ermittelt. Iir fand fiir 7 den Wert 8,159. Dieser
Wert weicht vom richtigen Wert fiir 7z win weniger als 19/ ab. Tmmerhin
ist zu bemerken, dass die Verbesserung des Versuchsergebnisses mit der
Anzahl der Versuche nur sehr langsam steigt. Jede gesicherte Dezimale
mehr erfordert nimlich das Hundertfache der vorherigen Versuchszahl.

2. Unter den Modellen fiir stochastische Prozesse, welche sich mit
der Monte-Carlo-Methode zur Lidsung von mathematischen Problemen
heranziehen lassen, nehmen dio Irrwegmodelle eine besonders wichtige
Stellung ein. Die bekannteste mathematische Aufgabe, die sich mit

einem Irrweg-Modell behandeln lisst, ist das Potentialproblem in der
Ebene.

Auf dem Rand eines Gebietes (7 in der Libene sel eine FPunktion
[ (@, y) vorgegeben. Das Gtebiet (7 und die Iunktion f(x, 1) sollen einigen



— 70 —

Bedingungen gentigen, welche in praktischen Iillen stets erfiillt sein
werden und auf die wir hier nicht niher einzutreten brauchon. Gesucht
1st eine I"unktion w(x, y) im ganzen Gebiet (7, welche die Potentialglei-
chung Aw = 0 erfiillt und auf dem Rand von ¢/ mit den Werten von
f(x, ) tibereinstimmt.
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Wir gehen daraut aus, fir einen belichigen Punkt 2 (= { z,, y,})
des Gebietes (7 den Wert w(z,, ,) zu bestimmen. Zu diesem Zweck logen
wir {tber das Gebiet (7 ein quadratisches Maschennetz der Maschenweite
h so, dass P, zum Maschenpunkt wird. I'erner ersetzen wir den Rand
von (¢ durch emen «Maschen-Rand» aus dem Rande niichstgelegenen
Maschenpunkten und bestimmen die Randwerte [*(x,1) aul dem Ma-
schen-Rand in naheliegender Weise aus den vorgegebenen Randwerten
f(, ).

In diesem Maschennetz suchen wir nun ausgehend von By Trrwege,
welche auf dem Maschen-Rand enden, indem wir eine liinvichtung zu
Hilfe nehmen, mit welcher wir mit gleicher Wahrscheinlichkeit bei jeder
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Betitigung einen der Buchstaben N, W, S oder If «wiirfeln». Beim
orsten Wurf mogen wir etwa N herauswiirfeln. Dementsprechend geht
unser [rrweg von Py nach Norden (N) zom Punkt P;. Hier angelangt,
wird erncut gewiirfelt; wir setzen unsern Irrweg entsprechend dem lir-
gebnis (etwa W) um einen Schritt nach Westen fort. In dieser Weise ver-
fahren wir, bis wir auf unserem Irrweg einen Punkt auf dem Maschen-
Rand erreichen. Als « Gewinn» dieses [rrweges notieren wir uns den Wert
von [*(x, y) fiir diesen Maschenpunkt. Nachdem wir eine grosse Anzahl
von solchen von Py ausgehenden Irrwegen und die zugehorigen Gewinne
bestimmt haben, bilden wir den arithmetischen Mittelwert der Gewinne.

Die Verbindung zwischen dem Trrwegproblem und dem Potential-
problem besteht nun darin, dass gilt:

Der Erwartungswert I5(P) des Gewinnes ewmes von Py awsgehenden
Irrweges st gleich dem Wert der Losungsfunktion des Potentialproblems
wm diesem. Punkt.

Dies konnen wir uns wie folgt klarmachen:

Iiir den Punkt P, lisst sich die Potentialgloichung A = 0 durch
eine Differenzengleichung ersetzen. Wir bemerken, dass

(g +hy oy) — (g, yfg)  u (o, Yo) - (@o—hs Yo)
% 5 -
o x® N

1
= 2 (u(mn + h, y,) + u(xy—h, Yo) — 2u(x,, yo)) i
o . . AL
liine entsprechende Bezichung gilt auch fiir -
oy
Durch Ninsetzen erhalten wir demmnach:

w(xy -+ hy o) = w (o —h, Yoy 4 w (g, 1y + h) +wlzy, yo—h) —
— dw(xy, 1) = 0.

In P, nimmt « also den arithmetischen Mittelwert der Werte von u in
den vier Punkten P, Py, Pyund Pyan. Da die benutzte Finrichtung zur
Bestimmung von N, W, S, It die vier Richtungen mit gleicher Wahr-
scheinlichkeit liefert, ist andererseits der lrwarbungswert des Gewinnes
eines [rrweges aus P, gleich dem arithmetischen Mittelwert der ent-
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sprechenden Irwartungswerte in P, P,, Py und P,. Die FErwartungs-
werte gentigen also der Potentialgleichung A If(x,y) = 0. Auf dem
Maschen-Rand stimmen die Erwartungswerte gemiss der Organisation
des Trrwegproblems mit den Werten f*(x, ) iiberein. Also 16st die be-
schriebene Monte-Carlo-Methode das gegebene Potentialproblem.

Durch Modifikation der Definition des Gewinnes eines I[rrweges
kann das obige Randwertproblem auch fiir gewisse andere partielle Dif-
ferentialgleichungen gelést werden. Als Beispiel méchten wir nur die
Gleichung |

Au(z, y) +g(z, y) w2, y) = 0

erwahnen. Der Gewinn eines I[rrweges ausgehend von P, durch die
Maschenpunkte @), @y, @5, - - @ty @ und endend im Punkt I des
Maschen-Randes wird definiert zu

m
*B)-[] :
FE(R) =1 h
L 9(Q)
Ganz entsprechend wie oben lisst sich zeigen, dass der Erwartungs-
wert des (rewinnes das gegebene Randwertproblem 19st.

3. Ausgehend von der Theorie der Markoff-Ketten kénnen auch
andere mathematische Probleme einer Behandlung durch die Monte-
Carlo-Methode zugiinglich gemacht werden. Das naheliegendste Bei-
spiel ist die Berechnung von Matrixpotenzen fiiv Matrizen (a; ;) mit
nicht negativen Hlementen. Die zentrale Idee besteht darin, die Zeilen-
vektoren so zu normieren, dass ihre Komponentensumme je 1 ergibt.
Auf diese Weise entsteht eine Matrix von Ubergangswahrscheinlich-
keiten: Die Wahrscheinlichkeit Py, ;» vom Zustand Nummer ¢ in den
Zustand Nummer j iiberzugehen, ist

.. n
. 3] . . B |
Py = —r, WO @, = > a,.

by ]
a; j=1

Aus der Theorie der Markoff-Ketten weiss man, dass die Wahrschein-
lichkeit, in & Schritten vom Zustand 7 in den Zustand 7 itberzugehen,
gleich pl ist, mit (p{*)) = (p, ;). Diese Zusammenhiinge werden zur Be-
rechnung von (a; ;)* beniitzt.

Sei (a; ;) eine n-zeilige quadratische Matrix mit nicht negativen

Elementen. Gesucht sei (a; ;)" = (b; ;). Wir betrachten n Urnen U,, U,
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..., U, diemit Kugeln gefiillt sind, weleche Nummern von 1 bis n tragen.
Dabei enthiilt jede Urne U;:

N-a;, Kugeln mit der Nummer 1

N-a;, Kugeln mit der Nummer 2

N-a;, Kugeln mit der Nummer n

Dabei ist N ein Faktor, der so gross sein soll, dass die auf ganze
Zahlen gerundeten Produkte N-a, ; in geniigender Niherung propor-
tional zu den a; ; sind.

Zur Berechnung eines Ilementes der Potenzmatrix (b; ;) organi-
sieren wir nun das folgende Spiel: Wir beginnen mit der Urne Nummer 4
und ziehen daraus eine Kugel, lesen die Nummer dieser Kugel ab, legen
diese zuriick und gehen zur Urne mit der abgelesenen Nummer. Aus
dieser Urne zichen wir wieder eine Kugel, gehen zur befohlenen Urne
usw. Auf diese Weise fahren wir fort bis wir inggesamt & Kugeln gezogen

haben. Diese Kugeln mogen der Reihenfolge nach die folgenden Num-
mern tragen: _ o
1y 5 Bgz gy s ovovnn s o0 Begs g

Als Gewinn dieser Partie definieren wir:

Gewinn der Partie
[0, falls ¢+ =~ 4;

{TJ, "/1, 712, PR N Y qk-l’ ’Lk} == ] E ll .
(bi-ﬂ‘-l'aa' $s .(L'ikul’ alls 'l;k ==

Dieses Spiel wiederholen wir nun gentigend oft und ermitteln schliess-
lich den arithmetischen Mittelwert der erzielten Gowinne.

Der Zusammenhang zwischen dem beschriebenen Spiel und dem
" gestellten Problem besteht in Folgendem:

Der Frwartungswert des Gewinnes evner Partie ist gleich b; ;.

Dies zeigt man leicht wie folgt:
Die Wahrscheinlichkeit der Partie

{?:, ’l:l, /L.ng, r,::} teesse s 'irk__l, :i} ist glei(}h

Qiiy | Cigia Cifans

a; @, a
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Der Iirwartungswert 15, . einer in4 beginnender und auf j ausgerichteten
Partie st schhiesslich:
Y . A v/, e . 5 . Yopbin) . () . v bl
I, ; = L Wahrscheinlichkeit (Partie) - Gewinn (Partic)

(Summe iiber alle Partien mit k Ziigen)

i . . a. . (. .
1 i1 i1a1 i1 )
= P D LR S Y
. . — . . a) « L 3% (73}
Tpstas - U1 [ i]_ "g'k__!
= N . . -a . - (L. == 0. .
) Tty e ta e 1] tyf "

L1eee i

7 einem etwas urnstiindlicher definierten Spiel fithrt das Problom
der Inversion eciner Matrix. Sei die n-zeilige quadratische Matrix
A = (a; ;) vorgegeben, Gesucht ist die Matrix (I — 4) ', Die Matrix 4
habe terner die Figenschaft, dass die Reihe

[} A A% 4% - ... konvergiert.
Dann ist ([— Ayt = [ 4 A4 4 A2 A* ...

IMir das i Aussicht genommene Spiel verwenden wir wieder »
Urnen Uy, U,, ... U,. I'erner bestimmen wir weitgehend willkiirlich
n? Zahlen v, ; = 0 mit den nachfolgend gewiinschten Eigenschaften.
Sei N wieder eine geniigend grogse Zahl. Jede Urne U, fiillen wir nun
mib

[N-a; -v, ] Kugeln mit der Nummer 1,

[N-a; v, ,] Kugeln mit der Nummer 2,

[V-a;,-v;,] Kugeln mit der Nummer n

Ui
g n
. . 1 - . . =
sowie mib (1 — >l a i }) N| Kugeln mit dem Vermerk STOP.
- N J=1 /

Die Zahlen v, ;

; sind 80 zu bestimmen, dass

n

oo s : . A , 3
t; ;+0;; =0 fiirs, 9= 1,2 ...n und so, dass 0 < _'Ll 0, <1.
f=

Zur Berechnung des Elementes b; ; von (I — Ayt wird folgendes
Spiel organisiert: Wir beginnen mit dem Ziehen bet der Urne U,, gehen
ttber zur Urne U; mit der gezogenen Nummer 1, und fahren so fort,
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bis wir zum erstenmal eine Kugel mit dem Vermerk STOP zichen.
Dann ist eine Partie beendet. Als Gewinn dieser Partie definieren wir:
Gewinn {r’:[: /i‘g- 'i‘;}s ey l!;k’ Si]()p} e
0, falls 1, =£ 1;
1

! n
y . ) JdJ1 0N [ ;
U‘is'il lik—l*'ék (l T;’,l“'i,jui,?
ke i /

-, falls v, = 7.

Man kann entsprechend wie oben zeigen, dass der Irwartungswert des
(fewinnes emer Partie gleich dem ISlement b, ; der Matrix (I-—.A)" ast.

4. Die hier geschilderten Beispiele vermégen selbstverstindlich
nicht, den ganzen Umfang des Anwendungsbereiches der Monte-Carlo-
Methode abzugrenzen. Zudem ist dieser Zweig der angewandben Mathe-
matik (d.h. cigentlich der angewandten Statistik) in steter Fortent-
wicklung begriffen und bietet wie jedes mathematische Forschungs-
gebiet neben einer Reihe von interessanten Resultaten cine Fiille von
lockenden neuen Aufgaben.,

Unter den Problemgruppen mochten wir an erster Stelle die -
zeugung von Zufallszahlen oder -proben einer gegebenen Verteilung auf
programmgesteuerten Rechenmaschinen erwithnen. Ist eine Folge von
Zufallszahlen der benotigten Verteilung gegeben, so lisst sich z. B. das
Urnenschema zur Berechnung von (I-—-.4)" nach der Monte-Carlo-
Methode durch ein von den Zufallszahlen gesteuertes Rechenprogramm
aut der programmgesteuerten Rechenmaschine ersetzen.

Als zweites wichtiges Problem erhebt sich sodann die I'rage nach den
wesentlichen Charakteristiken der Verteilung der Spiclergebnisse. Bei
der Bestimmung von (I — 4)™" z. 1. hiingt die Verteilung von der Para-
metermatrix (v; ;) ab. Iis st eine praktisch wichtige und theoretisch
interessante Frage, ob etwa dic Streuung der Spielergebnisse durch ge-
eignete Wahl der Parametermatrix minimal gemacht werden kéonnte. —
s wird bei allen Anwendungsbeispielen der Monte-Carlo-Methode stets
die F'rage nach geeigneten Modifikationen der ¢ Spiele» zur Verringerung
des statistischen I'ehlers gestellt werden miissen.

Wenn die Monte-Carlo-Methode auch nie die exakten Berechnungen
ersctzen wird, so ist sie doch geeignet, erste Ubcrblicke iiber die Lisung
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gewisser Probleme zu verschaffen. Sie kann in praktischen IMdllen (etwa
bei Diffusions- und Absorptionsproblemen, bei Potentialproblemen und
bei der Auflosung umfangreicher linearer Gleichungssysteme) vielfach
die exakte Methode ersetzen.
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