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Über die Monte-Carlo-Methode

von jErtviu Zürich

Die Monte-Carlo-Mothodo ist keineswegs, wie der Name fast vor-
muten liesse, eine Theorie, deren Anwendung am Spieltisch sicheren

Gewinn verheisst. Es handelt sich vielmehr um eine Methode für die

numerische Auswertung von mathematischen Beziehungen mit Hilfe
stochastischer Prozesse.

Betrachtet wird ein Modell für einen exakt definierten stochasti-
schon Prozess. In diesem Modell seien gewisse mathematische Bezie-

hungon zwischen gewissen Verteilungen, Erwartungswerten und den das

Modell bestimmenden Parametern bekannt.
So besteht z.B. im Mosersehen Modell für das Erneuerungspro-

blem i) zwischen der Ausscheideordnung Q(f) und der Erneuerungs-
funktion m(t) die Integralgleichung

m(f) Q(f) 4- j"m(( — T)Q'(T) dr.
6

Nach der Monte-Carlo-Methode wird der dieser Integralgleichung
zugrunde liegende Erneuerungsprozess allgemein zur Lösung von Inte-
gralgleicliungen vom gleichen Typus herangezogen. Das einer gegebenen

Integralgleichung entsprechende Mosersche Modell ist durch die Aus-

scheideordnung Q(f) vollständig bestimmt.

Spielt man in dem entsprechend der Integralgleichung gewählten
Modell den stocliastischen Erneuerungsprozess genügend oft durch, so

erhält man aus den einzelnen elementaren Erneuerungsfunktionen

') Für die Deutung der Erneuerung als stoehastiselien Prozess vgl. z. B. IT. Am-
meter, Das Erneuerungsproblem und seine Erweiterung auf stocliastisehe Prozesse,
Mitt. Ver.Schweiz. Vers.-Math. 55 (1955).
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durch Mittelbildung eine Annäherung an die gesuchte Erneuerungs
funktion, wobei die Genauigkeit der Approximation sich mit der Anzahl
der Versuche nach dem Gesetz der grossen Zahlen verbessert. Auf diese

Weise würde die Monte-Carlo-Methode mit Hilfe von Erneuerungspro-
zessen eine (angenäherte) numerische Lösung von Integralgleichungen
vom Typus der Moserschen Integralgleichungen ermöglichen.

Das oben am Beispiel einer Integralgleichung geschilderte Vor-
gehen ist charakteristisch für die Monte-Carlo-Methode. Auf ähnliche
Weise können auch andere mathematische Beziehungen numerisch aus-

gewertet werden, sobald sie sich als Beziehungen zwischen Wahrschein-

lichkeiten, Verteilungen und Erwartungswerten für einen geeignet ge-
wählten stochastischen Prozess interpretieren lassen.

In neuerer Zeit ist die Monte-Carlo-Methode insbesondere dadurch

zu vermehrtem Interesse gelangt, dass die programmgesteuerten elek-

tronischen .Rechenautomaten es gestatten, auch kompliziertere sto-
chastische Prozesse zu simulieren und (infolge ihrer grossen Bechen-

geschwind igkeit) innert nützlicher Frist ein umfangreiches Beobaeh-

tungsmaterial zu liefern und auszuwerten.
Ziel der vorliegenden Arbeit ist es, die Monte-Carlo-Methode an

einigen aus der Literatur ausgewählten Beispielen zu erläutern. Wir
haben dazu solcho mathematische Probleme gewählt, bei welchen die

Verbindung mit stochastischen Prozessen durchaus nicht auf der Hand

liegt. Wir möchten uns die Behandlung der eingangs gegebenen Inte-
gralgleichung für das Erneuerungsproblem mit Hilfe der Monte-Carlo-
Methode für eine spätere Arbeit vorbehalten, in welcher wir auch auf die

Lösung anderer mathematischer Probleme mittels der Monte-Carlo-
Methode an Hand von Modellen aus der Vorsicherungsmathematik ein-

gehen möchten.

1. Ein klassisches Beispiel für die Monte-Carlo-Methode ist.die
Ermittlung der Zahl tt durch den Zürcher Astronomieprofessor IFoZ/. Er
benützte dazu die bekannte Aufgabe von Buffon, welche darin besteht,
die Wahrscheinlichkeit zu bestimmen, mit welcher eine willkürlich ge-
worfene Nadel der Länge Z eine Parallele eines Parallelennetzes mit dem

Parallelenabstand d schneidet.

Diese Wahrscheinlichkeit kann theoretisch leicht gefunden werden und
21

beträgt bei einem Modell, welches durch die Parameter 1 und d
jr • fZ



Fig. 1

bestimmt ist und bei welchem Gleichverteilung der Lage des Nadel-
Schwerpunktes S und des Richtungswinkels der Nadel im Schwer-

punkt angenommen wird. Das Problem der Bestimmung von crc kann bei
numerisch bekannter Wahrscheinlichkeit p und bekannten Werten für
die Parameter Z und d auf die numerische Auswertung der Beziehung

2Z
p — zurückgeführt werden. Prof. Wolf hat eine Nadel SOOOmal

TT • a

geworfen und die Zahl rc aus den Versuchsergebnissen vermöge der
obigen Beziehungen ermittelt. Er fand für jt den Wert 3,159. Dieser
Wert weicht vom richtigen Wert für tt um weniger als 1% ab. Immerhin
ist zu bemerken, dass die Verbesserung des Versuchsergebnisses mit der
Anzahl der Versuche nur sehr langsam steigt. Jede gesicherte Dezimale
mehr erfordert nämlich das Hundertfache der vorherigen Versuchszahl.

2. Unter den Modellen für stochastische Prozesse, welche sich mit
der Monte-Carlo-Methode zur Lösung von mathematischen Problemen
heranziehen lassen, nehmen die Irrwegmodelle eine besonders wichtige
Stellung ein. Die bekannteste mathematische Aufgabe, die sich mit
einem Irrweg-Modell behandeln lässt, ist das Potentialproblem in der
Ebene.

Auf dem Band eines Gebietes 0 in der Ebene sei eine Punktion
/ (®> 1/) vorgegeben. Das Gebiet G und die Punktion / (a;, y) sollen einigen
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Bedingungen genügen, welche in praktischen Fällen stets erfüllt sein

werden und auf die wir hier nicht näher einzutreten brauchen. Gesucht
ist eine Funktion «(»%•;/) im ganzen Gebiet (7, welche die L'otentialglei-
chung zl'it -- 0 erfüllt und auf dem Band von (< mit den Werten von
/(:r, yy) übereinstimmt.

— > if

1 P»

1 —1 <

Fig. 2

Wir gehen darauf aus, für einen beliebigen Funkt P„ yy„})
des Gebietes G' den Wert «(ar„,y„) zu bestimmen. Zu diesem Zweck legen
wir über das Gebiet 0 ein quadratisches Maschennetz der Maschonweito
/i so, dass P„ zum Maschenpunkt wird. Ferner ersetzen wir den Band

von G durch einen «Maschen-Band» aus dem Bande nächstgelegenen
Maschenpunkten und bestimmen die Bandwerte /*(#,?/) auf dem Ma-

schen-Eand in naheliegender Weise aus den vorgegebenen Bandworten
/(«.?/)•

In diesem Maschennotz suchen wir nun ausgehend von Irrwege,
welche auf dem Maschen-Band enden, indem wir eine Hinrichtung zu
Hilfe nehmen, mit welcher wir mit gleicher Wahrscheinlichkeit bei jeder
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Betätigimg einen der Buchstaben ZV, IF, oder 75 «würfeln». Beim

ersten Wurf mögen wir etwa JV herauswürfeln. Dementsprechend geht

unser Irrweg von P„ nach Norden (N) aim Punkt Z>.,. Hier angelangt,
wird erneut gewürfelt; wir setzen unsern Irrweg entsprechend dem Mr-

gebnis (etwa PF) um einen Schritt nach Westen fort. In dieser Weise ver-
fahren wir, bis wir auf unserem Irrweg einen Punkt auf dem Maschen-

Rand erreichen. Als « Gewinn» dieses Irrweges notieren wir uns den Wort
von /*(«, ;/) für diesen Maschenpunkt. Nachdem wir eine grosso Anzahl

von solchen von P„ ausgehenden Irrwegen und die zugehörigen Gewinne
bestimmt haben, bilden wir den arithmetischen Mittelwert der Gewinne.

Die Verbindung zwischen dem Irrwegproblem und dem Potential-
problem besteht nun darin, dass gilt:

De?' ÉVtearftWM/stoeri P(Pq) des Gewinnes eines ton ansi/ekenden
Imoer/es isf e/ieick dem IFerZ der ./Hsumr/s/nn/dion des Zk;lewt'i«Zj»'ob/ems

m diesem ZVm/cZ.

Dies können wir uns wie folgt klarmachen:

Für den Punkt Pp lässt sich die Potentialgleichung zln 0 durch
eine Differenzengleichung ersetzen. Wir bemerken, dass

w (m,, + 'b î/o) — « («o- do)
__

«(«o. i/o) -- («o— 'b i/o)

cEM Zt /i

d a? Zt

1

;^2 H^o + >b i/o) + w(Xo-/b i/o) — /7o)) •

11
d" w

bme entsprechende Beziehung gilt auch für
d ?/*

Durch Einsetzen erhalten wir demnach:

2/o) ^ (*0 I/o) «(«o, I/o ~1~" I/o "

— 4m(xo, i/o) 0.

In P„ nimmt n also den arithmetischen Mittelwert der Werte von «, in
den vier Punkten Z-\, P^P-jimd P^an. Da die benutzte Einrichtung zur
Bestimmung von N, IF, G, 75 die vier Richtungen mit gleicher Wahr-
schoinlichkeit liefert, ist andererseits der Erwartungswert des Gewinnes
eines Irrweges aus P„ gleich dem arithmetischen Mittelwert der ont-
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sprechenden Erwartungswerte in /\, P^, P, und P,. Die Erwartungs-
werte genügen also der Potentialgleichung /f y) 0. Auf dein

Maschen-Band stimmen die Erwartungswerte gemäss der Organisation
des Irrwegproblems mit den Werten /*(rc, t/) iiberein. Also löst die be-

schriebene Monte-Carlo-Methode das gegebene Potentialproblem.
Durch Modifikation der Definition des Gewinnes eines Irrweges

kann das obige Bandwertproblem auch für gewisse andere partielle Dif-
ferentialgleichungen gelöst werden. Als Beispiel möchten wir nur die

Gleichung
Zl m cc, y) + y a;, y) • w (;r, y) 0

erwähnen. Der Gewinn eines Irrweges ausgehend von P„ durch dio

Maschenpunkte Qj, • • Qm-i> Qm und endend im Punkt B des

Maschen-Bandes wird definiert zu

m 1

1 —
-4- ff(Qi)

Ganz entsprechend wie oben lässt sich zeigen, dass der Erwartungs-
wert des Gewinnes das gegebene Bandwertproblem löst.

3. Ausgehend von der Theorie der Markoff-Ketten können auch
andere mathematische Probleme einer Behandlung durch die Monte-
Carlo-Methode zugänglich gemacht werden. Das naheliegendste Bei-

spiel ist die Berechnung von Matrixpotenzen für Matrizen (eq •) mit
nicht negativen Elementen. Die zentrale Idee besteht darin, die Zeilen-
vektoren so zu normieren, dass ihre Komponentensumme je 1 ergibt.
Auf diese Weise entsteht eine Matrix von Übergangswahrscheinlich-
keiten: Die Wahrscheinlichkeit p,. -, vom Zustand Nummer 7 in den

Zustand Nummer j überzugehen, ist

p.. WO ft; - >J ft;,,-,
ft;

Aus der Theorie der Markoff-Ketten weiss man, dass die Wahrschein-

lichkeit, in fc Schritten vom Zustand i in den Zustand j überzugehen,
gleich pW ist, mit (p</A) Diese Zusammenhänge werden zur Be-

rechnung von (a,-,,-)'' benützt.
Sei («,-,,•) eine n-zeilige quadratische Matrix mit nicht negativen

Elementen. Gesucht sei Wir betrachten n Urnen Dj, t/o,
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U,„ dio mit Kugeln gefüllt sind, welche Nummern von 1 his n tragen.

Dabei enthält jede Urno (7^ :

xV • «; j Kugeln mit der Nummer 1

JV • a; .j Kugeln mit der Nummer 2

JV • Kugeln mit der Nummer n

Dabei ist N ein Faktor, der so gross sein soll, dass die auf ganze
Zahlen gerundeten Produkte N • • in genügender Näherung propor-
tional zu den «,• ,• sind.

ti /

Zur Berechnung eines Elementes der Potenzmatrix (fr;,,-) organi-
sieren wir nun das folgende Spiel : Wir beginnen mit der Urne Nummer i
und ziehen daraus eine Kugel, lesen die Nummer dieser Kugel ab, legen
diese zurück und gehen zur Urne mit der abgelesenen Nummer. Aus
dieser Urne ziehen wir wieder eine Kugel, gehen zur befohlenen Urne

usw. Auf diese Weise fahren wir fort bis wir insgesamt ft Kugeln gezogen
haben. Diese Kugeln mögen der Reihenfolge nach die folgenden Num-

mern tragen :

h > D' hi-L>

Als Gewinn dieser Partie definieren wir:

Gewinn der Partie
(0, falls 7 W j ;

r> R> ^2> R-u M — ï
K-«VV '«W R

Dieses Spiel wiederholen wir nun genügend oft und ermitteln sehliess-
lieh den arithmetischen Mittelwert der erzielten Gewinne.

Der Zusammenhang zwischen dem beschriebenen Spiel und dem
'

gestellten Problem besteht in Folgendem:

Per J?rwar<ww/.swcri des Gewinnes einer Partie ist r/teic/s fr;,,-.

Dies zeigt man leicht wie folgt:
Die Wahrscheinlichkeit der Partie

{i, h- ù. D Vi- ?} ist gleich

«i.ii "ii. i a «i/c-i.J

«i «il «Ü-.
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Der Erwartungswert einer ini beginnender und auf y ausgerichteten
Partie ist schliesslich :

/'i; • K] Wahrscheinlichkeit (Partie) • Gewinn (Partie)

(Summe über alle Partien mit 7c Zügen)

Vi i'i i, i2 7

• r/ f/ 77»1^8'- »ft-i » "Û ifc-i

V «. •«, -- /).
Z_J tx» i>2 '7c-i'ï

il,... t/v-1

Zu einem etwas umständlicher definierten Spiel führt das Problem
der Inversion einer Matrix. Sei die M-zeilige quadratische Matrix
M (a,-j) vorgegeben. Gesucht ist die Matrix (7 — G)~'. Die Matrix vi
habe ferner die Eigenschaft, dass die Eoihe

/ + G -h G® + vP -(- konvergiert.

Dann ist (7 —G)~* 1+ G -f- G^ + G^-p

Für das in Aussicht genommene Spiel verwenden wir wieder »
Urnen 77,_,, 77„. Ferner bestimmen wir weitgehend willkürlich

Zahlen »,._. 7- 0 mit den nachfolgend gewünschten Eigenschaften.
Sei IV wieder eine genügend grosse Zahl. Jede Urne 77; füllen wir nun
mit

[iV • J Kugeln mit der Nummer 1,

[^•'7,2 2] Kugeln mit der Nummer 2,

[K G,„] Kugeln mit der Nummer m

sowie mit
)' i

Kugeln mit dem Vermerk S'L'OP.

Die Zahlen in • sind so zu bestimmen, dass
«

a,. • r. • > 0 für i, y 1, 2. « und so, dass 0 < V «. ». • < 1.
i

Zur Berechnung des Elementes 7q • von (/ — G)~' wird folgendes

Spiel organisiert: Wir beginnen mit dem Ziehen bei der Urne 77;, gehen
über zur Urne 77; mit der gezogenen Nummer 7 und fahren so fort,
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bis wir zum erstenmal eine Kugel mit dem Vermerk STOP ziehen.

Dann ist eine Partie beendet. Als Gewinn dieser Partie definieren wir:

Gewinn {^, i.,, Y Stop}

Man kann entsprechend wie oben zeigen, dass der .Erieartwnr/.i'werf des

Gewinnes «wer Partie i/feic/t dem 7'iiement &. • der Matrix (7- ist.

4. Die hier geschilderten Beispiele vermögen selbstverständlich
nicht, den ganzen Umfang des Anwendungsbereiches der Monte-Carlo-
Methode abzugrenzen. Zudem ist dieser Zweig der angewandten Mathe-
matik (d.h. eigentlich der angewandten Statistik) in steter Portent-
wicklung begriffen und bietet wie jedes mathematische Forschungs-
gebiet neben einer Reihe von interessanten Resultaten eine Fülle von
lockenden neuen Aufgaben.

Unter den Problemgruppen möchten wir an erster Stelle die Er-

zeugung von Zufallszahlen oder -proben einer gegebenen Verteilung auf

programmgesteuerten .Rechenmaschinen erwähnen. 1st eine Folge voir
Zufallszahlen der benötigten Verteilung gegeben, so lässt sich z.B. das

Urnenschema zur Berechnung von (7 -M)~' nach der Monte-Carlo-
Methode durch ein von den Zufallszahlen gesteuertes liechenprogramm
auf der programmgesteuerten Rechenmaschine ersetzen.

Als zweites wichtiges Problem erhebt sich sodann die Frage nach den
wesentlichen Charakteristiken der Verteilung der Spiclergebnisse. Bei
der Bestimmung von (7 —- /l)"' z. B. hängt die Verteilung von der Para-

metermatrix (v,\j) Es ist eine praktisch wichtige und theoretisch
interessante Frage, ob etwa die Streuung der Spielergebnisse durch ge-

eignete Wahl der Parametermatrix minimal gemacht werden könnte. -
Es wird bei allen Anwendungsbeispielen der Monte-Carlo-Methode stets
die Frage nach geeigneten Modifikationen der «Spiele» zur Verringerung
des statistischen Fehlers gestellt werden müssen.

Wenn die Monto-Carlo-Methodo auch nie die exakten Berechnungen
ersetzen wird, so ist sie doch geeignet, erste "Überblicke über die Lösung

0, falls ^ ;

i

Vc-l» Vc.•I i -V. tt; ,• 'ü.l. J M
i

falls f.,, </.
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gewisser Probleme zu verschaffen. Sie kann in praktischen Fällen (etwa
bei Diffusions- und Absorptionsproblemen, bei Potentialproblemen und
bei der Auflösung umfangreicher linearer Gleichungssysteme) vielfach
die exakte Methode ersetzen.
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