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Statistische Schiitzungen mit Quantilen

Von Andreas Dalcher, Zug

1. Einleitung

SGhieEée \.Jollstéi.ndige Auswertu{lg elner statisti'sc}.len Sltichprob.e ge-
Mok Tglt der Met.%ode de?r grossten Wahrscheln-hchkelt» (Maximum
stindl] od method). .lfalls .dle Besch.afﬁm_g der Stichprobenwerte um-

; ch oder teuer 18t, so 18t wohl dieses Verfahren — trotz der Rechen-
:““rbe'l.t = das geeignetste. In andern Fillen ist jedoch das Zahlenmaterial
H‘n Uberflugg vorhanden, so dass die daraus erreichbare Genauigkeit
Illch.t erforderlich ist. Tm folgenden ist nun eine Methode dargelegt, dio
;Ve.mger Rechenarbeit, erfordert als die der gréssten Wahrscheinlich-
16 und trotudem recht genaue Resultate liefert.

,Ein «Quantily der Ordnung p ist ein Punkt y einer stochastischen
Ya’na‘b@ln, fiir den I (y) — p gilt. Mit Hilfe von & solchen Quantilen —
dig Re@hnungen fithren wir bis &k = 5 aus — werden Mittelwert und

trﬂu“ng oder ein MaBstabparameter einiger Verteilungen abgeschiitzt.
- onn 77 die Abschiitzung der gesuchten Girosse ist, so bilden wir den

hneare.n Ansaty
T = Z b@' y(Pi) '

Dabei werden die P, und die entsprechenden Gewichte b; so
gQw.ii,hlt, dass die Streuung von 7' minimal, also der Wirkungsgrad
(efflclency) der Abschitzung maximal wird. Wir beschriinken uns dabe;
auf orogge Stichproben.

Die Mothode ist besonders dann geeignet, wenn die Stichprobe
gr.a Phisch gegeben ist. Fs sei z. B. eine solche von 50 Werten der Ver-
tellung F(:n) g gegeben, I'ig. 1 stellt die mittels Zufallszahlen
(random, numbers) erhaltene Stichprobe dar. Die Verteilung der Stich-
I{mb? hat beim i-ten Punkt den Wert (1—+)/50. Damit man eine ein-
Qeutige Beziehung zwischen P und @ erhiilt, kann man zwischen diesen
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Punkten linear interpolieren. So liegh also der Quantil der Ordnung
0,80 zwischen x4 und .

m 3(0,8)
1 T O O | || |l >

Z10 20 30 Zap 50

Ig. 1. Vgl. Abschnitt 5, Beispiel 1.

Abschiitzung: I = 0,625 - 9(0,80) = 2,9 cm
wahrer Wert: A= 25 em

[/ Var [ — 0,44 cm.

Die optimalen Werte der b; und P; werden im Fall asymmetrischer
Verteilungen fiir & —= 1 und 2 angegeben. Die numerischen Resultate
gind fiir die Verteilungen mit den Dichten f(u) = ¢™ und (wenigstens
fir & = 1) f(u) = we™ berechnet. Im Ifall symmetrischer Verteilungen
habe ich die Maxima des Wirkungsgrades bis & — 5 bestimmt. Als Bei-
spiele werden die numerischen Werte fiir die Normal- und die Cauchy-
verteilung angegeben. Alle numerischen Resultate sind im Abschnibt 11
zusammengesbellt. Das Vorgehen fiir gréssere k bietet prinzipiell keine
Schwierigkeiten, erfordert aber umfangreichere Rechnungen.

Frederic Mosteller ) hat das Problem in &hnlicher Weise fiir die
Normalverteilung gelost. Die Streuung wurde aber dort nur in bezug
anf die P, minimalisiert, die b; sind 1/k gewiihlt worden. Daneben
beniitzte er fiir die P; auch die Werte (1— 1)/k. Iis zeigh sich, dass der
Wirkungsgrad dieser Methode ftiir k=S5 bet der Normalverteilung
hochstens um 1%, kleiner ist als der hier erreichte. Bei der Cauchy-
verteilung liefert das Verfahren von Mosteller mit b, = 1/k und
P, = (i—1)/k weniger gute Resultate. Dies liegt daran, dass sich diese
Methode fiir k- oo dem arithmetischen Mittel niahert, was fir die
Cauchyverteilung ungeeignet ist.

Die Methode der Quantilen hat eine Ahnlichkeit mit der hiufig
gebrauchten Gruppierung der Resultate. Der Unterschied liegt darin,
dass bei der Gruppierung die Abgrenzung in bezug auf gegebene
z-Werbe vorgenommen wird, withrend hier gewisse Quantilen, also Be-
grenzungen beziiglich vorgegebener P-Werte, herausgesucht werden
miissen.

1) I'rederic Mosteller, On some usefull «Inefficient» Statistics, Ann. Math.
Stat. 17 1946, S.377-408.
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Die Priifung, ob die Verteilung der Stichprobe nicht zu stark von
(‘mr “ugrunde gelegten theoretischen abweicht (test of goodnes of fit),
"M it doy g2 Methode wie bei der Gruppierung der Resultate aus-
Befithrt wopgon,.

2. Die Verteilung der Quantilen
h Gtegeben sei eine W-Verteilung F(x) mit der Dichte f(z). Wir er-
®ben ene grogse Stichprobe von m Beobachtungen, wobei
no=ayt1fag+1+ay+1+az3t ...+ a. (1)

Die Werte deor Stichprobe seien geordnet, x; sei der kleinste,
w der grogste, Wir setzen

P=1,92 ...,k (2

Yi = Tay it pagrtbagtts .. tag g+l

¥ . . .
Ferner definieren wir

g+
Bo=—"—"
s+l 19 i1 (3)
pi.__ _’.n;.f’ — gy Ly v ey 3 ¢
. Cy, 2
Pe == =
tnd E=po+p1+ -+ Pits =12 ke (4)
k
Man beachte, dass aus (1) und (3) D) p; = L folgt. Nun fithren

s

1=0

VIt die Quantilon & der Ordnung P; ein durch
117(51-) :[)‘i’ 'b: 1, 2, ...,]C. (5)

Wir beniitzen nun die y; als Abschiitzungen fiir die &;. Die gemein-

-

Yame Dichtefunktion yon Y= (Yy» Yo -+ +» Yp) 18b
g (;) e i — (Fy))™ For) (E(y) — F(y) )™
ol Lay ! lay! ... a,! '

) (F(ys) — L (y))™ - - - ) (L—T'(y))*. (6)
33
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Wir definieren

=Y (g—g) und f=f(&). Y

Verteilung F(x) —

P —7} Verteilung
3 B der Stichprobe
[} _}m
Xy X, & Yi X
Tig. 2

Nun setzen wir voraus, dass die Taylorentwicklung von F' in den
&;, sowelt wie hier angegeben, existiert:

-Wm%=F@9+vzfr+;f}erwL ®)

und dass die f; von 0 verschieden sind.

Die Anzahl der Stichprobenwerte < &; ist binomial verteilt. Die
Abweichung m (siehe Tig. 2) hat also die Créssenordnung 0(1/)n)-
Anderseits ist nm die Zahl der Stichprobenwerte zwischen g, und &;-
Bet festem 1y, ist der Erwartungswert der Anzahl Stichproben-
punkte im Intervall (y;,&) gleich | y;—& ‘ f;n -+ &, wobei & den Rest
(y;—&)% ' (n) m bedeutet, mit n im Intervall (y;, &,). Damit erhéilt man

ﬂ%)=f@0(1+0(vi>>.

Nun setzen wir diese Grossen in die Dichtefunktion g¢(y) ein.

Ierner ist

Ins 1st
N I
Py, ) —Fy) = Py —D; ,,Z,,"L‘tlj," +L “4il + “i :F___l__]_t_?ff-l,,,,,,lfi +0 (n-%).

[/n n



o B

Bezeichnen wir die Zihler dieser Briiche mit A, und A, so er-
alten wiy

/.15 A.,' -3
F(yi+1) —F(y) = p; (1 + }‘V% + P@-:b“ + 0.(n ‘“’))’

A; A, )
2 E (s~ Ply)) = Inp,+In (1 oo 0] )).

Analog erhilt man

) 2 ¢!
In F(y,) = In p, + In (1 LAk ah (n—%‘))
und Polfn pom
In (1 _,F(yk)) — P, + T (1 L 2L ffﬂ_ Z}?fk + O(n-%))
pk V’ﬂ; pk n

.. Nun logarithmieren wir (leichung (6) und setzon die obigen Aus-
Qriicle ein. Dabei werden mit Hilfe von (3) die a; durch p, und »

Busgedriiclkt,
Ing(? = 1 2 fi 41 _1)
— -~ /] . £ el e OO S PR 0 2
Ve }—(75}90—2)[111]704—111(1%— pon I_Po’n F0 ) i
kﬁl ] A i1 A L9 _,{L ) -
ol . g dit oy T2 g
l‘ié (np;—1) -lnpi +]n(1 J- vl F P = (n 2) '

~ 1 1 ; 2y, fis '212; fl:: ;?_
- (ﬂpk"z> [ln P + In (1 - ka—n_—= P + 0 (n a)

+ 3 [infy ( 140 <V1&>> ' -

i=1

Wiy vernachlissigen nun alle Grossen der Ordnung 1/}/n. Die

“Ohstanten, d., h. alle Summanden, die von den f; und p,, nicht aber

d0n den Z;, abhéingen, ziehen wir in ein ¢’ ZusAIMEn. Dl(.e Logarithmen

" Klammern werden nach Taylor entwickelt. Damit erhilt man
& f17

e 2 4! 1 22 f2
ngly) — o ah  4h 1 11)
o= g "Po Do /1 - Py 1 2 Pam

Sop( Aoy Au 114
T 1%1 P (_pi[/ n T })1 n o 2 pin
ahe  a4fe 1 % ff:) _
pl.: " pl-: " 2 pi?: n

_-l— npk <—— ’



Nun ist
2 h & A5 2
npy— " — + NPy~ WPy~
Cppr AT T g

- bl
= Jn (zlfl + Zi(z;.ufiu—z@'fi)—Z/cfk) =t s
Analog heben sich auch die Glieder mit den f; weg. Somit bleibt

Ing(y) = ¢ —
Po  i=t Pi P

e ’ ; (zf/? A4 kzi‘: (49 +1 ,fﬁi;H—,z,“ f})? + zif?‘) (10)

Wenn wir den Koeffizienten von zzf;f; der Klammer mib &;

bezeichnen, so erhalten wir

i

g(—;) _ e“%ﬂﬁj zizj filj

Dabei hat die Matrix der ¢; die Form

1 1 1
+— — 0 0 . 0
Po ™ P1
1 1 1 1
— + — — 0 . 0
™ P Pa Pa
; 11 5
Cij = Pa P2 D3 (11)
1
0 T
P
1 1 1
0 S e

Pra Pe Pia
Die Variabeln f;z; sind also, wenn bei festen p; n—->co, normal
verteilt mit dem Mittelwert 0. Damit ist gezeigt, dass die y; asympto-

tisch unverfilschte (unbiased) und normale Abschitzungen fir die &
sind.
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3. Die inverse Matrix ¢¥

i Die Varianzmatrix (¢¥) der Variabeln (f;2;) 18t die Inverse der
ureh (11) gegebenen Matrix (c;;)-

Im Fall f — 1 1st

G 1 1 Pt Po 1

11 = — : T B el 55 BTy
Po Do P1 PoP1

P = pyipy = P (1=P), (12)

Fir k=9 erhiilt man
1_ 1 1
| Po P1 1
1 ’
1 1 1
P1 Py P2
(Ci:f. S
PoP1 Dy
1 1 1
el S Po(P1+P2) Pope
i 1 P2 P
= PoP1Py | 1| ’
—_— el e PoPz (Po+ P1)Pa
1 Po P
¢l — (_Pl(l —ry) ""pz)) (13)
Py(1—Py) P, (1—P))" |

. Durch einige Rechnung verifiziert man, dass fir ein allgemeines %
die s : '
gosuchte inverse Matrix gegeben 1st durch
¢ =P,(1—P) fir <7, ,
(14)

¢ = p",

4. Abschitzung von Parametern

Wir beschriinken ung hier auf zwei Fille:

a y . " % . :
a) es sei oin MaBstabparameter abzuschitzen, wie z. 3. 4 in
T

Flag) — 14 4

b
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b) wir suchen ein Zentrum w und eine Abweichung o (Mittel und
Standardabweichung, wenn diese existieren).
Die standardisierte Variable bezeichnen wir mit ». g ist als0
E\:) T = }.al(,, 5‘, = /Il’lbi, (15)
b) z=putou, £ = p+ou;.

Wir beschrinken uns nun auf lineare Funktionen der Quantilen-
HBin Parameter kénne dargestellt werden durch

k
i=1
Die entsprechende Abschitzung ist

k
T = > by, (17)
i=1 /

Die Differenz betrigt
1 1 b. A
A=T—0=Sb(y,—&) V Sibgy = e Z il (fz) (18)

A ist agymptotisch normal verteilt mit dem Mlttelwext 0 und der
Streuung 1 b, b

Var 4 = — >_| i (19)
,7 f fg

Im Fall b) erhilt man fir den zweiten Parameter analog
\ ! ’ ’ 1
G’ZZbiEi’T_ Zb@A’A l/ Zf(fl l)
1 b; b .
Var 4" = — L.
Z/t f;
Die Kovarianz der beiden Differenzen betrigh
1 b by
Cov (A4") = Zf ; g, (20)
j

Im Ifall a) setzen wir A fiar 0 und { fiww T ein. Somit wird

L= 2\ by
Iir den Frwartungswert erhilt man nach (15) und (16)

also mit der Bezeichnung w, = b,u, die Bedingung

Db = D wy =
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In folgenden werden wir mit f(1), der Dichte der normierten
Srteilung, rechnen, s ist dabei zu beachten, dass f(z) = f(w) /./1,
respektiv i g b) fz) = f(u)/o ist. Da 0 konstant ist, gilt
W4 = Var T. Damit erhiilt man im Fall a) aus (19), wenn noch

dio b, dureh qi w; ausgedriickt werden,
k 0.1
n Eoowgw
Varl = > i g, (21)
A2 =t il

. Im Fa b) setzen wir 0 = p, T=m, 0 =¢ und 1" = s.
Wit wihlen nun die b; und die b; so, dass

Rb=1, Dbu =0, } (22)
Jb=10, Y bu=1,

Damit wird
A = Dby —ou;—p) = Z bitfy— e, } (28)
A = ‘—: b;(yi—‘“ﬁui—!‘) == Zbiyiﬁ_‘a'

So erhilt man die Abschitzungen

m:Zbiyi’ 5 ;bhi. (24)
Wenn ausserdem b, .
? v ¢l = O,
7 il

S0 sind (je Abschéitzungen unkorreliert. Da sie normal verteilt sind,
SInd gig i diesem Iall sogar unabhingig. = _

Wenn die Verteilung symmetrisch ist, so besh(')hra.n cen wir .u;)s
Auch auf Symmetrische %,. Dies ist in den meisten I*zlmllen, Jedoch nie ‘1t
Immeyp (vel. Abschnitt 7) das beste Vorgehen. Weiter setzen wir in
diesom oy , ’ 25
byipr = b; und by, = —b;. (25)

Aug der Symmetrie folgt

fiizr = f; und B =1-—F ;. (26)

Wir schreiben nun zweimal die Kovgriapz und fuhrel; n de{‘
“¥eiten Summe die Summationsindizes I = k —ht-land Jsb—j 4
M. Danit erhalten wir

/

2n, kb Fob 1O —I+1 k=T +1

- N VT ) N T 0] .

g2 Cov (4 Ay — NV i g N

7;1.'" f%' j‘ I’ fIC*"I-F-[ k—‘J"I"l
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Aus (25) und (26) folgt

berpbige _ biby
IRy f11s
Fie I <Jist k—I+1=Fk-—J |1, also nach (14) und (26)
GBI =B (1 Bgy) = (1—B) B = o,
Analog fir I>J. Also ist
2n ) kobhy o by byby
—r&z—bov Ad) = > e — el Ay ey 3

7= Lif; =1 f1f;
Im symmetrischen Tall sind also die Abschitzungen von m und $
unabhiingig. ‘
Das Problem besteht nun darin, die u,; und b, (resp. w,) so 24
wiihlen, dass bei gegebenen n, k und I'(u) dio Varianz des abgeschib?”
ten Parameters minimal wird. Dadurch erreicht der Wirkungﬂgl'ﬂd
(efficiency) ein Maximum. Im Ifall eines Parameters bilden wir
Min Varl. (28)
g Wy
Im TFall zweier Parameter u und o gilt in den meisten praktischer
Tiillen das Hauptinteresse dem Parameter x. o wird oft nur gebrauch®;
damit man (mittelst der ¢-Verteilung) Grenzen fir den Mittelwert an-
geben kann. Iine schwache (inefficient) Abschiitzung von o bedeuteb
einen Verlust von Freiheitsgraden. Dies ist aber bei einer grogsen Stich-
probe nicht von Bedeutung. Beispiel: Wenn bei n — 240 der Wit~
kungsgrad der Abschitzung von o von 100%, auf 509, reduziert wird,
so steigh die Tinge des Intervalls, in welchem g mit W = 0,95 erwartet
werden kann, von 2 - 1,970 Var m auf 2+ 1,980 Var m, also um +%-
Dies kann durch eine 1-prozentige Frhohung des Wirkungsgrades der
Abschiitzung von m kompensiert werden. Deshalb erachte ich es nicht
als vorteilhaft, die Prizision der Abschitzung der Streuung auf Kosten
derjenigen von m zu vergrossern. Wir bilden also zunéchst
Min Varm. (29)
g b
Dadurch wird, bei gegebenem k, u optimal abgeschiitzt. Mit den
so erhaltenen u; bestimmen wir nun
Min Vars. (30)
,

b,

7
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ergagg&;b k(')'_rmte (30) z.mch in bezug auf die w, Ini‘nim%lisiemn. Dies
dor Stip er En allgememgn andere u; als‘(29). S‘orn}t miisste man aus
abor uPro e 2k Quantilen ablesen. Mit so viel Wert;-en l.a,ssen "su:h
nd s genauer berechnen, als wenn fiir m nur die eine Hilfte

or Quantilen, fitc s nur die andere gebraucht wird.
i be'zméiyiig im létzf;e.n Teil von A‘bschnitif 10 mmin.r.mlis.ieren wir Var s
gaufu,. Das so erhaltene Resultat ist dann giinstig anzuwenden,
Venn m nach der Methode der grossten Wahrscheinlichkeit, bei der
Ormalverteilung also durch das arithmetische Mittel, bestimmt wurde,
Wenn man aher die Quadratsumme der einzelnen Werte nicht bilden will.
erhallzizfg tWir die mlit der Me‘r,hoclle der gr('jsste{l Wahrsc.heinlichkejt
- reuung mit Var* 7' bezeichnen, so betriagt der Wirkungsgrad

Var* T

4 Var T (31)

Die im folgenden benétigten Var* T betragen 1)

T

fir F(z) = 1—e * Var* [ = 2
X D)
R T\ - A2
fir B(x) == 11 )6 4 Var* | = —,
A, 2
tiir die Normalverteilung Var* m = o?,
0‘2
Var* s = 5
fir die Cauchyverteilung Var* m =: 20

Var* §= 2o%

5. Abschiitzung eines MaBstabparameters, k = 1

s st F(w) = F(x/2). Wir setzen u, = u und p,=p. Bs ist

l

n . p(l—p)
7 Yot [ = ‘7;2}72 - (32)

") Zum Teil qus M. Gi. Kendall: The advanced theory of Statistics,
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dp
Dabei sind p und f Funktionen von u, und es gilt ZT — f. Nun

. ) » du
bilden wir das Minimum von Var [.

o b o (A2 @f—p(—p) 2uff+uf) _ o
A% du 9 f4
(1—2p) uf? = 2p(1—p) (f+uf). (33)
 Beiwsprel 1

Flu) = 1—e™, flu) =™ fir u=0, 0 fir u<0

Aus (33) erhiilt man
2—u—2¢% =0,

Aug (32) ist ersichtlich, dass tiir 40 Varl-»co.
ls bleibt die zweite Losung
w=16, f=1—p = 0,202,
Damit wird ; Var | = 1,54 und y — 0,648. Mit u = 1 wiirde

1

man y = 0,582 und mit p = ;- nur y = 0,48 erhalten.

Beispiel 2
Fu)y=p=1—014+we™, f=ue" fir u=0.

Fir negative w sind F' und f null. Damit erhilt man aus (33)
4+ 2u—u? = 2" (24 3u+u?).
Die positive Losung dieser transzendenten Gleichung ist

w = 2,69, f=0,1943, p = 0,7307.
Dies gibt

n
8 Var [ = 0,777, also y = 0,6435.

6. Abschitzung eines Mallstabparameters, k = 2

Tis sel wieder F(u) = F(z/1). Wir beniitzen die folgenden Be-
zeichnungen :

U=, V="y, [=f1, 9=/, pw) =P, qv) =1-P,.
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Es ist CZZD = f und A —¢g. Mit w, = wund wy, = 1 —1 er-
du dv '

balten wiy aug (21) und (18)

no_ L g2 w(1—10) (I —w)? ;
2 Var | — 143;‘2 p(l—p) + 2 wil—w) pq + T q(1—q). (34)

Nun miigsen wir Var  als Funktion von , v und w minimalisieren.

Mit den weitern Abkiirzungen
d(uf) d(vg)
—t=fd4, —~ =—¢gB
du / dv
Wird 2
n 0 — Qw2 W
- = —— — —— (1—2
2 o Var 1 = i Af p(1—p) + e ( p)f
2w (1 —w) 29 (1 —w)
_——— 4 4+ ————L fg=0.
e fig fpq- af g fq

W= 0 oder w = 1 fiihrt auf den schon behandelten Fall } — 1,

30 dass wir dieg nun ausschliessen kénnen. Wir erhalten
Ll T %5)
(I—w)uf  uf(l—2p)—2pA(1—p)
. 0
Ana]og ergibt sich aus — Var [ = 0
v
(A—w)uf  2pqB—2vgp (36)
W Vg o vg(1—2¢) —2Bqg(1—q)
a .
Aus - Var 1 — 0 erhalten wir
w
_wug _ ufa(l—q) —2gp o)

(I—w)uf  vgp(l—p) —ufpq

Wir ersehen die Symmetrie dieser Gleichungen, wenn wir u mit o,
f mit ¢, P mib ¢, 4 mit B und w mit (1 —w) vertauschen. So geht (35)
M (36) iiber, und statt (37) steht auf jeder Seite der reziproke Wert
des Ausdrucks vor der Vertauschung.
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Wir eliminieren w aus (35) und (37).

(Zp@4—2uM)GWPUr—pr—uhw)==(UKl——QprmﬂpA(bﬂpD(uﬁK1~QT”Wﬂﬁ

Durch Ausmultiplizieren und Zusammenfassen erhilt man

I

s . WY R (39)

l—p—q p
Aus der Symmetrie folgt

_vg—uf _ Y 5 (39)
L—p—y q

Damit haben wir zwei Gleichungen fiir % und ». Man beachte;
dass die linken Seiten bis aufs Vorzeichen iibereinstimmen und dass
die rechte von (38) nur von u, die von (89) nur von » abhiingen. Also ist

Y _op—9u_" (40)

[n diese Gleichungen setzen wir die gegebene Verteilung ein, be-
rechnen % und v, dann aus (37) w und aus (34) die gesuchte Var [
Beispiel 3
' ist die Verteilung des Beispiels 1.
f=¢% p=1—¢% g=¢", { == e,
4 =" —ue") =1—u,
B=—¢"—v") =v—1.

Damit erhilt man aus (40) und (39)

ve® ne
— 2 +2=2—929949——
¢’ l—e™
2 U
v = 2% + —o
e“—1
und L
A 3
—U —~V
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. Driick man mit der ersten Gleichung » durch « aus, so erhilt
a . o . 0 ‘e b . .
M aus der zweiten Formel eine Gleichung fiir %. Die Wurzel liegt

Zemlich genau bei 1. Damit wird
v= 2,582, p=0,6321, q= 0,0756.

. Setzt man diese Werte in (87) ein, so erhilt man w = 0,52, und
draus n/A2 Var [ — 1,219, y = 0,820.

1. Bestimmung des Mittels aus einem Quantil

T et n p(1—p)

VAV IR @ i . . . . .
Minimalisieren, wobei p und f Iunktionen von u sind. Fiir die
0 = . . . .
'mal- und die Cauchyverteilung erhélt man p = 1, also den Median.
er erkungsgrad dieser Abschiitzungen betrigt

bei der Normalverteilung: y = 0,637,

bei der Cauchyverteilung: y = 0,811.
Jodoch im Tall

f(@,0)

linf<z<0+1

Il

= () sonst

Wir . ; .
d Var 7 im Median sogar maximal.

8. Symmetrische Verteilungen, F'(u - ou)

. Wir besehriinken uns hier, wie schon erwiihnt, auf symmetrische u, .
1 o . , - . as
. I bestimmen die Gleichungen fiir k = 5 und erhalten durch Speziali-
e : . ) : :
fungen die optimalen Punkte fiir kleinere k. Wir setzen

= U, ©=wu = —uy, (uy=0 wegen der Symmetrie),

f(u) ::lpl’ Q(‘U) :I)zs /(u) = fl = ]t5’ g(’U) == f2 = f4’ h = f3)
::b].:b{;, G:b2:b4’ d=b3:1—2b_20-
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So erhilt die Varianzmatrix die Form

P
pd-—p) pd—0 o P4 P*
1 1 2
pl—q) q(1—q) 5 Pq
. P q 1 q P (41)
2 g 4 2 2
. 4 |
P4 q 5 -9 pl—q
9 p
P Pe p(l—q p(l—p)
Also wird
"oy o b’ be 2 ed 1 &
g VT m =2y 2 f--+ 20 5+ 2 b
Weiter ist p (42)
B H_
w W b
und wir setzen i p
q
e = e d -~ = —Duo.
du f un dv k
Die partiellen Ableitungen von (42) sind
0 2 fb2 4pb2(C 4fb 2 bd 9 de’
_n i V{Lrm:_._ﬁ,f,,,_}..,,,p_v_..___,,,,f,b f I_ p .:0,
o? ou # i fg fh ]‘h
d _ 3
(2pC— f) £ F@pl— 9/) + (pC— f) . (43)
woo 4pbcD 2J62 4q(,2D 2ch 2qc(lD B
P L S
b , c d
2pD—; + (29D—g)—+ (gD—g) 5 = 0. (44)
f g h
n 0 4pb 4pc 2p(l—4b—2c) 4qc 1—2bm20 o

. Varm = 22 4 2 20 S
A T h gh 2
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Wir zerlegen die Klammer im mittleren Glied in (1—2b—2¢c) —2b
und multiplizieren die Gleichung mit fgh. Somit erhilt man

b
4pg (h—f) i + 4g(hp—fq) g -+ g(2ph—/) ;i = 0. (45)

n
3556‘ Varmo 170 4pb | dge  2q(1—2b—iq 1—2b—3
¢ fq o gh R
b _ ¢ d
4pf(h— g) ¥ + 4qf(h—g) n + f(2qh—yg) i 0. (46)

; Damit hat man vier homogene Gleichungen fiir b/f, ¢/g und djh,
dfﬂ‘en Losungen durch d = 1 —2b— 2¢ normiert werden. Sotzen wir
16 Determinante der letzten drei Gleichungen null, so erhalten wir

Nach einigen Voreinfachungen
2D(p—q) (1—29) + (9—H (1—29) + 2(p—q) (9—P) = 0.
Analog ergibt sich, wenn (44) weggelassen wird
@pC—f) (p—q) = p(f—9)-
Durch Kombination erhiilt man die Doppelgleichung
o0 1=9 _ D — 2, (47)
p P—4q 34

Die optimalen Punkte fir & = 2 erhalten wir, wenn wir b = ;
Wnd ¢ = g — 0 getgen. Finzige unabhéngige Variable 1st %, und somit
18t nuy (48) zu berticksichtigen. Man erhélt

2pC = f. (48)

; Im Fall ks — 8 ist ¢ — 0, also d = 1—2b. Unabhéngige Variable
Wd % und b. Wir erhalten aus (43) und (45)

_ fo —2ph+
h —pCHf  —2phtf (49)

f1—2b  opC—f  Aplh—p

orst Aus dem zweiten Teil dieser Gleichung erhilt man %, aus dem
I3ten p
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Tm Fall k= 4 ist d — 0, und zwischen b und ¢ besteht die Be-
0 B
ziehung b +- ¢ — . Ig ist also nicht - Var m = 0 und S Var m =0
9 9 ¢
zu sebzen, sondern ( —— ) Var m = 0. Subtrahiert man (46) von
; ; b ¢
(45), so ergibt sich

: b ¢ d
4ph(g—1) n + 4h(gp—af) . +2h(pg—afy , = 0.

Mit (43) und (44) zusammen erhilt man die Gleichung

b g 2f=2pC _9—=2¢D _ qf—pg (50)
fs—b  2pC—f 2pD plg—1f

9. Anwendung auf die Normal- und die Cauchyverteilung

Bei der Normalverteilung ist

u? 1
T e W) == e B 2, == V), h' = 0 = Trrees B 0)3989’
f = w(u) /om g = @) ¢(0) Vom
p = [p@de, ¢ = [o)de.
u v
Wegen ¢" = —u @ ist C =w und D = v.

Tm Tall k= 2 erhiilt man fiir (48) die Losung 4= 0,61, p = 0,271
f = 0,3812, was auf nfo® Var m = 1,285, somit y = 0,810 fithrt.

Iar k= 3 erhilt man als Losung von (49) w = 0,98, p — 0,1635,
f=0,2468, b = 0,296. Daraus erhilt man n/o? Var m = 1,130,
somit y == 0,885.

Im Tall k= 4 ergibt sich als Liésung von (50) u = 1,25, » — 0,385,
p = 0,1056, ¢ = 0,3502, f=0,1827, ¢- 03705 und b= 0,191
Somit erhilt man nfo? Var m = 1,084, y — 0,922.

Wenn k=5 ist, so ergibt sich aus (47) w = 1,45, » == 0,66
p = 0,0735, ¢ = 0,2546, f=0,1894 und ¢ =: 0,3209.

Damit erhalten wir aus (45) und (46)

b ¢ d
— 1 — 1 — = 1,886:1,06:1.
[ g h
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‘ Daraus ergibt sich b = 0,182, ¢ = 0,231 und d = 0,274, und
M6 (42) njo? Var m = 1,061, y — 0,942.

Bei der Cauchyvertetlung ist

1
S S S R ey
(1 + u? (1 - v?) 7
1 1 Q1 2v
P:( 0to — —— are o :,,D: e W
. 8re cotg u, q - arccotg v, C 1 p e

Im Tall % — 2 erhilt man fiir (48) die Losung u = 0,1796,
P =0,4434, wag aut

”;, Var m = 2,832, also y — 0,858 fiihrt.

o

Fir k = 3 hat (49) zwel Ligsungen:
U = 0,2541, p = 0,4208, f= 0,299, b = 0,321 und
W= 3,938, p— 0,07919, f = 0,01928 und b — —0,0207.

In beiden Fillen ist nfo® Var m = 2,302, y = 0,8686.

Da p im zweiten Punkt sehr klein ist, gilt die Voraussetzung des
Abschnittes 2, dass myp gross ist, nur fiir sehr grosse n. Ich ziche
deshalb den Punkt » = 0,2541 vor.

Auch im Fall k = 4 erhalten wir zwei Losungen von (50): 4 = 0,3,
U=0,1 und o = Y p = 0,218. Im ersten Punkt wird b = 0,23, im
4welten § — ——0,02‘3. IMiir die Varianz erhilt man njo? Var m = 2,292
Tesp. 2,130. Hier ist also die zweite Liosung die bessere. Wir verwenden
daher am vorteilhattesten u — 5 v="0218, p = 0,024, g = 0,4331,
b= —0,08. So ist f = 0,026286, ¢ = 0,30446 und n/o® Var m = 2,130,
Y = 0,939,

. Im Fall & = 5 setwen wir 2 — are cotgu und y = arccotbg v. Somit
Wird p < g/ g = y/m, f = sin®z/m, g = sin?yjn, C =2 sinz cos g

tnd D = 9 gin Yy cos .

Aus (47) erhalten wir

_ 1 —sin?y
- =4smycosy ————
w2 —y

34

11472 aan D (335D
¢ S1n s — 81N°T
dsing oo OUE STy — ST

& Yy—x
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Man sieht leicht, dass mit y = z/2—=z die linke Seite der

Gleichung mit der rechten iitbereinstimmt. Mit diesem Ansatz ge“’lmlt

man die Beziehung
, sin?z cos2x —sin?z
4ginzxcos g ——— = ——
&* mf2— 2z

Die Losung dieser Gleichung 18t =z = 17°030°. Dies ergibt
p = 0,0072, ¢ =+ —p = 0,4028, u = 3,172, v = 0,3153, f = 0,0288,
g = 0,2895 und A = 0,3183.

Aus (45) und (46) erhilt man

b d

—t——=—0,963;: 0,97 : 1.

[ g h
Durch die Normierung erhilt man

b=—0,034, ¢= 0,341, d=0,386.

Somit wird aus (42)

n
T Var m = 2,115, y = 0,946.
o

10. Abschitzung der Streuung

Mit k& = 1 kann nur ein Parameter, das Mittel, abgeschitzt wer-
den. Bet grossern k beschrinken wir uns auf symmetrische u,, so dass
. . J .
bei ungeraden k das mittlere b; null ist.

Iiir & = 2 setzen wir, unter Beriicksichtigung von (22) und (25),

¥ 1 , ,
e, b _ b, = —}
b 2oy ! :
Damit wird
® oy 1 1 p(y—p)

g
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Im FELH iﬂ _— ISt b; — 1/(;2,15) und bé — () (51) ISt ELHCh hi@l‘ gll].tlg

Somit erhéilt man fiir die Normalverteilung, & = 2

n "
—Vars = OAT03 e 0,328
o (0,61 - 0,3812)2

Fiir die (Ja,uch) verteilung, k = 2
n ‘
— Vars —  OABL-00566 L e 0,260
G (0, 1796 - 0. 3182)

ur die Normalverteilung, & = 3

n : 0¢
— Varg — 0A686-03365 o 053
o (0,98 - 0,2468)2

Fiir (g Cauchyverteilung, k = 8 mit u = 0,2541

n i
" Vars o VAOBO0IR

(0,2541 - 0,299)2
mif g — 3,988

n . ¢
" Vary  OUTIO0ANBL
o (3,938 + 0,01928)2

Auch in bezug auf die Abschiitzung der « Streuung» ¢ind die beiden
10sungen gleich wirkungsvoll.
Im Tall % — 4 getzen wir

1
w 5w

b4 —= 77;— = -——‘bl’, b; —d —-vtu—f‘ == -—b;-

Der Fall k = 5 verhilt sich wie k& = 4, nur dass hier
: W e .
by = — = —b,, b, = __EU — —b, und by = 0 ist.
W ()]

Damit erhilt man

= Vars 2 (p—p)—p?) + 26 1 — ) — pa)
¥ uf2 ufog
e 2
- *LUQJZ) ( (1"—(1)*—‘?)2

n
~ Vars _ 20— 8p(L—q) dq(z —a) ’
o2 'S8 = — “uzFﬁ w? 4 — 'LZ]‘E— w(y—w) + '"—;,ag (y—w)?. (52)
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dw

1

('p(g—p) W) q(éw)) _ai—a  p(i—0

il ufog

Aus dieser Gleichung erhiilt man w, und dies ergibt, in (52) e
gesetab, die gesuchte Varianz von s. Die numerischen Werte sind fir die
Normalverteilung, k = 4: w = 0,435

T
— Var s = 0,7577, y = 0,660
g

Normalverteilung, k = 5: w = 0,37

n [ £ » ‘.
2 Var s = 0,6765, y = 0,739

Cauchyverteilung, &k = 4: w = 0,30

n
= Var s = 8,390, y = 0,590

Cauchyverteilung, k= 5: w = 0,25

" Var s = 2,917, y — 0,686,
o

Bis jetzt haben wir fir die % und » die Werte aus Abschnitt ?
verwendet, also die optimalen Punkte fiir die Berechnung des Mitbels-
Nun bestimmen wir noch fiir k = 2 das beste u zur Berechnung der
Varianz. Diese Methode ist, wie bereits in Abschnitt 4 gezeigt wurde,
nur dann empfehlenswert, wenn das Mittel durch die Methode der
grossten Wahrscheinlichkeit berechnet wurde.

Wir leiten (51) nach w ab. Dabei ist p’ = —f und f = —Cf.
lig ist gomit

RN € ke U1 I 1t ) el /B
o du uAPe w3 -
1
== 20—, —0) (54

Itie die Normalverteilung erhdlt man die Losung

n
u=1,48, p=0,0694, — Var s = 0,7666, y = 0,652.
ag
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11. Zusammenstellung der Resultate

Absehéltzung des Muttels einer Normalverteilung

k 1000 5
L B 0,5
b; 1 637
4 B 0,27 0,73
b, 0,5 0,5 810
8 B 0,1685 0,5 0,8365
b, 0,206 0,408 0,296 985
Y 01056 08502 06498  0,8944
be0191 0,309 0,809 0,191 9922
> P 00735 02546 0,5 0,7454  0,9265

b; 0,189 0,231 0,274 0,231 0,132 942

Abschéi,tzung des «Mittels» einer Cauchyverteilung

1 1 0,5
: b, 1 811
4 B 0,4484 0,5566
‘ b; 0,5 0,5 858
I 0,4208 0,5 0,5792

b; 0,321 0,358 0,321 869
or 00924 04831 0,5669  0,9076

by —0,03 0,53 0,58  —0,03 939
B 00972 04025 05 05972 0,9028
b, —0,034 0,341 0,386 0,341 —0,084 946

1_ Abscl'liitzung der Streuwung einer Normalverteilung. Die P, sind
Meselben wie bei der entsprechenden Abschitzung des Mittels.

? b 10,8197 0,8197 328
; b, —0,5102 0,5102 530
E b 03480 —0,1688 0,1688  0,3480 660
O bl —0,2552 —0,1970 0,1970  0,2552 739

Mit o = 1,48 (nur zur Berechnung der Streuung)

2 P 0,0694 0,9306
b! ~0,3878 0,3878 652

)
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Abschitzung der «Streuung» einer Cauchyverteilung

b ~9,784 2,784
b; ~1,968 1,968
b; —0,09  —0,939 0,939
b; —0,0788 —0,7929 0,7929

0,09
0,0788

1000 ¥
260
346
590
686

z

Abschiibzung des Mafstabparameters A von I'(x) — 1—¢ .

P 0,798
b 0,625
r, 0,621  0,9244
b, 0,52 0,1859

%

Abschiitzung des Mafstabparameters A

z

von I'(x) = lm(l -+ j)eﬁ i,

P 0,7307
b 0,3861

648

820

644
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