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Statistische Schätzungen mit Quantilen

Von v4/i</reas DaZc/ier, Zug

1. Einleitung
Die vollständige Auswertung einer statistischen Stichprobe ge-

* der «Methode der grössten Wahrscheinlichkeit» (Maximum
ihood method). Palls die Beschaffung der Stichprobenwerte um-

ich oder teuer ist, so ist wohl dieses Verfahren - trotz der Rechen-

j
~ da» geeignetste. In andern Killen ist jedoch das Zahlenmaterial

berfluss vorhanden, so dass die daraus erreichbare Genauigkeit
^forderlich ist. Im folgenden ist nun eine Methode dargelegt, die

veniger Rechenarbeit erfordert als die der grössten Wahrscheinlich-
0it und trotzdem recht genaue Resultate liefert.

Ein «Quantil» der Ordnung ist ein Punkt ?/ einer stochastischen
ariabeln, für den P(t/) p gilt. Mit Hilfe von & solchen Quantilen -

Rechnungen führen wir bis fc 5 aus - worden Mittelwert und

^ üuung oder ein Maßstabparameter einiger Verteilungen abgeschätzt.
sun i die Abschätzung der gesuchten Grösse ist, so bilden wir den

k"**en Ansatz
v 2W<)-

i
Dabei werden die P,. und die entsprechenden Gewichte fr. so

die Streuung von 2' minimal, also der Wirkungsgrad
iciency) der Abschätzung maximal wird. Wir beschränken uns dabei

^ grosse Stichproben.
Die Methode ist besonders dann geeignet, wenn die Stichprobe

*<jphisch gegeben ist. Es sei. z.B. eine solche von 50 Werten der Ver-
eiungP(^ gegeben. Pig. 1 stellt die mittels Zufallszahlen
random numbers) erhaltene Stichprobe dar. Die Verteilung der Stich-

deut^ Punkt den Wert (i—1-)/50. Damit man eine ein-
ige Beziehung zwischen P und a; erhält, kann man zwischen diesen
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Punkton linear interpolieren. So liegt also der Quantil der Ordnung

0,80 zwischen und .r^.
V (0,8)

I
"I' 'II I Nil M I II I I | U I — *
Sio ^20 ®30 ®40 ^60

Fig. 1. Vgl. Abschnitt 5, Beispiel 1.

Abschätzung: Z 0,625 • t/(0,80) 2,9 cm

wahrer Wert: A 2,5 cm

|/Var Z 0,44 cm.

Die optimalen Werte der 6; und P. werden im Fall asymmetrischer
Verteilungen für /c 1 und 2 angegeben. Die numerischen Resultate

sind für die Verteilungen mit den Dichten /(«) e~" und (wenigstens
für fc 1) /(«) ue~" berechnet. Im Fall symmetrischer Verteilungen
habe ich die Maxima des Wirkungsgrades bis 7c 5 bestimmt. Als Bei-

spiele werden die numerischen Werte für die Normal- und die Cauchy-

Verteilung angegeben. Alle numerischen Resultate sind im Abschnitt 11

zusammengestellt. Das Vorgehen für grössere fc bietet prinzipiell keine

Schwierigkeiten, erfordert aber umfangreichere Rechnungen.
Frederic Hosteller *) hat das Problem in ähnlicher Weise für die

Normalverteilung gelöst. Die Streuung wurde aber dort nur in bezug

auf die P< minimalisiert, die h,- sind 1/fc gewählt worden. Daneben

benützte er für dieP, auch die Werte (»— f)/fc. Es zeigt sich, dass der

Wirkungsgrad dieser Methode für 7c V 5 bei der Normalverteilung
höchstens um 1% kleiner ist als der hier erreichte. Bei der Cauchy-

Verteilung liefert das Verfahren von Hosteller mit 7>; 1/fc und

Pj (i— |-)/fc weniger gute Resultate. Dies liegt daran, dass sich diese

Methode für fc-* oo dem arithmetischen Mittel nähert, was für die

CauchyVerteilung ungeeignet ist.
Die Methode der Quantilen hat eine Ähnlichkeit mit der häufig

gebrauchten Gruppierung der Resultate. Der Unterschied liegt darin,
dass bei der Gruppierung die Abgrenzung in bezug auf gegebene

»-Werte vorgenommen wird, während hier gewisse Quantilen, also Be-

grenzungen bezüglich vorgegebener P-Werte, herausgesucht werden

müssen.

') Frederic Mosteller, On some usefull «Inefficient» Statistics, Ann. Math.
Stat. 77 1946, S.377-408.
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der
^ ^üfuiig, ob die Verteilung der Stichprobe nicht zu stark von

k
* ^g^nde gelegten theoretischen abweicht (test of goodnes of fit),

<un mit der ^--Methode wie bei der Gruppierung der Eesultate aus-
geführt werden.

2. Die Verteilung der Quantilen

heb
s<ri eine TV-Verteilung F(x) mit der Dichte /(«), Wir er-

en eine grosse Stichprobe von « Beobachtungen, wobei

W tip -|- 1 -|- flj -f-1 «g + 1 + «g + •. + 1/t • (1)

'die Werte der Stichprobe seien geordnet, sei der kleinste,
«» der grösste. Wir setzen

% ~ *«,+ 1 fai + l+fla-H+... +«M + 1> * d, 2, fe. (2)

Ferner definieren wir

"o + S

/'(. • •

n

" '
t 1,2, ...,/c-l, (3)

n

^7c H—2*
P/t

«

Po + Pi + • • • + P»-i> i 1» 2, fe. (4)

Man beachte, dass aus (1) und (3) N] 1 folgt. Nun führen

Und

die Quantilen f. der Ordnung P; ein durch

Pfê)=P<, » 1. 2, •.,/<• (5)

Wir benützen nun die «/, als Abschätzungen für die £.. Die gemein-

ume Dichtefunktion von p -- (//,, t/p, ;'//,) iat

• /(;%) (F'(i/3) -W)" • • /(2fc) (' - • (6)

33
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Wir definieren

*< 1/» (%—£;) «nd /< /(£<).

Fig. 2

Nun setzen wir voraus, dass die Taylorentwicklung von F in den

I,-, soweit wie hier angegeben, existiert:

F(%) =F(^)+ /,• •

^ /; + o(n-i), (8)
J/ra ra

und dass die /.; von 0 verschieden sind.

Die Anzahl der Stichproben werte < £. ist binomial verteilt. Di®

Abweichung m (siehe Fig. 2) hat also die Grössenordnung 0(l/[/w)-
Anderseits ist ram die Zahl der Stichprobenwerte zwischen y- und

Bei festem ?/.; ist der Erwartungswert der Anzahl Stichproben-
punkte im Intervall gleich 1+ s, wobei e den Best

(y<— /'(^)ra bedeutet, mit y im Intervall (//;,£;). Damit erhält man

/ i \

Ferner ist

—»-

Nun setzen wir diese Grössen in die Dichtefunktion p(y) ein.

Es ist

+ o (»«)•
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,•2. so or-
Bezeichnen wir die Zähler dieser Brüche mit zf, und /I s

halten wir

%,•+,)~Af) P.Yl +^+ o (»-!-)),
\ Pip pp /

lnp, + ln(l + 4- •• +0(«-l)Y
\ P.7 PP /

Analog erhält man

und

In

InP(^) h p„ + in F
1 + A^L + 7/h + o («"!))

V PoP Po« 7

^ -%*)) - In p, + In 1 - - A4 _ + o 77)').
V p*p p*" /

An logarithmieren wir Gleichung (6) und setzen die obigen Aus-
c ce ein. Dabei werden mit Hilfe von (3) die a,- durch »,• und ra

hsgedrückt.
—-w

- -f 0 (n" f)7
M /

»(2/) k c + (np„ - i-j
Ä-l

f V (np.-l)
1 1

1 Li 7/lIn po+ ln 1+ h
\ Pol/ Po«

4i '<>
In Pi + In 1 + 7 +

V PiP PP
»2 i n /-f 0 (W 2

"Pf InpÄ + In 7_ **7*

\ Pft F»

7/;
p*"

+ 0 (rr 8")^

+ 2 A7))
Wir vernachlässigen nun alle Grössen der Ordnung 1/J/w. Die

onstanten, d.h. alle Summanden, die von den /,. und p^, nicht aber
* on äc, abhängen, ziehen wir in ein c' zusammen. Die Logarithmen
klammern werden nach Taylor entwickelt. Damit erhält man

k 77 e' + npo
Ai ^

7/i
Po F« Po « 1

Ä-l

PP

_
' 777

2 pi7
1 A,7
2 p® w

+ «P* 74
P/P

74 i 74
2

A A
P/c^ 2 p>
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^i/i
| xi ^»i **/*

^WF'^WF~"W,,F
7c—1

K Fi/i + S («i+i/<+i —«</<) — «*//
4—1

Analog heben sich auch die Glieder mit den /• weg. Somit bleib'

1/^ï/î b-i ..I /i I-! -i /'()'"
|

-Ô-/1
(10)In ry(y) c'—~ P" + S

iä V Po » 1 Pi P*

Wenn wir den Koeffizienten von der Klammer mit Gy

bezeichnen, so erhalten wir

£/(y) c" e »

Dabei hat die Matrix der c,, die Dorm
*7

/
1 1

-4-
Po Pl

1

1

Pl
1 1

_l_ —
Pl Pl P2

0 0

1
0

0 —
1 1 1

+ - -
Pa Pa Po

1

P/c-L

1

Pfc

1

Pfc-1

+ -P*-l/

(ID

Die Variabein /^2- sind also, wenn bei festen p,- » — oo, normal

verteilt mit dem Mittelwert 0. Damit ist gezeigt, dass die y,,- asympto-
tisch unverfälschte (unbiased) und normale Abschätzungen für die I;
sind.
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3. Die inverse Matrix c'i

Die Varianzmatrix (c") der Variabel» (/^^) ist die Inverse der
(11) gegebenen Matrix (c^-).

Im Kall Zt | igt

^ ^

'
|

I
^ Pi + Po

^
1

Po Pi PoPx PoPi
'

Po'Pi P,(l—A). (12)

Ftir /c 2 erhält man

1

1%'

Pi

"-*>.*[ *' * /'
Pi Po

^

Pj

eh ('VI Pi(l-Pa)'
''(' /V /VI

f —
'

Po(Pi+Pa) P0P2

P0P2 (P0 + Pl)P2,

(13)

die Rechnung verifiziert man, dass für ein allgemeines 7c

gesuchte inverse Matrix gegeben ist durch

V Pj I —Pj) für IV?',
(14)

4. Abschätzung von Parametern

Wir beschränken uns hier auf zwei Fälle:

ein Maßstabparameter abzuschätzen, wie z.B. H in

P(M) I - e~ *,
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b) wir suchen ein Zentrum ,« unci eine Abweichung er (Mittel und

Standardabweichung, wenn diese existieren).

Die standardisierte Variable bezeichnen wir mit w. I'ls ist also

a) a; A«, Am,-

b) as /.< + o"u, I; /.« -f- cr^i

Wir beschränken uns nun auf lineare Funktionen der Quantilen-
Ein Parameter könne dargestellt werden durch

» 2M,- ("I

Die entsprechende Abschätzung ist

• • f 1
Die Differenz beträgt

1 - *-» S'i(»i-W - 2M< - yl- 2 ; (M- (M»

zl ist asymptotisch normal verteilt mit dem Mittelwert 0 und der

Streuung *
Var. 1 V ' ' ,A. (19)

» ~ /» /#

Im Fall b) erhält man für den zweiten Parameter analog

0' V^, Ï" V6(y., zl'
t " /»

i _ h'
Var Zl' V ; •' » W

« ^ /i /,

Die Kovarianz der beiden Differenzen beträgt

Gov (zl zl') (20)
« /; /;

Im Fall a) setzen wir A für 0 und 1 für 2' ein. Somit wird
* 2 V*/»-

Für den Erwartungswert erhält man nach (15) und (16)

d 2 Mi Ed5;«.;,
also mit der Bezeichnung w. fey«; die Bedingung

S V'i El W; 1
•
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^
m folgenden werden wir mit /(«), der Dichte der normierten

re
' bnen. ist dabei zu beachten, dass /(») /(«) /il,

b) /(®) /(«)/<* ist. Da 0 konstant ist, gilt

^ ~ Wir W Damit erhält man im Dali a) aus (19), wenn noch
» durch die ausgedrückt werden,

w * W,-W;

^Var?=2 / ' «"• (21)
* <Fi /;/,•

Im Dali b) setzen wir 0 /«, T m, 0' <r und 2" s.n wählen nun die &. und die fc) so, dass

(22)

(23)

2^ i» 2^ 0» |

2^ W 2^Dh- l-
Damit wird

-i 2&<(%—<*«< —/») 2&<%—/"»

2&<(&—*«<—/*) 2^%—
So erhält man die Abschätzungen

m=2^%> « 2^%- (24)

Wenn ausserdem ,/

2 " o,# A'/,'

sind die Abschätzungen unkorreliert. Da sie normal verteilt sind,
" sie in diesem Fall sogar unabhängig.

Wenn die Verteilung symmetrisch ist, so beschränken wir uns
° auf symmetrische ig.. Dies ist in den meisten Fällen, jedoch nicht
mer (vgl. Abschnitt 7) das beste Vorgehen. Weiter setzen wir in

diesem Fall
Vi+i und &jm+i=—&<• (25)

Ans der Symmetrie folgt

4-i+i /i und P< 1— -P/M+i- (26)
Wir schreiben nun zweimal die Kovarianz und führen in der

Weiten Summe die Summationsindizes Z &—i + 1 und J
«»• Damit erhalten wir

^ Gov (J j') V 2 ——+Z^rZ±l. c*-i+i w+t_
»',? /l // V //£-/+ l/fc-J+t
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Aus (25) und (26) folgt

fr/t-i-M fr/t-J-M
__

/ä-J+i/w+ I /i/j
Für 1% J ist fc —1 + 1 ^/c-J + l, also nach (14) und (26)

ft-J /l, ,(l ^,-P (1 /(:• % r".

Analog für I > J. Also ist

2m * A6'. % 6,5j
- -- Gov (Fl Fl') V TT ' "•

<*" M=1 / £ / / J,J=1 /7/J

Im symmetrischen Fall sind also die Abschätzungen von m und s

unabhängig.
Das Problem besteht nun darin, die und h; (resp. ?% so zw

wählen, class bei gegebenen m, /c und !<'(«) die Varianz des abgeschätz-

ten Parameters minimal wird. Dadurch erreicht der Wirkungsgrad

(efficiency) ein Maximum. Im Fall eines Parameters bilden wir

Min Varl. (28)

to;

Im Fall zweier Parameter/« und <r gilt in den meisten praktischen
Fällen das Hauptinteresse dem Parameter /«. a wird oft nur gebraucht,
damit man (mittelst der ^-Verteilung) Grenzen für den Mittelwert an-

geben kann. Fine schwache (inefficient) Abschätzung von <x bedeutet

einen Verlust von Freiheitsgraclen. Dies ist aber bei einer grossen Stich-

probe nicht von Bedeutung. Beispiel: Wenn bei '» -240 der Wu'"

kungsgrad der Abschätzung von er von 100% auf 50% reduziert wird,

so steigt die Länge des Intervalls, in welchem /« mit IF 0,95 erwartet

werden kann, von 2 • 1,970 Var m auf 2 • 1,980 Var ?», also um y%-
Dies kann durch eine 1-prozentige Erhöhung des Wirkungsgrades der

Abschätzung von ?» kompensiert werden. Deshalb erachte ich es nicht
als vorteilhaft, die Präzision der Abschätzung der Streuung auf Kosten

derjenigen von ?» zu vergrössern. Wir bilden also zunächst

Min Var?«. (29)

"i G

Dadurch wird, bei gegebenem fc, /« optimal abgeschätzt. Mit den

so erhaltenen ?t; bestimmen wir nun

Min Var s. (80)
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Man könnte (30) auch in bezug auf die m- minimalisieren. Dies
<4gäbe aber im allgemeinen andere als (29). Somit miisste man aus

atT ^*^Probe 2fc Quantilen ablesen. Mit so viel Werten lassen sich

^
^ ünd s genauer berechnen, als wenn für m nur die eine Hälfte

® Quantilen, für s nur die andere gebraucht wird.
Einzig im letzten Teil von Abschnitt 10 minimalisieren wir Var s

zug auf «... Das so erhaltene Besultat ist dann günstig anzuwenden,
Wenn »j nach der Methode der grössten Wahrscheinlichkeit, bei der

onrialverteilungalso durch das arithmetische Mittel, bestimmt wurde,
Wenn man aber die Quadratsumme der einzelnen Werte nicht bilden will.

Wenn wir die mit der Methode der grössten Wahrscheinlichkeit
tene Streuung mit Var* T bezeichnen, so beträgt der Wirkungsgrad

Var* Ï'
r= v«r-

Eio im folgenden benötigton Var* 2' betragen *)

»

für F(x) 1 — e
*

für Z''(.r) - 1 I -!-
®

für die Normalverteilung

für die Cauchyverteilung

5. Abschätzung eines Maßstabparameters, /c 1

Es ist E'(«) H(;r/^). Wir setzen % — m und 2>- Es ist
!//«, w 1 und

w p(l—79)
— Var Z ~

^2/2
(82)

Var* * A®,

Var* 1
P
2

Var* m — ff®,

Var* s
cr^

2
'

Var* m — 2 or«,

Var* 5 — 2<W

zîum Teil aus M.G.Kendall: The advanced theory of Statistics.
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Dabei sind 7) und / Funktionen von«, und es gilt ^ /• Nun

bilden wir das Minimum von Var Z.

m cZ /(l —2p)at®/® —p(l — p)2at/(/ + atf)
— Var Z - —- • "»

P dot 'it" /"

(1—-2p)at/® 2p(l— p) (/ + «/')•

Beispiel I „
F(ot) 1 — e~", /(at) e " für at 1> 0, 0 für at < 0 •

Aus (83) erhält man
2 — ot— 2 e"" 0.

Aus (32) ist ersichtlich, dass für ot-»-0 Yarü-»-oo.

Es bleibt die zweite Lösung

m =1,6, / 1—p 0,202.

%
Damit wird — Var 1 1,54 und y 0,648. Mit m 1 würde

P '
man y 0,582 und mit p J- nur y 0,48 erhalten.

Beispiel 2
F(at) 7; 1 — (1 + at) e~", / it e~" für at 2; 0.

Für negative m sind F und / null. Damit erhält man aus (33)

4 + 2tt — at® 2 e~" (2 + 3 at -f- at®).

Die positivo Lösung dioser transzendenten Gleichung ist

at 2,59, / 0,1943, p 0,7307.
Dies gibt

n
- - Var 1 0,777, also y 0,6435.
/I

6. Abschätzung eines Maßstabparameters, 7c 2

Es sei wieder F(at) F(a:/A). Wir benützen die folgenden Be-

Zeichnungen :

ot atj, aa atg, / /i, 17 /g, p(at) 7\, g(u) 1—£V
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^ ^ ä« ~ ^ X" ~ ^ ^ '"2 1 — w er-

halten wir aus (21) unci (13)

~~ Vir / ^ ,1 \ „ W(l— w) (l— tü)2* + 2 ^-W + -^r-3(l-g). (84)

Nun müssen wir Var 2 als Funktion von w, » und 10 minimalisieren.
* it den weitern Abkürzungen

Wird

<?(«/) cf(ug)

fÏM ~ ^

/* X ^rl -_^--^/p(l_p)+-_.(i_2p)/
2w(l— w) 2«i(l— w)

— •'/>/ /</ 0.
M jr pg w/ ug

® 0 oder mj l führt auf den schon behandelten Fall fc l,^0 dass wir dies nun ausschliessen können. Wir erhalten

wvg 2pgJ— 2w/g

(l — m) w/ m/(1 — 2p) — 2p^4(l —p)

Analog ergibt sich aus - Var 1 0
d®

(1 — i«) m/ 2pgZ? — 2«yp

(35)

îow/ ®g(l —2 g) — 2i3g(l—g)
(36)

5
Aus - - Var Z 0 erhalten wirw

w ®g -ü/g(l — g) — «gpg

(Ï

^

Wir ersehen die f

in^3 ^ ^ ^ ^ ^ vertauschen. So geht (35)
d* ®tatt (37) steht auf jeder Seite der reziproke Wert

usdrucks vor der Vertauschung.

(1—«;) «/ »gp(l —p) — m/p?

Wir ersehen die Symmetrie dieser Gleichungen, wenn wir « mit ®,
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Wir eliminieren w aus (35) und (37).

(2pg^4 — 2-u/g) («gp(l — p) — w/pg) (w/(l — 2p) — 2pM(l — p)) (w/g(l —g)"^

Durch Ausmultiplizieren und Zusammenfassen erhält man

- — 2M. (38)

1—p —g p

Aus der Symmetrie folgt

_ (39)
1—p—g g

Damit haben wir zwei Gleichungen für m und ». Man beachte*

dass die linken Seiten bis aufs Vorzeichen übereinstimmen und class

die rechte von (38) nur von m, die von (39) nur von » abhängen. Also ist

S-m-M-*. <w
3 P

In diese Gleichungen setzen wir die gegebene Verteilung ein, be-

rechnen « und », dann aus (37) w und aus (34) die gesuchte Var G

Beispiel *3

A" ist die Verteilung des Beispiels 1.

/ e~", p l—e-", :/ e g e-",

M — e"(e~"—ate~") 1 — m,

B — e*(e-' —®e"*) »-1.
Damit erhält man aus (40) und (39)

»e~° îiV
— 2» -)- 2 — 2 — 2i<—

e"* 1 — e""

» 2 ;< -I
e"— 1

und
2 — »
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Drückt man mit dor ersten Gleichung w durch w aus, so erhält
man aus der zweiten Formel eine Gleichung für w. Die Wurzel liegt
ziemlich genau bei 1. Damit wird

u 2,582, p 0,6321, g 0,0756.

Setzt man diese Werte in (37) ein, so erhält man w 0,52, und
daraus n/iG Var Z 1,219, y 0,820.

7. Bestimmung des Mittels aus einem Quanti!

ist ^ p(l—p)- Var m -
zu minimalisieren, wobei p und / Funktionen von m sind. Für die

orinal- und die CauchyVerteilung erhält man p also den Median.
®r Wirkungsgrad dieser Abschätzungen beträgt

bei der NormalVerteilung: y 0,637,

bei der CauchyVerteilung: y 0,811.

Jedoch im Fall
1 in 0 rgi a: < ö + 1

0 sonst
/(a:,0)

^ird Var T im Median sogar maximal.

8. Symmetrische Verteilungen, /''(/.« +
Wir beschränken uns hier, wie schon erwähnt, auf symmetrische

ir bestimmen die Gleichungen für Zc 5 und erhalten durch Speziali-
Oeningen die optimalen Punkte für kleinere fc. Wir setzen

Ks — «j, » ^ («g 0 wegen der Symmetrie),

g(i;)=M,, /(tt)=/j /g, 0(»)=/« /«, A /„
*

65, c h, 64, d 6, 1 - 26 - 2c.
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So erhält die Varianzmatrix die Form

P

c"

p(l-p) p(l —5)

P(l —5) 5(1-9)

P

2

pg

pg

2

5

2

1

4

5

2

P

P9 p2

pg

p
2

Also wird

62

/2
Var m - 2p V + 4p | + 2p ~ + 2, *. + 3, + -6d

7Ä

9(1-5) p(l — 9)

p(i-g) p(i—P)/

cd

(41)

Weiter ist

und wir setzen

dp dg

dit ' d®

1 d*

(42)

— .9 >

d/
dît

dg
C/ und — —Bs.

d®

Die partiellen Ableitungen von (42) sind

m S 2/6® 4p6^0 4/6c 2/6d 2p6dC ^
ff2 ÖM /2 /2 /<y //t

^
//t

(2p(7—-/) J + (2 p C— 2/) - + (pC — /) f 0. (43)
/ 9 1«

rt S 4p6cD 2(/c2 4gc^D 2gcd 2gcdD
Var m ; - + ' + — -

/g g'2
'

g2 ^ ^
2p D 7 + (2gD-g)~ + (g-D-g)y 0.

/ y "•
(44)

n 6 4p6 4pc 2p(l — 46 —2c) 4gc 1 — 26 —2c g,
— — Var m - —I 1 - "
cF 36 f /g /Ä g/t 6*
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Wir zerlegen die Klammer im mittleren Glied in (1 — 26 — 2 e) — 26
und multiplizieren die Gleichung mit /jy/i. Somit erhält man

/) + 4g,(/ip_/g) — -(- jf(2p/i—/) y 0. (45)
/ 1/ ^

T-Varm-^ ^p6 *3" 2g(l-26—4c) 1 —26-2c
®

;V/ //;
•' ^ p/l

"

4p/(Ä —0) 7 + 4g/(Ä—0) - + /(20Ä—0) Y o. (46)
/ 0 "

Damit hat man vier homogene Gleichungen für 6//, c/p und d//t,
eren Lösungen durch ci 1—26 — 2c normiert werden. Setzen wir
10 Determinante der letzten drei Gleichungen null, so erhalten wir

nach einigen Vereinfachungen

2£(p-g) (1 — 2g) + (</-/) (1 — 2g) + 2(p-g) (g-Ä) 0.

Analog ergibt sich, wenn (44) weggelassen wird

(2p(7—/) (p—g) p(/—0).

Durch Kombination erhält man die Doppelgleichung

/ /— <7 A —g
2 C- ' ' P 2D- A. (47)

P p —0 T—2

Die optimalen Punkte für fe 2 erhalten wir, wenn wir 6

ünd c ^ — o setzen. Einzige unabhängige Variable ist m, und somit
ist nur (43) zu berücksichtigen. Man erhält

2p(7 /. (48)

Im Kall 7c 3 ist c 0, also cZ 1 — 26. Unabhängige Variable
smd m vmd 6. Wir erhalten aus (43) und (45)

6 6
_

— pC + /
_

— 2pA + /
/ 1 — 26 ~

2pC — / " 4p(A-/j ' ''

Aus dem zweiten Teil dieser Gleichung erhält man m, aus dein
ersten 6.

M
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Im Fall fc 4 ist d 0, und zwischen 5 und c bestellt die Be-

$ 5
ziehung & + c 1. Es ist also nicht Var m 0 und Var w =-

o i 2 P)j^ P)/>

zu setzen, sondern

(45), so ergibt sich

4p%—/) y [- 4Ä(£7p — g/) - + 2/i(pgf — r//) y 0.
/ ff fr

Mit (43) und (44) zusammen erhält man die Gleichung

6 (/
__

2/ —2pC <y — 2gD
___

r// — pr/ ^q)
/ 22p C — / 2pD -p(ff •/)

'

9. Anwendung auf die Normal- und die Cauchyverteihuig

Bei der iYomrdra'tedww/ ist

/ 9>(«)
'

e A gf p(«), 1/ 91(G)
'

0,3989,
[/Z7r [/zjr

00 00

p J p(a;) da:, g J p(a:) da:.
M ü

Wegen p' —« p ist C — m und D «.

Im Fall fc 2 erhält man für (48) die Lösung m 0,61, p 0,271,

/= 0,3312, was auf ?t/cG Var m 1,235, somit y 0,810 führt.

Für fc — 3 erhält man als Lösung von (49) m 0,98, p - - 0,1635,

/= 0,2468, 5= 0,296. Daraus erhält man w/o^ Var m 1,130'

somit y 0,885.

Im Fall fc 4 ergibt sich als Lösung von (50) m 1,25, « 0,385,

p 0,1056, g 0,3502, /= 0,1827, g 0,3705 und 5 0,191 •

Somit erhält man w/cr^ Var m 1,084, y 0,922.

Wenn fc=5 ist, so ergibt sich aus (47) m =1,45, « 0,66,

p 0,0735, g 0,2546, / 0,1394 und ;/ 0,3209.

Damit erhalten wir aus (45) und (46)

5 c d
: : 1,386:1,05:1.

/ 1/ fr

/ 0 9

U& — - - Var m 0. Subtrahiert man (46) von
Sc /
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Daraus ergibt sich & 0,132, c 0,231 und cZ — 0,274, und
mit (42) w/<H Var m 1,061, y 0,942.

Dei der Ca»c7tyDerZeiZw»y ist

1 11/ TT —, ff Ä — 0,3183.
?r(l + »®) ' »(l+fl®) TT

« _
* 1 2« 2v' _ arccotg », g — arccotg «, C —- D —^ TT 1 + IT 1 -f~ ^

Im Fall fc 2 erhält man für (48) die Lösung » 0,1796,
P — 0,4434, was auf

— Var m 2,332, also y 0,858 führt.
oF

Für 7c 3 hat (49) zwei Lösungen:

« 0,2541, 7; 0,4208, / 0,299, & 0,321 und

m - 3,938, p 0,07919, / 0,01928 und & —0,0207.

In beiden Fällen ist »/o^ Var w= 2,302, y 0,8686.

Da p im zweiten Punkt sehr klein ist, gilt die Voraussetzung des
Schnittes 2, dass »p gross ist, nur für sehr grosse ». Ich ziehe

Oeshalb den Punkt » 0,2541 vor.

Auch im Fall fc 4 erhalten wir zwei Lösungen von (50) : « 0,3,
® ~ "/'A und m î|, ® 0,213. Im ersten Punkt wird 5 0,23, im
^weiten & —0,03. Für die Varianz erhält man »/<r* Var m — 2,292
*0sp. 2,130. Hier ist also die zweite Lösung die bessere. Wir verwenden
«aber am vorteilhaftesten « f, « 0,213, p 0,0924, g 0,4331,

—0,03. So ist / 0,026286, g 0,30446 und n/u- Var m — 2,130,
y - 0,939.

Im Fall fc 5 setzen wir ;c — arccotg» und y arccotgu. Somit
wird p — ^ g — y/», / sin%/», y — sin^y/cr, (7=2 sin « cos aj
Und 7) — 2 sin y cos y.

Aus (47) erhalten wir

4 o.',, „ siiF;c shFy — siiF.-r 1— sin®y"1 œ cos .1:
• — 4 sin y cos y —

a: y — a: vr/2 — y

34
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Man sieht leicht, class mit g ti/2— « die linke Seite der

Gleichung mit der rechten übereinstimmt. Mit diesem Ansatz gewinnt

man die Beziehung
sitra; cos®« — sin®a:

4 sin a; cos rr —
a; ar/2 — 2a;

Die Lösung dieser Gleichung ist « — 17" 80'. Dies ergibt

p 0,0972, g |—p 0,4028, et 8,172, u 0,8158, / 0,0288,

g 0,2895 und /t 0,8188.

Aus (45) und (46) erhält man

bed
: : =—0,963:0,97:1.

/ flf Ä

Durch die Normierung erhält man

6 — 0,084, c 0,841, d 0,386.

Somit wird aus (42)

Yar m 2,115, y 0,946.
(7

10. Abschätzung der Streuung

Mit 7c 1 kann nur ein Parameter, das Mittel, abgeschätzt wer-
den. Bei grossem fc beschränken wir uns auf symmetrische m^, so class

bei ungeraden 7c das mittlere b( null ist.

Pür /{ 2 setzen wir, unter Berücksichtigung von (22) und (25),

b' 14 -, b{ — b'.' 2M
* *

Damit wird

ml 1 p(.)—p)
- Var s 2p (1 - p) 2/A ' ' ' '

-. 51
CT® 4«®/® ^ ^ 4m®/®

*
M®/®

^
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Im Fall /c 3 ist ^ l/(2w) und ^ — 0. (51) ist auch liier gültig.
Somit erhält man für die NormalVerteilung, fc 2

0,27 • 0,23
„ Var s ' 1— - 1,522, y 0,328

(0,61 • 0,3312)2
Tür die Cauchyverteilung, /c — 2

» 0,4434 • 0,0566
„ Var s 7,686, y 0,260" (0,1796 • 0,3182)2

I'üi' die Normal Verteilung, fc 3

v, 0,1635-0,3365
m, Var s ' 0,941, y 0,53
° (0,98 0,2468)2

Hür die Cauchyverteilung, fc 3 mit m 0,2541

0,4208-0,0792 „y Var s — 5,77, y 0346,
® (0,2541 • 0,299)2

mit « 3,938

" v 0,07919 • 0,42081 _ _

2 var s — 5,77, y 0,346.
^ (3,938 • 0,01928)2 '
Auch in bezug auf die Abschätzung der «Streuung» sind die beiden

ösungen gleich wirkungsvoll.
Im Fall fc 4 setzen wir

j.' w < v—w /*i — /' * ~ ~ 2*
M U

Der Fall & 5 verhält sich wie fc — 4, nur dass hier

— —5' A — 5g und 5g 0 ist.
m «

Damit erhält man

+ (r(i-s)-M)

tT(j[2

»-<*—) + VAV «w
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d
Aus Var s 0 erhält man

dt« (53)

2w(' '/)
_p

3(» •'/) \ _ '/(•"/) PÜfljL.
\ -M®/® M/W/ AG/* / Ü®5f® «/«/

Aus dieser Gleichung erhält man und dies ergibt, in (52) ein-

gesetzt, die gesuchte Varianz von s. Die numerischen Werte sind für die

Normalverteilung, fc — 4: t« 0,435

ft
Var s 0,7577, y 0,660

Normalverteilung, fc 5: w 0,37

ft
- Var s 0,6765, y 0,739
er

Cauchyverteilung, fc — 4: 'to 0,30

ft
- Var s 3,390, y 0,590
CT"

Cauchyverteilung, & 5: to 0,25

Var s 2,917, y 0,686.
ct*

Bis jetzt haben wir für die m und o die Werte aus Abschnitt 9

verwendet, also die optimalen Punkte für die Berechnung des Mittels.
Nun bestimmen wir noch für Zc 2 das beste « zur Berechnung der

Varianz. Diese Methode ist, wie bereits in Abschnitt 4 gezeigt wurde,

nur dann empfehlenswert, wenn das Mittel durch die Methode der

grössten Wahrscheinlichkeit berechnet wurde.

Wir leiten (51) nach tt ab. Dabei ist p' —/ und /' - — 6'/-
Es ist somit

« d ([ — 2p)/ 2p(J—p)(/ —uC/)
CT* du

*
/*/- »<»/»

(2p—[)/ 2p([-p)^i- -<?). (54)

Für die Normalverteilung erhält man die Lösung
ft

m 1,48, p 0,0694, Var s 0,7666, y 0,652.
CT*
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11. Zusammenstellung der Resultate

Abschätzung des Mittels einer NomaleerleiZw«/

1000

0,5
1 637

0,27 0,73

0,5 0,5 810

0,1635 0,5 0,8365

0,296 0,408 0,296 885
p. 0,1056 0,3502 0,6498 0,8944

0,191 0,309 0,309 0,191 922

0,0735 0,2546 0,5 0,7454 0,9265
0,132 0,231 0,274 0,231 0,132 942

Abschätzung dos «Mittels» einer tfaue/tperlet'bmf/

P. 0,5
6. 1 811
P. 0,4434 0,5566
fe.

P.
0,5 0,5 858

0,4208 0,5 0,5792
b]

0,321 0,358 0,321 869
P; 0,0924 0,4331 0,5669 0,9076
I). - 0,03 0,53 0,53 -0,03 939
P. 0,0972 0,4028 0,5 0,5972 0,9028

- 0,034 0,341 0,386 0,341 - 0,034 946

Abschätzung der Pirennwy einer ÀMrnwïfoertei/nw/. Die P^ sind
dieselben wie bei der entsprechenden Abschätzung dos Mittels.
2 6
CO

5

4 6

5 /;

Mit
2 A-

- 0,3480

- 0,2552

- 0,8197

-0,5102
-0,1688
-0,1970

0,8197

0,5102

0,1688

0,1970

0,3480

0,2552

« 1,48 (nur zur Berechnung der Streuung)

0,0694
0,3378

0,9306

0,3378

328

530

660

739

652
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Abschätzung der «Stewrij» ewer Caiic/ii/rerfeiiwif/
Ä 1000 y

'2 -2,784 2,784 260

8 -1,968 1,968 346

4 -0,09 -0,939 0,939 0,09 590

5 - 0,0788 - 0,7929 0,7929 0,0788 686

Abschätzung dos Ma/?sia&parameic?y>' A row F(.r) 1 —e
$

'
A

1 P 0,798
h 0,625 648

2 0,6321 0,9244
&< 0,52 0,1859 820

\ —

uon P(a;) 1 — I 1 + le *

Abschätzung des Ma/?stafrpa?'ameter,s A

a

A

P 0,7307
6 0,3861 644
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