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La génération d’une chaine de Markoff

Par E. Franckx, Bruxelles

I. Position du probléme

1. Résumé

Dans une note antérieure [1] nous avons mis en lumiére la relation
existant entre les échelles numériques et certaines chaines de Markoff
particuliéres que nous avons dénommées élémentaires.

D’une maniere plus préeise, nous avons constaté qu’a toute chaine
de Markoff d’ordrer, on pouvait adjoindre un nombre k < » de chaines
de Markoff élémentaires.

Le but de cette note est de montrer:

a ) comment les chaines de Markoff d’ordrer peuvent étre engendrées
par les chaines élémentaires,

b) que les chaines élémentaires sont irréductibles, en ce sens qu’'une
chaine élémentairene permet plusde définirun nouvel élément générateur.

2. Chaine de Markoff d’ordre r — Génération globale [2]

Rappelons briévement leg éléments de départ de la théorie classique.
Une chaine de Markoff comporte essentiellement:

10 Une suite de matrices {M"}, définie par:

Pis+ -+ P Pii - Py

M}.: p}Q"'piz Mn: p?Z"'p?2 (21)
Pir -+ Prr Piy -+ Py

ou py; indique la probabilité de passage de I'état E, & 'état E; en n

stades.

On a nécessairement quels que soient @ et n

S =1. 2,2)
i=1

10
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20 Une relation de composition
rh = 2,08 Py (2,3)

relation qui exprime que le systéme, aprés (n—1) stades, a néces-
sairement occupé un des états £, K, ... E, ... E,.

Cette relation de composition définit la génération globale de la
chaine de Markoff, car la relation matricielle:

Mn—l Ml = M" (2,4)
multiplication colonne par ligne, résulte directement de la relation
de composition (2,3).

Remarque: Théoriquement les pj; étant des probabilités représen-
tent des quantités non négatives.

Cependant toute la théorie développée est applicable, si les p;; de
la matrice M?! obéissent a la seule condition.

Spk=1, i=1,2...r,
j=1

(’est & ce point de vue que nous nous placons.

3. Génération par colonnes

I. Nous conviendrons:

a) de représenter une matrice quelconque d’ordre n, sous la forme
vectorielle: - o
M = [pl »Po - - p'r] ’ (3,1)

p, indiquant un point, dans l'espace & r dimensions, qui fixe les pro-
babilités de passage en n stades, & partir de 1'état F,;

b) de représenter de plus, la matrice d’ordre 1, sous la forme
colonne, c’est-a-dire: 3
1
Ly

Mt = . (3.2)

Ly

l; indiquant, un vecteur dont les coordonnées sont les éléments de la
ligne 4;



— 147 —

¢) moyennant cette convention la relation de composition (2,3) peut
se mettre sous la forme d’un produit scalaire:

Py =Pl (3,3)

avec , .
205 =207 = 1. (3.4)

j=1 i=1

II. 11 résulte de la notation I'isomorphisme:
pi 07 s P - D) (3,5)
par suite le vecteur p? est complétement déterminé, par la connaissance
de son antécédent pi™ et des r vecteurs de base: J; ... 1,.

En coneclusion, il est possible d’étudier la génération de la suite:

PIG wns TE <o (8,6)
en dehors des éléments des autres colonnes.

Sous cet angle, la suite de Markoff est complétement définie par
r suites du type (8,6), pour 1 = 1,2 ... r. La génération plus parti-
culiere, qui précéde, sera dénommée génédration par colomnes, et une
suite (3,6) une suite de colonnes.

Nous démontrerons que cette génération est complétement déter-
minée par une chaine élémentaire de Markoff (mais qui peut étre une
chaine dont la derniére colonne de la matrice M™ contient des élé-
ments négatifs).

II. Suite de colonnes et chaine élémentaire adjointe

4. Base d’une suite de colonnes

a) Les différents vecteurs p7 appartiennent & 'espace & » dimen-
sions, il en résulte qu’a partir d’un indice k1< 741 on tombe
nécessairement sur un vecteur pit?!, qui est linéairement dépendant de

ses antécédents, qui eux-méme constituent un ensemble de & vecteurs:
~ k-1 =
pipi .- Py (4,1)
linéairement indépendants. Nous exprimons aussi simplement le fait

que la suite {p?} définit une multiplicité linéaire de dimension au plus
égale & r.
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On aura par hypothese:
P =apit ..+ (4,2)
b) d’autre part (4,2) donne:

k1

P uzj:Q'l_ﬁ]:_zj—l—' +€'Zh§§'-zj’
et d’aprés (3,3) et (3,4)
k42

Py = & P?{H + o T P?,-,
de cette formule, on déduit un double résultat:

10 en sommant par rapport & §, on obtient:
l=¢g+ ¢+ . +&; (4.4)

20 et puisque cette relation est vraie quel que soit 7, on en déduit
la relation vectorielle.

Pt =gt . g0 (4,5)

ce qui prouve que la relation (4,2) est vraie quand on passe de
k+14a k-4 2, elle est générale par induction, et on obtient la
relation récurrente,

Pi=apit . gt
relation qui prouve: la suite de colonne p; est engendrée par une
échelle vectorielle [1]. Remarquons que les nombres ¢; ... g, ne
sont pas nécessairement non négatifs.

c¢) La relation (4,5) indique que tout vecteur dépend linéairement
des n vecteurs qui le précédent dans la suite, on en déduit de proche
en proche que p? dépend linéairement des k premiers vecteurs:
% ... pt (4,1) et par suite cet ensemble (4,1) constitue une base de la
suite on pourra écrire:

PP = 2 pi + 2P + .+ 2k (4,6)

T... a2} étant les coordonnées du vecteur p} dans la base choisie.

2y

5. Tableau des coordonnées et sa génération

a) En vertu de I'existence de la base, la suite des colonnes est
complétement définie si on connalt le tableau des coordonnées,



& k lignes infinies:

100 ...0 s wws D
0 Qx-1 Ly y (4,7)
O 2 & wes X Qi -

ou les éléments de la colonne d’ordre n, donnent les coordonnées de p’.
Les k premiéres colonnes résultant du fait que les k premiers vecteurs
sont linéairement indépendants (base de la multiplicité).

La (k4 1) colonne résulte de la relation (4,2).

b) Chacune de ses lignes est une solution particuliére d'une méme
échelle numeérique.

Enremplacant dans (4,5) des différents vecteurs, pour leur expression
dans la base (4,6), on obtient immédiatement:

of = ot F g A gl
: (4,8)
W= + G+ ey
ce qui démontre la propriété: Remarquons en outre qu’il résulte de (4,8)
k
o= 1.
=1

)

6. Chaine de Markoff élémentaire adjointe

a) Considérons la chaine de Markoff, dite élémentasre, définie par:

—0 0 ... 0 g 7
10 0 ¢y
M=] 0 1 (4,9)
b 0 ¢a
0 0 1 ¢ A

6t ou la derniére colonne peut éventuellement comporter des éléments
négatifs, mais



b) Théoréme de base.

La matrice d’ordre m, de la chaine est:

n+1 n+2 n+k
Zy, Z; cee Iy
M=1. .. . . ... . 1. (4’10)
$?+1 m?+2 £U¥+k

En effet, le théoréme est vrai pour n =1, en vertu du (4,9) s'1l
est vral par n, en vertu de la méthode globale (2,4)

MY — M MY
g nt1 o nt2 N4k — i -
= T e, &y " s O 0 0...0p,
10 D P
0 1 -
I I et I S V0 1p,
_n+2 n4+-k n4-1 n-t2 n-+k
= [ % T L Pe % T Pea e TP T
£ (4,11)
7-+2 n-+k n-+1 ' n-tk
B s BT By T T s s e D1y

ce qui démontre le théoreme, en vertu de (4,8).

¢) On déduit du théoréme de base que le tableau des coordonnées
est complétement engendré par la chalne de Markoff élémentaire;
la génération par colonnes est conditionnée par une chaine de Markoff
élémentavre d'un ordre k au plus égal d r.

Par conséquent, la génération compléte de la chalne de Markoff
peut étre obtenue en considérant r chaines élémentasres aw plus, dont
Uordre est aw plus égal a r; car il est possible qu'une méme chaine
puisse définir plusieurs suites de colonnes; on en verra un exemple
au paragraphe suivant.

I11. Les chaines élémentaires
7. Pour terminer cette étude de décomposition d'une chaine de
Markoff, il est nécessaire de prouver une propriété complémentaire.
Théoréme d’wrréductibilité:
Les chaines élémentaires sont srréductables ou indécomposables,
au sens de la méthode précédente.
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En effet, pour une chaine élémentaire donnée on a les deux
propriétés:

a) Les différentes suites de colonnes d'une chaine de Markoff élé-
mentarre sont engendrées par une seule et méme échelle vectorielle élé-

mentarre.
Cette propriété résulte directement du théoréme de base, car en
comparant (4,10) et (4,11), on a identiquement:

Py =P, (5,1)
d’ou de proche en proche:

D =Pl = ... =pt (5,2)

La suite {p}} définit automatiquement toutes les autres suites de
colonnes, par conséquent une seule chalne élémentaire est adjointe &
I'ensemble des suites.

b) La chaine élémentarre qui définit la suite {p}} sidentifie avec
la chaine élémentarre donnée.

En d’autres termes wune chaine élémentaire est son auto-adjointe,
ce qui justifie son irréductibilité.

La démonstration résulte du fait que, d’aprés le méme théoreme
de base, le k premiers vecteurs de la suite p} sont précisément les k
colonnes de la matrice M1 (4,9), qui caractérise la chaine élémentaire
genératrice de la suite p} avec la chaine donnée.

Les propriétés a) et b) ci-dessus démontrent le théoreme d'irré-
ductibilité.
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