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Über die Orthogonalpolynome

Yon jff. Kreis, Winterthur

Die Entwicklung einer Punktion nach Orthogonalpolynomen wird
durch zwei charakteristische Eigenschaften ausgezeichnet:

1. bei gegebener Gradzahl liefert sie die Miminalsumme der quadratischen

Abweichungen der ausgeglichenen von den ursprünglichen
Werten;

2. bei wachsender Gradzahl der herangezogenen Orthogonalpolynome
nimmt diese Summe der Fehlerquadrate monoton gegen 0 ab.

Die vorliegende Mitteilung untersucht allgemein diese hei der

Ausgleichung von Beobachtungswerten sich aufdrängenden Punktionen und
bringt in Zusammenhang damit einen Beweis für eine von Tchebycheff
angegebene Formel.

Die den beliebigen Abszissen x1, x2, xn zugeordneten
Orthogonalpolynome werden durch folgende Bedingungsgleichungen definiert:

0, (1)

Ps(x) bedeutet ein Polynom vom s. Grad, das in der Normalform fol-
gendermassen geschrieben werden kann:

Ps(x) Xs + as_j aW1 + -f a0.

Die Summation erstreckt sich über die n Abszissen aq bis xn; die

Gleichungen (1) gelten für alle Zahlenpaare hy^k.

Der Definition zufolge hat man insbesondere:

a) PQ(x) x° 1, 2fPoO) n N0;

b) ^>}Pk(x) 0 j für k yt 0;

c) xhPk{x) 0, für h<Ck.
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Hieraus folgt: .A
/' xi

pi(x) ® »

und falls n > 1, ist die Norm

N1 XxP!(x) XxxPi(x)

von Null verschieden, da sonst die lineare Gleichung Pt(x) 0, n >1
verschiedene Wurzeln x1,x2, xn hätte.

Das Polynom P2(x) kann aus der Gleichung

x2 P2(x) + A1P1(x) + A0P0(x)

ermittelt werden, in der A0 und Ax durch die Bedingungsgleichungen

AoNo !>}x2po(x)>

ÄiNi
bestimmt werden. Das so definierte Polynom P2 erfüllt die Ortho-
gonalitätsbedingungen (1), und falls n >2, ist die Norm

Nn y^pi(x) y*x2pjX)
nicht Null.

2 ^ 2W ^ 2W

Werden auf diese Weise die Polynome P3,P4 und die zugehörigen
Normen N3,Ni nach und nach ermittelt, so gelangt man schliesslich

zum Polynom Pn(x), das mit dem Produkt

P*(x) (X — Xj) (x — x2) (x xj
identisch ist. Denn in der Entwicklung

Pn(X) Pn(X) + An-lPn-l + • • • + AoPo(x)
hat man

Ai Ni y* P*(x) Piix) 0
> für 0 < i < n — 1,

also Ai 0. Folglich sindPB(cc) und P*(x) identisch gleich und die Norm

Nn ^ypi{x) ypt\x)
verschwindet.

Durch das beliebige Abszissensystem xx,x2 xn wird infolgedessen
ein System von Polynomen, das den Orthogonalbedingungen (1) genügt,
eindeutig definiert.
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Fuhrt man eine neue Variable z x — m, m beliebig, ein und setzt

ps(x) Ps(z + m)~ Qs(z),

so erfüllen die Polynome Qs(z) ebenfalls die Bedingungen (1). Die beiden

Koordinatensysteme (x{) und (zt) sind sowohl in bezug auf die
Polynomauswertungen als auch in bezug auf die Normen äquivalent. Fur jeden
Index s ist nämlich ^Ps(X,) G,W

n n

l l

Zahlenbeispiel: 1. x — 1, 2, 4, 5.

p0O) l
P^x) x — 3

Pz(x) x2 — &x + 6,5

P3(x) xs — 9 a;2-[-28,6 a; — 16,8

P4(x) (x — 1) (x — 2) (x — 4) (x — 5)

2. m — 'i:z=x— 3 — —2,—1,1,2.

&(*) 1

Qi{z) 2

Q2(z) z2 — 2,5

Qs(z) 3,4^

Qi(z) (z2-l)(z2-4)
X 2 Po — Qo Pi — Qi p2 <;?2 P3 — Q3 p*

1 -2 1 -2 1,5 -1,2 0

2 -1 1 -1 -1,5 2,4 0

4 1 1 1 -1,5 -2,4 0

5 2 1 2 1,5 1,2 0

o II % II 10; N2 1; V3 14,4; V4 0.

Bilden die Abszissen x{ die naturliche Zahlenreihe 1,2, n und
1 + n

wird in gewählt, so bilden die 2-Werte eine arithmetische
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n — 1

symmetrische Folge mit dem Anfangsglied z1 und dem
j 2

w — 1
Schlussglied zn Da die Argumente z paarweise entgegen-

2

gesetzt gleich sind, erfüllen die beiden Polynome Qs(z) und (— 1)SQS(— z)

die Orthogonalitätsbedingungen (1), und da die Koeffizienten von zs,

nämlich 1 und (— l)2s, gleich sind, hat man

Für ein gerades s folgt hieraus

G.(-s) Qs(Z)

und fur ein ungerades s _-Q.(~z) &(*)
D. h. das Orthogonalpolynom Qs(z) ist eine gerade oder ungerade
Funktion von z, je nachdem der Grad s desselben eine gerade oder
eine ungerade Zahl ist.

Zwischen drei aufeinanderfolgenden Polynomen Qs(z) besteht
folgende Beziehung:

2 G,(«) — Qs-i(z) (2)
S—1

Um diese Kelation zu beweisen, denken wir uns das Produkt
zQs(z) nach Orthogonalpolynomen entwickelt:

ZQS(Z) Qs+i(z) + ^s-i$s-i(2) • • • + d-oQo(z) •

Der allgemeine Koeffizient Ai fur i 0 bis s —2 wird erhalten durch
Multiplikation mit z% und Summation; es ergibt sich

%z^Qs(z) AiNt,
da i 1 < s ist, verschwindet die Summe auf der linken Seite, also

A, 0. Multipliziert man aber die Gleichung mit äs_1 und summiert,
"°ethä"

s*-e.w
also

Ns A^N^,
somit

As_i Ns :KS_1.

Hieraus resultiert die Eekursionsformel

Ns~x Qs+i(z) -Wj-i zQs(z) NsQs_1(z). (3)

4
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Für die Norm Ns besteht die noch zu beweisende allgemeine
Beziehung: Ii/ \W=iPL" + 1. (4)

/2s\ *28 + 1' W

Durch Einsetzung geht die Formel (2) in die eingangs erwähnte Formel
von Tchebycheff über

g2 (ryfli g2\

Q.+M -~T(Ä7^TfQs-l{z)-

Zur Begründung der Formel (4) formen wir die rechte Seite der
Definitionsgleichung N

um, indem wir die Summen der geraden Potenzen der Zahlen zi,
Z24, einführen. Ns lässt sich folgendermassen darstellen

N, Z2s + &2S-2 ^2S-2 + " " + ^2/ >

wobei 2r gleich s oder s 1, je nachdem s eine gerade oder ungerade
Zahl bedeutet.

Durch partielle Differentiation der erzeugenden Funktion

F(t;m) e~mt + e~mt + i + + emt

m — —) nach t, findet man

82k F(t;m)
h?>Z2k FW ' für f 0.

Summiert man die geometrische Folge rechts, so wird

7* ~7<
e — e

F(t;m) —-t -j- E(t;n).
eT-e 7

Es ist somit auch
82kE(t;n)

Z2k öi > für f 0.2h dt2k

Da E(t;n) E(—t;n), eine gerade Funktion von t ist, gilt folgende
Entwicklung nach Potenzen von f2:

E(t;n) A0(n) + A2{n) \!2 + A^n) f4 +



— 51 —

Aus E(t; — ri) —E(t;n), ergibt sich ferner

Ä2k(~n) -Ä2k(n)>

d. h. die Koeffizienten A2k sind ungerade Funktionen von n.
Für n — 1 wird

©o

E(t; 1) 1 ~%A2k(l)?k,

folglich
0

^o(l) 1; für fc >0.
Für n — 1 findet man analog aus

oo

E(t;-l)=-l %ASk{-l)P,
0

Ag( 1) 1; A2k(-l) — 0, für fc> 0.

Zweimalige Differentiation von

e2 —e
2

— -w -J 0
e — e

nach w. ergibt
j2 CO CO

X 2f i2,c S A"^n)fk
4 0 0

Die Koeffizientenvergleichung liefert folgende Delation

A2k(n) T A2k-2(n) •

Zweimalige Integration von A2k(n) nach n liefert ein Polynom, in
dem die beiden Glieder pn + q noch unbestimmte Koeffizienten haben.
A2k(0) führt auf q 0 und A2k+2{1) — 0 gestattet, p zu bestimmen.

Die ersten Koeffizienten lauten

A0 n

n3 — n
A,2

6

3 n5 —10nZjrln
4

ar

3-5!
3 n7 — 21 n5 -J- 49 n3 — 31 n

6 3-7!
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Die Polynome A2k+2(w) besitzen die Nullstellen —1, 0, +1 und
lassen sich auf folgende Form bringen

^»+2(») (" ^ X) Un*)'

wobei fk(n2) ein Polynom von n2 vom k. Grad bezeichnet. Z. B.

_ /» + 1\ 3w2-7
4 l 3 / 60

/n\\\ 6n4 — 36n2 + 62
A* 1 x

3 / 7!

Die Potenzsummen Z2k lassen sich demnach wie folgt darstellen:

Z2,= + k> 0.

Z. B.

wer
z.

n -+ 1\ 3w2 — 7

4 ^ Q ' 40

/w + l\ 3# —18?i2 + 31
6 1 Q / 224

Die Normen JVS erhalten fur s>0 dieselbe Form wie die Summen

Z2, Zi so dass geschrieben werden kann

N, (wj"1) s>°- (5)

Wählt man Qs(z) wobei Bp(z) irgendein Polynom vom
Grad p bedeutet, so genügt diese besondere Funktion Qs(z) den

Orthogonalbedingungen (1), verschwindet aber fur alle Werte z%, über welche
summiert wird, so dass auch N verschwindet.
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Betrachtet man in der Gleichung (5) s als feste und n als
veränderliche Zahl, so verschwindet Ns fur n 1,2, s, so dass die
rechte Seite der Gleichung (5) die Form haben muss:

N$ Csn(n2 — 1) (n2 — 4) (w2 — s2)

oder kurzer
' n + s '

N° c* \2s + ir
Fur n s 2s + 1, also m=s + 1, ist die Konstante Cs Ns.
Die Glieder des entwickelten Binoms (1 — l)s liefern bis auf einen
konstanten Faktor A einen solchen Spezialfall. Die s -j- 1-Werte

1ps(h) A(-l)1"1 (^j). f l, 2, ...s +

genugen den Orthogonalbedingungen (1); denn

2psM * A1} (-l)-1 J i« A A* (i*).

Diese Differenz der s. Ordnung der Funktion vom k. Grad ik
verschwindet aber, falls k 0,1, (s — 1) ist.

Der konstante Faktor A wird erhalten, indem Ns auf zwei
verschiedene Arten ausgewertet wird. Es ist

S+l S+1
Q

P NS ^\P^) A^ _1 1

Die Summe auf der rechten Seite stimmt uberein mit dem
Koeffizienten von ts in der Entwicklung von (1 + l)2s, also

2- Ns A(-iys\,

wie man durch s-malige Differentiation des Produktes

(1 - el)s (-l)s ts + As+, ts+1 +
fur t 0 erkennt.
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Die Gleichsetzung der beiden Ausdrücke für Ns ergibt

.4 <-!)•.!: f;),
und hieraus folgt die behauptete Formel

s! s! / n 4- sN= 1 1

2s\ \2s + 1/'

die auch fur s 0 gilt, wenn, wie üblich, unter dem Symbol 0! die

Zahl 1 verstanden wird, nämlich N0 n.

Pareto [1] hat eine Zusammenstellung der Polynome Qs(z) und
f tfy j ^ \

Ps(x) =Qsix —j für s 1 bis 8 publiziert und ausserdem

die Auswertungen derselben für die positiven Werte der Argumente z

für die Gliederzahlen n 4 bis n 25 tabelliert.

Die ersten Orthogonalpolynome heissen:

Qo(z) 1

Qi{z) z

n2 —1
Qt(z) 22 -

QM =z3 —

Qi(z) zi —

12

3w2 — 7
2

20

3n2 —13 3 (n2 — 1) (ft2— 9)

14 560

5 ft2 — 35 15ft4 — 230 ft2 + 407
QJz) 2s — 2 -| 2.Y5V ' 18 1008

Gegeben sei eine auszugleichende Folge von Beobachtungswerten

%, u2, un. Mit Hilfe der Orthogonalpolynome Ps{x) lässt sich die
Zahlenreihe analytisch folgendermassen genau darstellen

ux A0P0(x) + + • • • + ^-n^iPn-i{x)> (®)
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oder, wenn die Momente der Punktion ux eingeführt werden,

Mo y*uxPo(x) AoNo

Mt ^xu^x) AtNt

Mn-1 l>*uxPn_,{x)

M0 n M, ^ Mn 1

"•-wA^ + tF'ix) + --+^AP"(x)-
Beschränkt man sich auf die k ersten Glieder der Entwicklung (6),

so ist der begangene Fehler gleich der Summe der vernachlässigten
Glieder

AkPliX) + • • • + An-lPn-l(X) '

so dass die Summe der Fehlerquadrate beträgt

AlN.+ .-.+Al^^F,.
Irgendeine Ersatzfunktion ebenfalls (n — 1). Grades fur ux, etwa

Ao Po(x) + • • • H~ Ak-1 Pk-l(X)

bedingt folgende Abweichung von ux:

(A0 — A*) P0 + + (Ai._1 — A*_t) Pk_x + Ak Pk + + An_± Pn_t.

Die Summe F* der Fehlerquadrate setzt sich aus Fk und den folgenden
Ausdrucken zusammen:

(A0-At)*N0 ++ (A^-AtJ'N^,
und da mindestens eine der Klammern nicht verschwindet, ist die
Summe Fk kleiner als F*.

Unter allen Ersatzfunktionen (k — 1). Grades fur ux, bedingt das

aus den Momenten M0, M1, gebildete Polynom

^Po{x) + ...+^±Pk_lix)
iY0 /c—1

die kleinste Summe der Fehlerquadrate.
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Den aufeinanderfolgenden Ausgleichungspolynomen entsprechend

Mo_

N0

Mr, Mr

ir.+T,:
Mr, Mr Mn r

X+Tr'W + -+t?"W
sind diese Minimalsummen

Ft> F2> F3> > Fn_2> Fn_, > 0.

Die Gleichheit Fk Fk+1 bedeutet, dass die Summe der Momente

Mk Null ist.
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