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Beitréige zur Ausgleichung von Massen-~
erscheinungen nach der Methode von King.

Von Dr. Johanna Simonett.

Einleitung.

Die unmittelbaren Ergebnisse einer statistischen
Messung bieten in ihrer Zusammenstellung meistens
nicht ein befriedigendes Bild, denn die graphisch auf-
getragenen Daten fithren in der Regel zu einer mehr-
fach gebrochenen Linie, wihrend man erwartete, dass
sich durch die Iindpunkte derselben eine glatte Kurve
legen lagse. Die Griinde dafiir, dass dies nicht so ist,
sind die zufélligen Ifehler, die jeder empirischen Be-
stimmung einer Grosse anhaften, sowie Storungen des
normalen Verlaufes der Frscheinung. s wird nun ange-
nommen, dass diese Abweichungen mit zunehmender
Beobachtungszahl abnehmen und bei unendlich grosser
Beobachtungszahl sogar verschwinden und sich somib
ein regulirer Verlauf ergeben wiirde. Diese Annahme
beruht auf der Uberlegung: die Natur macht keine
Spriinge.

Mittels der Ausgleichung wiinscht man nun die
unregelmiissige Reihe der Beobachtungsdaten durch
eine regelmiissige glatte Zahlenreihe zu ersetzen, die
natiirlich den beobachteten Werten méglichst gut folgen
soll. Auf diese Weise werden die durch die Beobachtung
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gewonnenen Werte auch fiir praktische Zwecke besser
verwendbar gemacht. Denn es wird z. B. die Richtig-
keit komplizierter Rechnungen besser {ibersehen, wenn
man die Rechnungsresultate an dem regelmiissigen
Verlauf der Differenzen kontrollieren kann.

Das graphische Ausgleichsverfahren ergibt sich
leicht aus der graphischen Darstellung der Beobachtungs-
daten, die erkennen lisst, inwieweit sich die einzelnen
Werte dem allgemeinen Zuge anpassen oder von ihm
abweichen. Hier sind besonders die Arbeiten von
Sprague 1) iiber die graphische Ausgleichung zu er-
withnen.

Der Wunsch, die Endresultate so regelmiigsig zu
gestalten, als ob sie aus einem analytischen Gesetz her-
‘vorgegangen wiren, fithrt zur analytischen Ausgleichungs-
methode. Die Tfunktion, nach der die beobachtete Er-
scheinung verliuft, ist im allgemeinen nicht von vorn-
herein bekannt, und in der Regel muss eine hypothetisch
angenommene analytische Funktion der Beobachtungs-
reihe angepasst werden. Dies geschieht z. B. bei der
Uberlebensordnung Erwachsener durch die Makehamsche
Tunktion.

Die mechanischen Methoden gehen von der Uber-
legung aus, dass die Storung eines Hinzelwertes einer
Beobachtungsreihe sich auch in den beiderseits benach-
barten Werten bemerkbar mache. Indem man an der
Bestimmung eines Finzelwertes auch die Nachbarwerte
mitwirken ligst, erwartet man einen Ausgleich der zu-
filligen Stérungen und eine grossere Regelmiissigkeit
der Wertereihe. Die ausgeglichenen Resultate werden
dann allerdings nicht so glatt verlaufen, wie wenn sie
nach einem analytischen Gesetz ausgeglichen sind.

1) Literaturnachweise siehe Seite 142,
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In der vorliegenden Arbeit wird nach einer Ubersicht
diber die mechanischen Methoden wnsbesondere die I(ingsche
Ausgleschungsmethode behandelt und dabei auf die Unter-
suchungen von Karup iiber die Interpolation durch
Korrektion der letzten Differenzenreihe hingewiesen,
die fiir die Berechnungen von Vorteil sind. Ierner soll
die Anwendbarkeit der Methode von King an ewnaigen Aus-
glewchungsergebnissen erwiesen werden.

IMir eine strenge Ausgleichung sollten Gewichte ein-
gefiihrt werden, die man am besten proportional der
Anzahl der beobachteten Grissen bei jedem Wert der
unabhéngigen Variablen wiihlt. Ohne Gewichte ist
aber die Rechnung wesentlich einfacher und sie werden
deshalb meistens weggelassen, da sie ohnedies fiir nicht
zu welb entfernte Glieder einer Beobachtungsreihe kaum
verschieden sind.

Ist eine Ausgleichung durchgefiihrt worden, so
sollte daneben die durch die Beobachtung erhaltene
Zahlenreihe auf alle Fille aufbewahrt werden, da sie
allein den wirklichen Verlauf im Beobachtungszeitraum
darstellt. Sie dient auch als Grundlage fiir Unter-
suchungen, deren Aufgabe das Auffinden von Unregel-
miisgigkeiten ist, die in der Natur der Irscheinung
liegen. Wir diirfen bei aller begriindeten Ausgleichung
eben nie iibersehen, dags im Finzelfalle die Beobachtung
selbst den wahrscheinlichsten Wert ergibt. An dieser
Tatsache «kann nichts geiindert werden», wie . Schaert-
lin 2) sehr richtig bemerkt.



I. Die mechanischen Ausgleichungsmethoden.
§ 1. Allgemeines.
Theoretischer Fehler. Ausgleichskoetfizient.

1. Die wverschiedenen mechanischen Methoden
wurden hauptsichlich von den Englindern aus der
Praxis heraus entwickelt. In Deutschland besteht da-
gegen eine reiche Literatur iiber die Zweckmissigkeit
dergelben.

Mechanisch ausgleichen heisst, die einzelnen Glieder
y, einer Beobachtungsreihe durch Mittelwerte aus dem
auszugleichenden Glied und den ihm benachbarten zu
‘ergetzen, wobel nach einem festen Gesetz verfahren
wird. Fine mechanische Formel kann folgendermassen
dargestellt werden :

k=n
A(y) =D @y Yor (@)

b=—m

A bedeutet dabei dag Symbol der Operation. Gewohn-
lich ist m = n und @, = a_y, d.h. die Koeffizienten der
links und rechts vom auszugleichenden Wert gleich-
weit entfernten Glieder sind gleich, und die Formel wird
damit symmetrisch. Wird nun der unausgeglichene
Wert y, zerlogt in ¥, -+ &, wo ¥, den unbekannten
wahren Wert und ¢, den Fehler von y, bedeutet, dann
ist, unter Beriicksichtigung von («):

Soll 4 eine Ausgleichsoperation darstellen, dann muss
A(y,) = vy, sein, d. h. der wahre Wert muss ungeiindert
bleiben.
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Nimmt man an, y,,, konne nach Taylor entwickelt
werden, d. h.
ooy —7 kz "
Yori = Yo+ Yo+ 57 ¥+ -

dann 1gt

n
4 (y,) :Z e Y1
k=—n
= Y <
Yy 2o, +y. ke ...+ o 2K a4+ ...

I

Soll nun y, reproduziert werden, so fordert dies:
2a,=1 und 2k a =0 fir =1, 2,8, ...

Die Anzahl der Koeffizienten a,ist aber beschrinkt, und
die Bedingungen konnen deshalb nur fiir einen begrenzten
Wert von » erfiillt sein, d. h. dass im allgemeinen nur
ganze rationale unktionen durch mechanische Opera-
tionen genau wiedergegeben werden und die andern nur
insofern, als sie durch solche angeniihert dargestellt
werden konnen.

Die Koeffizienten q, sind nun so zu wihlen, dass
durch 4 bestimmte Kurven, Parabeln irgend eines vor-
geschriebenen Grades, reproduziert werden. Daneben
sollte auch die Quadratsumme der Differenzen zwischen
beobachteten und ausgeglichenen Werten ein Minimum
werden, Diese zweite Bedingung wird aber von den
meisten Methoden nur mit grosserer oder geringerer
Niitherung erfillt.

2. Der sogenannte theoretische I'ehler einer mecha-
nischen Formel wird durch die ersten vernachlissigten
Differentialquotienten mit den entsprechenden Koeffi-
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zienten angegeben. Bedeutet y den beobachteten, '
den ausgeglichenen Wert und y, das Zentralglied, so
lautet die mechanische Tormel:

Yo =G0 Yot Gy i+ D yst oo (1)
oder auch muy, = ay, +by, 4+ ¢ys | ...

wenn allgemein y;, fiir (y,., -+ Y.y) gesetzt wird.

Zur Betrachtung des theoretischen Iehlers ent-
wickelt man am besten p, nach Taylor und erhilt:
4

K Je
YW —

(V1)
12 360% T

Vi = Yot T Yoor = 2 + K2+
Alle ungeraden Differentialquotienten verschwinden
also und durch Fingetzen in (1) ergeben sich die Koeffi-
zienten der vernachligsigten Differentialquotienten. Mg
ist iiblich, die Entwicklung nur bis zum 6. Differential-
quotienten durchzufithren.

3. Die Untersuchung der Wirkung der Ausgleichs-
operation auf die Fehler ¢, zeigt, dass der Fehler A(e,)
von 4 (y,) als lineare Verbindung der Iehler der Be-
obachtungswerte in der Umgebung von g, erscheint:

n

A (e,) =Z Ay 8y g

k=—n

d. h. also, dass durch die mechanische Ausgleichung die
Tehler auf die Nachbarbeobachtungen verteilt werden.
Es muss nun von A verlangt werden, dass durch die
Anwendung der Operation die Fehler so weit als moglich
reduziert werden und die bleibenden Fehler eine kon-
tinuierliche Folge bilden.

Die Frgebnisse einer Ausgleichsformel werden um so
regelmiissiger ausfallen, je mehr Beobachtungen sie um-
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fasst, jedoch ist die Zahl der Glieder nicht allein aus-
schlaggebend. Man kann gich auf Grund der Kenntnis
der Koeffizienten ein Urteil bilden, ob eine Formel
starker oder weniger stark glittet als eine andere. Am
besten wird, unter sonst gleichen Umsténden, eine 'ormel
ausgleichen, in welcher die Koeffizienten eine wenig
gekrimmte, im Auf- und Absteigen fast geradlinige
Kurve darstellen, die an den Punkten, wo Windungen
unvermeidlich sind, moglichst flach verliuft. Da im
Verlauf der Rechnung jede Beobachtung sukzessive
alle Koeffizienten als Faktor erhilt, wird eine Unregel-
miigsigkeit offenbar um so weniger reproduziert, je all-
mihlicher sie in die Rechnung eintritt und je gleich-
missiger sie iber eine grossere Strecke verteilt wird.
Auf diesen Zusammenhang weisen neben I{arup %) auch
die Englinder Hardy ®), Higham ®), Lidstone?) und
Spencer 8) hin. Die Formel von Woolhouse ) liefert des-
halbnicht regelmiigsige Resultate, weil sie <hochschultrig»
ist, wodurch die Beobachtungen mit rasch wechselndem
Gewicht in die Rechnung treten.

Jo glatter die Koeffizienten verlaufen, desto
kleiner werden auch die Unregelmiissigkeiten in ihren
Differenzen sein. Als Ausgleichungskoeffizient bezeichnet
man nun das Verhiltnis der Quadratwurzel der Summe
der Quadrate der 3. Differenzen der Koeffizienten zu

V20, d. h. der Quadratwurzel der Summe der Quadrate
der 3. Differenzen (1, — 8, 3, — 1) der Kinheit, also dem
Koeffizienten des unausgeglichenen Wertes:

V2 (4° a)*
V20

Fr kann als Mass betrachtet werden, in dem Fehler in
den 8. Differenzen, wenn die 4. Differenzen als ver-

AR = @)
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schwindend klein angenommen werden, durch Anwen-
dung der Ausgleichsformel reduziert werden. Die Aus-
gleichungskraft wichst demnach mit zunehmender
Reduktion der Ausgleichungskoeffizienten. Kin Ver-
gleich der verschiedenen mechanischen Formeln zeigt,
dags mit der Zunahme des Ausgleichungskoeffizienten
auch der theoretische Fehler zunimmt,

4. Die meisten mechanischen Ausgleichungstormeln
werden mit der Differenzenrechnung abgeleitet und des-
halb seien hier die wichtigsten Beziehungen zwischen den
aufsteigenden Differenzen 4 erwihnt.

Es 1st:
4 Yo = Ypp1 — Ys
A2y, =AY, —Ad Y= Yo —2 Yo + Yy

----------------------------------------

und allgemein

(]

" n n
4 Yo = ysc—He —<1> ym+n—1 'I" (2) Yopn—o = _!‘ (— 1) Y (3)

Ein beliebiger Wert y kann dann mit einem Ausgangs-
wert und den entsprechenden Differenzen dargestellt
werden, z. B.

n

n
Yorn = Yo+ 0 d Yy + @Azyw + oo+ (n> A"y, (4)

oder auch

Ay, t{—m) A2y, t({E—m)(E—2m) 43y,
= ¢
Yor L= Ve * m 2 m? 2-3 m3

+... 4a)

5. Die Ausgleichung einer Reihe von Werten kann
statt an diesen selbst an ihren Verhéltnissen vollzogen
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werden (Ausgleichung mittels Faktoren) oder auch an
ithren Togarithmen, da sich dadurch regelmiissigere
Resultate ergeben.

§ 2. Uberpriifung der Ausgleichung.

Die Giite einer Ausgleichung wird durch die Glitte
der erhaltenen Wertereihe und den Anschluss an die
Beobachtungsdaten beurteilt.

1. Bei Anwendung der analytischen Ausgleichung
wird die Glitte ohne weiteres angenommen. Sonst aber
wird verlangt, dass die 8. Differenzen der ausgeglichenen
Werte klein sind oder dann einem bestimmten Gesetz
folgen. Zum Vergleich von zwei verschiedenen Aus-
gleichungen derselben Reihe wiinscht man aber doch
meistens ein numerisches Mass und bestimmt deshalb
die Summe der Quadrate der 8. Differenzen:

% (43 )

2. Um nachzupriifen, ob die ausgeglichenen Daten
den beobachteten gut folgen, berechnet man ihre Diffe-
renzen oder Abweichungen und verlangt: 1. Die Gesamt-
summe der Abweichungen soll moglichst klein sein, da-
mit die Summe der ausgeglichenen Resultate mit der
Summe der beobachteten Daten fast iibereinstimmt.
Dieg heisst mit andern Worten, dass die positiven und
negativen Abweichungen gleich seirz sollen. 2. Die
akkumulierten, d. h. mit Riicksicht auf das Vorzeichen
aufsummierten Abweichungen sollen oft Null oder nahezu
Null sein, damit zwischen der Summe der ausgeglichenen
Resultate und der entsprechenden Summe der Beob-
achtungsdaten bis zu jeder Stelle der Variablen ein
moglichst kleiner Unterschied besteht. Oder dann sollte
hiufiger Zeichenwechsel eintreten, der zeigt, dass die

8
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akkumulierten Abweichungen bei einem Zwischenwert
Null sind. Dadurch kennt man die Stellen, wo die Uber-
einstimmung am besten ist.

Bei Sterblichkeitstafeln ist es angezeigt, auch wenn
die Sterbenswahrscheinlichkeiten selbst ausgeglichen
werden, die Zahl der Lebenden unter Risiko einzu-
fithren, den Unterschied zwischen erwarteten und wirk-
lichen Sterbefillen festzustellen und darauf die akkumu-
lierten Abweichungen zu untersuchen. Tm grossen
ganzen sollten sich ungefihr gleichviel Sterbefille er-
geben. Auf die Herbeifiihrung voller Ubereinstimmung
ist jedoch, wenn sie nicht wesentlich ist, nicht zu viel
Zeit zu verwenden. Die obige Bemerkung gilt ent-
sprechend bei der Ausgleichung irgend welcher Art von
Wahrscheinlichkeiten.

§ 3. Die verschiedenen Methoden.

1. Die friithesten einfachsten Methoden beruhen
meist auf einmaliger oder wiederholter arithmetischer
Mittelbildung, so z. B. die Formeln von Filipowsks,
Wittstein, Finlaison und Ansell 1), 5). Wird das Resultat
der Mittelbildung als ausgeglichener Wert fiir die Mitte
der Gruppe genommen, so konnen zufillige Fehler da-
durch weggeschafft werden. Es entstehen aber andere,
da der Mittelwert aus » Werten einer Funktion nur
dann gleich dem wahren Wert an der mittleren Stelle
1st, wenn diese linear verliufs.

2. Auf diese Fehler, die bei blosser arithmetischer
Mittelbildung = entstehen, machte namentlich Wool-
house (1809—1893)9) aufmerksam, der eine neue,
bessere Methode auf Grund eines Interpolationgver-
fahrens entwickelte. Ir fasste die um fiinf Kinheiten
der Variablen entfernten Beobachtungswerte je in einer
Serie zugsammen. Durch Interpolation der Zwischen-
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werte in jeder Serie mit zentralen Differenzen bis zur
zwelten erhielt er fiir jedes ¥, fiinf Werte, einen aus der
Beobachtung und vier aus der Interpolation, und das
arithmetische Mittel aus den fiinf Werten stellte den aus-
geglichenen Wert 5., dar. Woolhouse hat seine Formel,
die den Ausgleichskoeffizienten '/; hat, oft und mit
recht gutem Trfolg angewendet. Zu seiner Zeit ent-
wickelte aber Sprague die graphische Methode und im
JIA?), 12) entspann sich ein heftiger Streit, welche
Art der Ausgleichung besser sei. Sprague wendet
gegen die Methode von Woolhouse ein, dass sie die Un-
regelmigsigkeiten nicht entferne und das Gesetz der
Rethe zerstore.

Woolhouse gibt zu, dags einige Unregelmiissigkeiten
noch bestehen bleiben. Er ist aber zufrieden, wenn sie
reduziert oder besser gesagt iiber die andern Teile der
Kurve verteilt werden. Durch Untersuchen der Diffe-
renzen konnen sie iibrigens noch weggeschafft werden.
Die plotzliche Erniedrigung der Koeffizienten von 7,
auf y, in der Woolhouseschen Formel ist die Ursache
der meisten Nachausgleichung. Wird sie auf eine regel-
miigsige Zahlenreihe angewendet, so bringt sie allerdings
einen I'ehler hinein, wenn die Reihe hohere als 8. Diffe-
renzen enthilt, und zwar infolge ihres theoretischen
Fehlers von — 5,4 4™ — 9,5 4D,

Sprague untersuchte darauf denselben und fand,
dass er, obschon theoretisch begriindet, in der Praxis
vernachliissigh werden kann. Woolhouse legte auch
nicht durch die ganze Beobachtungsreihe eine einzige
Kurve, sondern nur durch je 15 Punkte, so dass sich
der Iehler immer ein wenig éndert.

Die Methode von Woolhouse ist nicht die voll-
kommenste, damals aber war sie besser als die fritheren
Auggleichsverfahren. Heute ist sie jedenfalls immerhin
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besonders noch historisch und theoretisch von Interesse.
Wichtic war die FEinfachheit des Rechenschemas,
namentlich des verbesserten von Ackland 13) und Hag-
ham ®). Man suchte immer mdoglichst einfache Formeln,
damit die Ausgleichung nicht zu viel Zeit erforderte,
denn das moderne Hilfsmittel, die Rechenmagchine,
wurde zu jener Zeit erst allmihlich eingefithrt und ver-
wendet.

Woolkouse hat keine Gewichte eingefiihrt. Tir sagte,
dass sie nur die Rechnung erschweren und keinen merk-
baren FHinflugs auf die Resultate haben und dass der
Grad der Glaubwiirdigkeit der Ausgleichung durch die
absolute Hiufigkeit der Beobachtungen gegeben werde.

Schaertlin 3) hat nach dem Verfahren von Wool-
house, aber mit dreijihrigen Intervallen, eine ent-
sprechende Tormel abgeleitet.

3. Kinfachere Formeln als die von Woolhouse, die
jedoch in der Ausgleichung dasselbe leisten, versuchte
Higham ®) zu bringen. Die theoretischen Grundlagen
gind vielleicht etwas weniger einfach, aber die Resultate
werden schon regelmigsiger. Higham leitete seine
Formeln nicht auf Grund von Interpolationsformeln
ab, sondern indem er das Zentralglied von m Werten
einer Reihe, von der angenommen wird, dass sie nach
3. konstanten Differenzen fortschreite, durch die Diffe-
renz zwischen gewissen Vielfachen zweler Summationen
ausdriickte. Diege Summationen konnen selbst auch aus
mehreren, nacheinander auszufithrenden Summationen
zusammengesetzt sein. Meistens sind es drei, die sich
aber nicht notwendig alle tiber das gleiche Intervall
erstrecken miissen. Wiirde nur eine Summation ge-
nommen, dann entstinde wie bei der blossen arithme-
tischen Mittelbildung ein konstanter Tafelfehler. Durch
zwel verschiedene dagegen wird er eliminiert, wenn die
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Vielfachen so gewiihlt werden, dass im Resultat die
Differenzen der Reihe bis und mit der dritten ver-
schwinden. Mit mehreren Summationen kénnte auch
der I'ehler in den 4. und 5. Differenzen weggeschafft
werden. Iis gibt unendlich viele solche Formeln, die aus
Summationen entstchen und big zu dritten Differenzen
genau sind. Praktisch kommen aber nur solche in Be-
tracht, die leicht zum Rechnen sind und dazu stark aus-
gleichen.

Verschiedene Autoren zeigten, dass auch die Formel
von Woolkouse in Summationsform dargestellt werden
kann und also nicht etwas Spezielles ist.

Fine Summation iiber n Glieder, wo 1, das Zentral-
glied ist, wird meistens mit dem Symbol [n]y, dar-
gestellt. Nur wenn n ungerade ist wird natiirlich ,
selbst in der Summation vorkommen.

Hardy 5) schligt vor, Formeln zu verwenden, die
auf Summationen wie [4][5][6] begriindet. sind, da sie
bessere Regultate ergeben als solche mit gleichen Opera-
tionen wie [5]3. Ersetzt man aber in einer Iformel
[n]® durch [n—1][n][n -+ 1], so entsteht, wenn sie
vorher bis zu den 3. Differenzen genau war, ein Ifehler
von 1/12 der 2. Differenz. Kr behauptet jedoch, dass
dieser Fehler nicht grosser sei als der durch Vernach-
lagsigung der 4. Differenzen.

Todhunter (1867—1926) %) gibt Formeln, die big
zu 5. Differenzen richtig sind. Ferner zeigte er, dass
Highams Summationsformel fiir Woolhouse ein Spezial-
fall einer allgemeinen Summationsformel ist, die der
verallgemeinerten Form der Methode von Woolhouse
entspricht, und dass das Mittel der interpolierten Werte,
gegeben durch jede ungerade Anzahl von Kurven, durch
eine Summationsformel dargestellt werden kann. s
18t leicht einzusehen, dass die Summationsmethode fiir
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das Aufstellen von Ausgleichsformeln allgemeiner ist
als die Interpolationsmethode, da sie zu Formeln fiihrt,
fiir die keine verniinftige Interpolation gefunden werden
kann.

Viele Formeln hat Spencer 8) hergeleitet, wovon die
meistverwendete lautet:

350y, = [T][5]2 {[1] -+ (8] + [B] —[T1} v = [TI[5]2 {2 v, + 1 — v}
oder

Y, = 0,171 y, + 0,168 p, + 0,184 y, + 0,094 y4 + 0,051 p, -+ 0,017 p,
— 0,006 7 — 0,014 y, — 0,014 y5 — 0,009 y, — 0,008

Diese 21gliedrige Formel mit dem theoretischen Fehler
— 12,6 'V — 84,857 4D und dem Ausgleichungskoef-
fizienten 1/160 gibt sehr regelmiissige Resultate und ist
eine der besten mechanischen Ausgleichsformeln.

Eine Formel mit etwas langen Summationen ver-
wendete Kenchington 1%).

Watson 1%) kombinierte, um den theoretischen
Fehler moglichst zu eliminieren, zwei Ausgleichsformeln,
deren Fehler entgegengesetzt sind. Der praktische Vor-
teil seiner Formeln ist aber nicht gross.

4. Den Gedankengang von Woolhouse verfolgend,
hat Karup (1854—1927) %) eine neue Ausgleichungs-
formel abgeleitet. Er verwendete jedoch nicht die ein-
fache Interpolation, sondern die sgogenannte oskula-
torische Interpolation von Sprague 17), aber nur bis zu
den 3. Differenzen. Die Unstetigkeit der 1. Differential-
quotienten in den Anschlusspunkten der verschiedenen
Parabelstiicke wird dadurch aufgehoben, und die Formel
liefert viel regelmissigere Resultate. Sie hat den
theoretischen Tehler — 7,8 ™) —17,5¢y"? sowie den
Ausgleichungskoettizienten 1/105.
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Das Ausgleichsverfahren von Karup besteht aber
nicht nur in der Anwendung seiner Iormel. Sie kommt
erst beim letzten von drei Prozessen zur Verwendung.
Fiir eine Sterbetafel werden zuerst die beobachteten
Sterbenswahrscheinlichkeiten nach einer einfachen
mechanischen Formel, z. B. nach Higham, ausgeglichen.
Dann folgt eine Korrektion der erhaltenen Werte auf
Grund der wirklichen und rechnungsmissigen Sterbe-
fille. Dadurch entstehen neue kleine Unregelmiissig-
keiten, die nun durch eine zweite Ausgleichung nach
der Iormel von Karup entfernt werden. Durch die
wiederholte Ausgleichung wird die Regelmiissigkeit
der Resultate gesteigert, zumal die zweite nach einer
Formel vorgenommen wird, die sehr stark ausgleicht.
Die eingefiigte Korrektion dagegen sorgt dafiir, dass
man sich trotz der zusammengesetzten Operation nicht
zu weit von den Originalbeobachtungen entfernt.

5. Altenburger 1) hat sich in mehreren Arbeiten
mit dem Ausgleichungsproblem beschiiftigt. Fr erachtet
als die Aufgabe, die einer jeden Ausgleichsmethode -
gestellt werden muss, die sukzessive Verbesserung der
aus der Frfahrung abgeleiteten rohen Zahlen. Dies
wurde auch von Sprague und Karup so erfasst. Sprague
loste die Aufgabe durch Zeichnung und kontrollierende
Rechnung, Karup durch Rechnung allein. Beide be-
dingen eine Probe der gefundenen Zahlen am Urmaterial
und eine Korrektur der Abweichungen, bevor an eine
weitere Verbesserung geschritten wird. Altenburger gibt
eine Methode wo dies tiberfliissig ist, da sie auf dem
Gedanken aufgebaut ist, dass die Ausgleichung den
Charakter der Kurve auch im Detail mdoglichst wahren
soll. Seine Formeln geben aber nicht bessere Resultate
als zum Beigpiel die von Karup. Auch miigsen sie wieder-
holt angewendet werden, bis keine merkliche Anderung



— 106 —

mehr stattfindet, und dadurch gehen an den Enden
viele Werte verloren.

Altenburger suchte auch eine allgemeine Formel
tiir die mechanischen Ausgleichsverfahren. Eine Opera-
tion, die alle Kurven vom Grade kleiner als 7 4 1 re-
produziert, nennt er vom Grade r, z. B. 4,, B, ...
und zeigt, dass es maglich ist, durch geeignete Kombina-
tion der Operation 4, und ihren Wiederholungen
A% ... A™ Kurven von héherem Grade als r, also all-
gemein %, zu reproduzieren. Durch entsprechende Wahl
von A und m wird die Formel den Frfordernissen eines
beliebigen Materials angepasst. HEs kénnen natiirlich
statt 4 und den Wiederholungen auch verschiedene
Operationen beliebigen Grades zur Bildung von solchen
beliebig hohen Grades verwendet werden. Altenburger
leitet mit geeigneten Operationen die Formeln von
Woolhouse, Higham und Karup ab, die alle vom 3. Grade
sind.

Der nichgtliegende Gedanke zur Ableitung von
Formeln ist die Bildung von arithmetischen Mitteln.
Dadurch entsteht aber, wie auch schon frither er-
wiahnt wurde, ein Iehler, der wieder korrigiert werden
muss, und die Ausgleichsformeln kénnen also dahin
interpretiert werden, dass die Deformation, die die
Grundoperation an Kurven dritten Grades verursacht,
durch eine darauffolgende neue Operation (Korrektur-
operation) aufgehoben wird.

Auch Perutz 20) betrachtet die Ausgleichsformel
als zusammengesetzt aus Grund- und Korrekturopera-
tion, wo erstere eine tfache arithmetische Mittelbildung
ist und letztere eine darautfolgende lineare Verbindung
der tten Mittelwerte, damit die Formel eine Kurve
bestimmten Grades reproduziert. Perutz gibt neue,
11 bis 2lgliedrige, sogenannte verbesserte Formeln.
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Jede diegser Formeln, wie auch frither abgeleitete, hat
die Tendenz, die beobachtete Reihe in eine Kurve be-
stimmten Grades umzuformen, und zwar um so mehr, je
stiirker ihre Ausgleichskraft ist. Fine solche Umformung
der urspriinglichen Kurve kann jedoch nicht die Ab-
sicht der Ausgleichung sein, die im allgemeinen bloss
bezweckt, gewisse Unebenheiten zu eliminieren und
im iibrigen den beobachteten Kurvencharalkter moglichst
getreu wiederzugeben. Ks ist daher zu vermeiden, zur
Ausgleichung eine Tormel zu verwenden, die allzu stark
glisttet ; vielmehr sollte eine solche mit maglichst geringer,
jedoch zur Wegschatfung storender Unebenheiten gerade
hinreichender Ausgleichskraft gewihlt werden. Perutz
suchte auch nicht, dieselbe zu erhohen, sondern die zur
Erzielung einer bestimmten Ausgleichskraft erforder-
liche Anzahl Glieder méglichst zu verringern, damit die
in der Ausgleichsformel vereinigten Beobachtungs-
werte niherungsweise gleiches Beobachtungsgewicht
besitzen. Auch sind so charakteristische Merkmale
einer Kurve der Gefahr der Deformierung durch das
Ausgleichsverfahren in geringerem Masse ausgesetzt.

Noch erwiihnt soll vielleicht hier die mechanische
Methode von Wirtinger'®) werden, der die Fredholmschen
Integralgleichungen verwendet.

6. Auf ganz andern Grundlagen aufgebaut als die
Summationsformeln ist folgende Ausgleichsmethode:
Den Beobachtungsdaten 4, , ... 9, ... 9, wird eine
Parabel nten Grades y = a,+ a, 2+ ... + a, 2" an-
gepasst und die Konstanten nach der Methode der
kleingten Quadrate bestimmt. Die Ordinate bei z =0
wird als ausgeglichener Wert von ¥, betrachtet. Je nach
der Wahl von %k und n erhilt man verschiedene Aus-
gleichsformeln. Kine grosse Anzahl solcher Formeln
geben Whittaker und Robinson 1), ferner Dizler 22), der
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auch asymmetrische zur Ausgleichung der Enden her-
leitete. Sheppard 23) erhiilt durch Reduktion des mitt-
leren Fehlerquadrates dieselben Formeln.

Fine neue Ausgleichungsmethode hat Rhodes 24)
abgeleitet, indem er die Methode der kleinsten Quadrate
und die oskulatorische Interpolation von Sprague kom-
binierte. Die Methode liefert aber nicht viel bessere
Resultate als andere gute Ausgleichsverfahren.

Die Methode der kleinsten Quadrate wird verwendet,
weil man annimmt, dags das System der Fehler dem
normalen Gesetz folge. Bei den meisten Ausgleichs-
methoden ist dies der Fall. Die Tehlerverteilung ist
nach der Ausgleichung so, dass 1. die kleineren Fehler
ofter vorkommen als die grosseren, 2. gleichviel positive
wie negative auftreten und 3. kein I'ehler ausserhalb der
Ordnung der Wahrscheinlichkeit liegt. Unter Tehler
versteht man hier die Differenz zwischen beobachteten
und ausgeglichenen Werten.

In der Praxis verwendet man immer noch mehr die
Summationsformeln als die hier erwihnten, da ihre An-
wendung noch nicht so ausgearbeitet ist.

7. Die Methode der kleinsten Quadrate betrachtet
Whittaker 21) vom theoretischen Standpunkt aus als
nicht befriedigend, da sie ein willkiirliches Flement,
niimlich die spezielle Wahl der Kurve, die den Beobach-
tungen angepasst werden soll, enthilt. Er selbst will
alles Wesentliche. d. h. die beobachteten Werte und die
Betrachtung, dass die wahren Werte eine glatte Kurve
bilden, kombinieren, um den wahrscheinlichsten Wert
von 1 zu erhalten. Dazu miissen die ausgeglichenen 3’
folgende Differenzengleichung erfiillen :

I
eYy—A%Y, 5 = ey



— 109 —

Mit wachsendem Parameter ¢ nimmt die Treue der Aus-
gleichung, gemessen durch die Kleinheit von X (i — )2,
zu, dagegen die Glitte, gemessen durch die Kleinheit
von 2 (43 12, ab.

Mit obiger Differenzengleichung lisst sich zeigen,
dass die Momente 0., 1. und 2. Ordnung fiir die ausge-
glichenen Werte dieselben sind wie fiir die Original-
daten. Die Gleichheit in den Momenten ist aber fqui-
valent der (ileichheit in den sukzessiven Summationen,
also kann diese Wigenschaft auch in der Form ausge-
driickt werden, dass die 1., 2. und 8. Summen von
(y — ') alle verschwinden.

Die Ausgleichsformeln von Whaittaker haben die
allgemeine Form (1). Sie kinnen auch in Summations-
form dargestellt werden, jedoch nicht so einfach wie
frither erwithnte Summationsformeln, die als solche
abgeleitet warden. Whittaker gibt fiir verschiedene ¢
die Koeffizienten «,, die Ausgleichskraft und noch
Koeffizienten 4,. Damit koénnen die Beobachtungs-
reihen an den Fnden erginzt werden, so dass man fiir
jedes rohe y auch ein ausgeglichenes ¥’ erhiilt.

8. Bei der Ausgleichung zweifach abgestufter Tafeln
kénnte man versuchen, dem ganzen Bereich der unaus-
geglichenen Werte oder einzelnen Teilen desselben eine
moglichst einfache Fliche anzupassen und die Para-
meter z B. aus der Forderung der Volumengleichheit
zu bestimmen, #hnlich wie bei den Kurven. Diese
analytische Art der Ausgleichung ist jedoch recht miih-
sam, wenn nicht fast ausgeschlossen.

Am einfachsten ist eine mechanische Methode analog
der von Wittstein, d. h. man bestimmt das arithmetische
Mittel aus dem beobachteten Wert und den beiderseits
in beiden Richtungen benachbarten. Zweckmissig ist
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auch die getrennte Ausgleichung von Zeilen und Kolonnen
nach irgend einer mechanischen Formel, worauf man als
ausgeglichenen Wert das arithmetische Mittel aus den
beiden so erhaltenen Werten nimmt.

II. Die Ausgleichungsmethode von King.

§ 1. Die oskulatorische Interpolation.

Bei einer Reihe von Zahlen, die nach einem be-
stimmten Gesetz verliuft, bietet die Interpolation keine
Schwierigkeiten. Aber oft muss man zwischen Werten
interpolieren, die nicht streng einem mathematischen
Gesetz folgen. Die Interpolation, die gleichbedeutend
ist mit dem Zeichnen einer Kurve zwischen den Werten,
ist auf viele Arten moglich. Man kann mit einer Kurve
interpolieren, so dass die 2., 8. oder hohere Differenzen
zwischen den interpolierten Werten konstant werden.
Je hoher die Ordnung der Differenzen ist, die konstant
sein sollen, desto mehr Bedingungen kann man der
Kurve auferlegen und desto glatter wird die Verbindung
zwischen den verschiedenen Kurvenstiicken sein. Aber
jede hohere Ordnung vermehrt die Arbeit der Aus-
rechnung und es ist deshalb wiinschenswert, die niedrigste
anzunehmen, mit der befriedigende Resultate erhalten
werden koénnen.

Sprague 17) leitete ein besonderes Interpolations-
verfahren folgendermassen ab: o, Yy, Yo Ya Yu Ys
geien die Ordinaten bei dquidistanten Abszissen und
zwigschen 9, und 74 ist mit konstanten 5. Differenzen
zu interpolieren. Die Kurve zwischen y, und 1, soll aber
glatt an die anliegenden Kurvenstiicke anschliessen.
Dieg ist der Fall, wenn die in y, resp. y, zZusammen-
treffenden Kurvenstiicke in diesen Punkten gleiche
Tangenten und Kriimmungsradien haben. Dazu miigsen
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die ersten und zweiten Differentialquotienten fiir die
zwei Kurven in den betreffenden Punkten iiberein-
stimmen. Sprague bestimmte sie mit einer Kurve
4. Ordnung. Die obige Interpolation wird wegen der
erwithnten Figenschaften die oskulatorische genannt.

Wird die oskulatorische Interpolation auf eine
Reihe angewendet, die bis in die 5. Ordnung genau ist,
s0 werden die interpolierten Werte in den 5. Differenzen
einen Fehler aufweisen, weil die Differentialquotienten
nur aus Kurven 4. Ordnung bestimmt wurden. Die Ver-
bindung zwischen den Kurvenstiicken ist jedoch glatt,
Wird sie auf Reihen hoherer Ordnung angewendet, oder
auf Iunktionen die nicht rational sind und ganz, so
kann dieser Fehler in der 5. Differenz als approxima-
tive Korrektion fiir die nicht beriicksichtigten hioheren
Ordnungen angesehen werden. Mit der gewdchnlichen
Interpolation bis zu 5. Differenzen wird eine Reihe
5. Ordnung genau wiedergegeben, bei héherer Ordnung
oder nicht ganzen rationalen Funktionen entsteht
jedoch auch ein Fehler und dazu noch ein Unterbruch
in der Kontinuitit der Wertereihe.

Die Rechnung nach der Interpolationsformel von
Sprague 1st wegen der vielen Differenzen etwas kompli-
ziert. IKing 18) hat deshalb unter Beibehaltung des
Gedankenganges von Sprague eine neue Iormel abge-
leitet, die bis in die 3. Differenzen genau ist und nur
die 1. Differentialquotienten beriicksichtigt. Da die
2. Differentialquotienten ausser acht gelassen werden,
haben die Kurvenstiicke in den Berithrungspunkten
nur mehr gleiche Tangenten, nicht aber notwendig
gleiche Kriimmungsradien. Die Interpolation ist daher
nicht mehr oskulatorisch, sondern nur noch tangierend.
In Anlehnung an die meisten Autoren soll sie jedoch im
folgenden auch als oskulatorisch bezeichnet werden, mit
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der jeweiligen Bemerkung, ob sie bis zu 5. oder nur bis
zu 3. Differenzen genau ist. Karup %) hat die gleiche
Interpolationsformel in etwas anderer Weise hergeleitet.

Will man bei der gewohnlichen Interpolation nur
bis zu 8. Differenzen gehen statt bis zu 5., so kann man
in der Formel einfach die hoheren Glieder weglassen.
Bei der oskulatorischen muss dagegen das (Ganze neu
behandelt werden.

Es seien nun 4 dquidistante Punkte gegeben:
Yor Y1 Yo Yg- Zwischen y, und y, 18t mit 3. Differenzen
so zu interpolieren, dass eine glatte Verbindung entsteht, -
wenn zwischen y, und %, sowie zwischen y, und y,
gleich verfahren wird. Die zwei Kurven, die sich in y,
resp. 1y, treffen, miissen in diesen Punkten gleiche
Tangenten, d. h. gleiche erste Differentialquotienten
haben. Diese werden mit einer Kurve 2. Orditung ge-
funden, die durch g, vy,, y, resp. y,, ya ¥y, geht.

Die Interpolationskurve 3. Ordnung zwischen ¥,
und y, lautet:

Yite = Y1+ @ + bmﬂ‘}' cx® (5)
Da sie durch y, gehen muss, gilt fiir £ = 1:
Yo=9y+a+ b+ =

Der erste Differentialquotient der KL%’:I‘VG 1st allgemein :
r

d
s _ + 2bx + 3 ca?
dx

Fir x = 0 erhiilt man denselben in %, und fir z =1
m Yy,

dy, dys
——=g¢a und

dx dx

=a- 2b - 8¢
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Die Kurve 2. Ordnung durch vy %, ¥, kann wie
folgt dargestellt werden:

1
Yo== Yo+ xd Yo+ (g) A2 yy= 1o+ x4 yo+§(w2—~’v) A2y,

Wheiter ist:

, i
1, = Ay, -+ 2z —1) 4%y,
dx 2

und fur z=1:

dy 1
— =AY+ 4y

Enb&brechend lautet die Kurve 2. Ordnung durch
Yv Yo Ys*
1
Yoo = Y1+ 2dy + 9 (2 — &) 42 y,

»

und weiter:

Ay s,

dx

1
=4y +5 @z 1) 4y,

Fir 2 = 1 erhilt man:

dy -1 3 1
a =AU b ARy = Ay b ATy APy,

Dureh Gleichsetzen der entsprechenden Differential-
quotienten ergibt sich: '
dy,

1
e == Ayo—'—mllz ’yo (a_)
dx 2



— 114 —
und

Ay, d o 1
T —ng*f"go:A?}o‘f‘E'A yo‘f‘—z“fﬁ% (8)

Eine weitere Beziehung fiir die Unbekannten a, b, ¢ er-
hélt man aus

at+bto=y,—y, =dy, = dy,+ 4%y, (y)

Aus den drei Gleichungen (), () und (y) kann man die
drei Konstanten a, b, ¢ bestimmen. Sie gind:

1
a=Ay0—}—EA2y0

1
b= 34‘2?/0—‘_2“43 Yo
1

Setzt man in (5) ein, so erhiilt man die Interpolations-
kurve zwischen y, und y, Sie lautet:

1
Yigeg = Y1+ (A Yo + 7 414 yo> +

1 1 i
= I (542 Yo —-—2—A3 ?/0) + a? (g A3 yo)

oder
2 $2

g8
A2 gg— = A0 g, (6)

: T
Yz = Y1+ cA4Yp+

Ladstone 2%) zeigte durch eine andere Herleitung der
Formel (6), dass sie eine Mischung zweier Kurven u, .,
und v, in dem Verhiltnis (1 — z) und « ist, wo u .,
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bzw. v, ., den Wert darstellt zwischen y, und g,, der
mit gewdhnlicher Interpolation aus %, ¥, v, baw.
Yy Yo Yy erhalten wird., s ist also hier:

Ygp = (1 — ) Uy + TV

z(x 41
%+w==ym+(w—kl)dyo+——lj5——ldayo

z(z—1)
Vig = Y1+ 24y, + “—2‘_‘42 Y

Dagselbe kann fiir die Formel von Sprague gezeigt
werden, jedoch gilt dafiir ein anderes Mischungsver-
hiiltnis.

Um ein Intervall in ¢ gleiche Teile zu teilen, macht
_ C .
King — zur Einheit. Ts wird dann y, zu y,, 9y, 20 9,

usw. Ierner ist nun Ay, =y, — 19, usw. Die Diffe-
renzen zwischen den interpolierten Werten oder dis
sogenannten unterteilten Differenzen seien mit ¢ be-
zeichnet, die des urspriinglichen Intervalls mit /1. Die
Interpolation erfolgt nun am einfachsten durch Auf-
summieren mittels der Leitdifferenzen, worunter man
die Anfangsglieder der Differenzenreihen, oft auch mit
Einschluss der urspriinglichen Reihe selbst versteht.
Die Leitdifferenzen lauten in diesem Falle:

Ay 1 A%y, 1 A3y,
0y, = +— (@t +1 2 it —11
Y, ; - 2( +1] " 2( ) m
A%y 43 y
oy, = (=8 —= (0
43 y,
8y, = B—
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Ist 2. B. ¢t = 5, so hat man:

Ay, %

S A% A%y .
. A%y A%y . .
024y, = 5.:2..9 —9 _5:.3_9 - 0,040 A%y, — 0,016 43 3,
A3
L TR 3 _6;/_0 = 0,024 43 y,

Zur Durchfithrung der Rechnung wurden frither die A
durch die darunterstehenden Potenzen dividiert und
dann durch Multiplikation mit den entsprechenden
Koeffizienten und darauffolgender Addition die § be-
stimmt. Mit dem Aufkommen der Rechenmaschine
wurde jedoch die zweite Darstellungsart bevorzugt.

Sind nun z. B. fiinfjihrige Werte gegeben und sollen
die einjihrigen interpoliert werden, dann bildet man aus
der Tafel der urgpriinglichen Werte die 1., 2. und 3. Diffe-
renzen, d. h., A, 42, 43 und berechnet damit nach
obigen Formeln die unterteilten Differenzen 6, 82, 4%,
Es ist zu beachten, dass die 6 fir das fiinfjibrige Inter-
vall, das bei z beginnt, aus den 4, die (z—5) ent-
gprechen, gebildet werden. Die Zwischenwerte erhilt
man durch Addition wie folgt:

Yg = Y5 + 0 Y

Yo =Yg + 0 Yg =Yg T 0 Y5 |+ 0%y

Ys = Yz + 0 Y5 +20%ys + 0% y;

Yo =Yg + 0 y5 +3 0% ys +3 0% y; (9)
Yo = Yo +0Ys +40%y; +6 5%y,
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Zur Kontrolle dient, dass jeder niéchsthohere fiinf-
jihrige Wert von y, also hier y,, usw., wiedergegeben
werden muss. Die Reproduktion dieser Werte ist jedoch
noch kein Beweis fiir die Genauigkeit der Rechnung, da
sie schon erfolgt, wenn die Beziehung 4,0 — vy, = 4y, +
-} A%y, erfilllt ist. Praktische Erfahrungen zeigen, dass
es notig ist mit zwei oder besser drei Dezimalen mehr zu
rechnen als im Resultat gewiinscht werden.

Beim ersten und letzten Intervall der Reihe muss
anders interpoliert werden, da man keine entsprechenden
A hat. Man kann aber z. B. annehmen, dass die 2., 3.
oder 4. Differenzen konstant sind.

King 8) hat zuerst, um mechanische Ausgleichs-
formeln zu erhalten, seine Interpolationsformel auf

-1

Summen Yy, = Z u,, wo u der auszugleichende Wert

0
ist, angewendet. Diese Formeln, die auf oskulatorischen
Kurven aufgebaut sind und schliesslich von Summen
W, = Uy, + Uypq + ++. G2, , d.h.von einer Gruppe
von Werten w,, abhiingen, bezeichnet er als aus grup-
pierten oskulatorischen Kurven abgeleitet. I'ir ¢ =5
erhilt er, in Summationsform dargestellt, die Formel:

625 u, = [5]° {5[3] + 4[5] —2[5][31]} ,

0
= [53{8[8] u,— 2 y,} 10)

die mit der erwiihnten Formel von Karup identisch ist.
Letztere wurde jedoch etwas anders abgeleitet. Zum
Unterschied bildet er noch andere Formeln mit grup-
pierten gewohnlichen Kurven. Sie bieten aber mehr
nur theoretisches Interesse und gleichen nicht so gut
aus wie die andern, jedoch etwas besser als Formeln,
die man mit einzelnen gewéhnlichen Kurven erhilt, wie
z. B. nach dem Prinzip von Woolhouse.
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§ 2. Die Kingsche Ausgleichungsmethode.

1. Die bekannte Kingsche Ausgleichungsmethode
besteht jedoch nicht in der Anwendung der in § 1 er-
wihnten Formeln. King 26¢) hat noch eine andere neue
Methode entwickelt, bei der zuerst fiinfjihrige aus-
geglichene Werte der auszugleichenden Reihe, die
Kardinalpunkte genannt seien, festgelegt und dann durch
oskulatorische Interpolation die Zwischenwerte einge-
schaltet werden. King suchte mit seiner Methode nichf
etwas Besseres als z. B. die 21gliedrige Formel von
Spencer, die viel verwendet wurde. Kr wollte jedoch
etwas, das ebenso gut ist und dazu schneller geht.
Das ganze Verfahren soll hier nur bis zu 3. Differenzen
genau durchgefiihrt werden, da die resultierenden
Formeln einfacher gind als wenn noch mit héheren Diffe-
renzen gerechnet wird. Zudem geniigen, wie schon
King selbst darlegte, fiir die praktische Anwendung
diese einfacheren Formeln.

2. Die Kardinalpunkte werden nun wie folgt be-
stimmt. Die rohen jihrlichen Beobachtungswerte seien

Ugy Ugy +vv Uy ..., und aus der Reihe der 15 Werte
Ugy Uy, -.. Uy soll dag Zentralglied w, ausgeglichen
werden,

-1 ]

Bedeutet 1y, = Zum und analog ,,, = Z Uy, SO
0 0
kann a, dargestellt werden als Differenz: u, =y, , — y,.

Speziell ist dann:
Uy =Yg — Yq (11)

Von den y, werden nur fiinfjihrige Werte betrachtet,
7. B. Yo, Y5 Y100 Y15 und die Differenzen fiir die fiinf-
jihrigen Intervalle seien mit Ay, A2y, A3y bezeichnet.
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y, lisst sich nun mit Hilfe dieser Werte folgendermassen
darstellen:

Yo = Yo +(T>A Yo —[—(;)Az Yo +(§)A3yu = -

Bleibt man bei den 8. Differenzen stehen, so ergibt sich
fiir yg und y,:

8 12 8
Ys = Yo —l‘gd Yo ‘|“§“5”Az yo“—ﬁé A% y,

7 7 T
Yo = Yo + gél Yo *Fégﬁ y0—1—2—5A3 Yo
Durch Einsetzen in (11) erhiilt man den ausgeglichenen

Wert, u,:

1 1 1
Uy =5—A Yo +gdzyo~ﬁgdayo (12)

Die Differenzen 4y sind hier Summen von fiinf Werten
der unktion % und sollen mit w bezeichnet werden. KEs

ist also:
Ay =10y = Y5 — Yo = g + ty + g + g -+ 2y

AYs = w5 = Y9 — Yp = U5 + Ug + Uy | U + Uy

Diese Fiinfergruppen werden nun als primiire Funktionen
behandelt. Ihre Differenzen lauten 41w, 42w, wobei
Adw = A%y und 42w = A3y ist. Durch Einfithren der w
goht die Formel (12) iiber in:

uy = 0,210 -+ 0,2 4 1wy — 0,008 A2 w,
oder  w, = 0,2 w; — 0,008 42 w,

weil Wy + 4 wy = w;
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I'iir den allgemeinen Index « heissen die obigen Formeln :
Uy 7 = 0,20, + 0,2 4w, — 0,008 42w,  (18)
Uy = 0,20, 5 — 0,008 42w, (18 a)
oder, in den unausgeglichenen Werten der u dargestellt:
w, = 0,216 w, + 0,216 (y, + y?) —
— 0,008 (y3 + y4 +v5 + ¥ + v4)

Der theoretische Tehler dieser Formel ist — 88,6 4V
— 1464 1 VD, | ;

Die Formel (13) kann zur stirkern Ausgleichung
auch zweimal angewendet werden. Dazu werden die
Wy == Uy + Uy y + Uy -+ Uyy g + %, , fiir jedes Alter
x berechnet und darauf noch fiir jedes fiinfte z die Fiinfer-
gruppen ,'2. Wendet man die Formel (13) auf diese
w,? an, erhilt man zuerst ausgeglichene fiinfjihrige
Werte von w, und durch eine zweite Anwendung die
Kardinalpunkte ..

(18 b)

3. Sind die Kardinalpunkte bestimmt, so schaltet
man die Zwischenwerte mittels der oskulatorischen
Interpolation ein. Die Leitdifferenzen fiir jedes Inter-
vall werden nach den frither abgeleiteten Formeln (8)
berechnet. Tiir die Kardinalpunkte u,,, heissen sie:

Sy, = 0,200 4w, o + 0,120 429, , — 0,016 43w,

82, , = 0,040 A2 u,;.%z — 0,016 A% u,,,
Bl g = 0,024 A3 u,

Durch Aufsummieren erhilt man schliesslich die Ziwi-

schenwerte 1, g, 1, o, USW.

4. Nach dem Gedankengang von King versuchte
Braun %7) eine neue Formel abzuleiten, und zwar durch

(14
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Zusammenfassen der Werte in Vierergruppen. Iis
besteht aber so keine Symmetrie zum Mittelwert. Tiir die
Zwischenwerte verwendete er nicht mehr die oskula-
torische Interpolation, sondern zweimalige Interpola-
tion in die Mitte.

Prinzipiell konnen beliebige Gruppen gebildet
werden, jedoch ergeben sich mit der von King durch-
gefithrten Tiinfergruppierung die einfachsten Koeffi-
zienten. King hatte seine Methode zuerst bis zu 5. Diffe-
renzen genau abgeleitet. s zeigte sich jedoch, dass
die einfachere Rechnung mit 3. Differenzen ebenso
brauchbare Resultate ergibt. '

Yule %) gibt eine Verallgemeinerung der Kardinal-
punktbestimmung und weist auf ihre Beziehung zu
einer graphischen Methode hin.

§ 3. Interpolation durch Korrektion der letzten
Differenzenreihe.

Wenn man, wie bei der Kingschen Ausgleichungs-
methode, nicht nur einen einzelnen interpolierten Wert
berechnen soll, sondern eine Reihe von Werten fiir
dquidistante Intervalle einzuschalten hat, so geht man
bei der gewohnlichen Interpolation mten Grades meist
nach folgender Uberlegung vor: da di¢ mten unter-
toilten Differenzen 4" immer konstant bleiben, solange
nicht neue Werte der Hauptreihe in Betracht kommen,
0 besteht die Rechnung in einer sukzessiven Addition
der Differenzen. Oft ist dieses Verfahren auch vorteil-
haft, wenn die 8" nicht konstant sind. Mit neueintreten-
den Werten der Hauptreihe miissen aber ausser den

" auch die zugehorigen 6, 82, ... &" ' neu bestimmt
werden. Karup %) hat nun gezeigt, dass diese Operationen
auf die Berechnung der fiir die ersten Werte einer Reihe
giiltigen Leitdifferenzen und eine sukzessive Korrektion
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der letzten Differenzenreihe allein beschrinkt werden
konnen. Dieser Weg ist nicht immer praktisch. Aber
gerade bei der oskulatorischen Interpolation ist er be-
sonders einfach und ebenso recht gut bei der gewdhn-
lichen, wenn sie den 8. Grad nicht iiberschreitet.

Das Verfahren soll nun fiir die oskulatorische Inter-
polation 8. Grades gezeigt werden. Die Interpolations-
kurve ist durch (6) gegeben, oder, was dasselbe ist:

z(x+1)

2 r—1
?/1+m=y1+mdyo—[—_2f_dz%_'__(*__)

A3 91,

k
Macht man 1/; zur Einheit und setzt z = 5 ferner

Y, == Uy Yq = Uz, Yo = Uyg 50 dags also aus der ur-
gpriinglichen Reihe

Yo Y Yo
die neue g, Uy, g, g, Uy Us, Ug Uy Ug, Ugy Uggy - -«

abzuleiten ist, dann kann man die Interpolationskurve
fiir das Intervall 5 bis 10 wie folgt darstellen:

Adug  k(k+5) A2uy k2 (k—5) A%u,
’lb5+k - %5 '|“ k 5 + 2 52 + 2 53 (O()

Die A beziehen sich immer noch auf finfjihrige Diffe-
renzen.

Um die entsprechende Formel fiir das folgende
Intervall 10 bis 15 zu erhalten, miissen alle Indizes um
fiinf erhoht werden. Sie heisst dann:

5 2 52 2 53

Adu (k-5 A%y k2(k—5) A% u
Uy yf, = Uyg + K >+ ( ) : ( ) :

oder in den fritheren Differenzen ausgedriickt:
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A, k-+5)(k -10) A2«
Uy = Us + (k + 5) 50+( )2( ) 520 -+

o (k2% +25) A3, k2 (k—5) A%,
S 5 T 2 o )

Setzt man in () £ =0, 1, 2, 3, 4, 5 und in (f) k =0,

1,2,3,4,5,wobei k = 0in () mit k = 5in () zusammen-

fillt, so erhilt man die neue Rethe ug, wg U, ... Uy
Zur Abkiirzung kann man schreiben:

A
51 !
Iis 18t dann z. B.:
At u, _ A4 w, _ 5 gt
53 54 !

Aus der Hauptreihe der « bildet man nun die 1., 2.

und 8. Differenzen und erhiilt folgendes Schema, :

Hauptreihe: u,

Ug

Ug -+
Uy +
Uy +
Ug -+
Ug +
Ug -+
U5 -+
g +

Uy -+

dy + 8t — 24
ody + Tdy— 6dp
8dy +12d5 — 94
4d, + 1842 — 843
5dy -+ 25d;
6dy + 38dy + 18d5 — 104,
Tdy + 4245 + 2945 — 804,
8d, + 52d; + 51d} — 454,
9dy + 63d5 + 8243 — 404,

ug + 10d, -+ 7545 + 12543

1. Differenzenreihe: § U,

dy
o
dy
dq

+ 8dy— 243
+ 48— 44
+ 5dj — 843
+ 6ds + &

+ Tdy + 8dj

+ 8 + 1843 — 104!
+ 9dy + 1645 —204¢
+ 10d} + 22d5 — 154
+ 11dy + 81d) + 548
+ 12d; + 483 - 404}
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x 2. Differenzenreihe: §> b, 3. Differenzenreihe: & u,
5 dg — 2d3 3d

6 dy -+ dy 3d;

T dy+ 4dy 3dy

8 d+ 7d; —2dy —10dy = — 243
9 B+ 5d3—10d} 0
10 @+ 8d3—10d; 8dy + 15dy =  3a°
11 &+ 6a + 5dp 3dy + 15dy =  3d8
12 &+ 94 + 20d; 3dy + 15di = 347

18 @ + 1243 + 854

Zur Erklirung der Zusammenfassungen sei z. B. die
folgende durchgefiihrt:

A3 A%y A3
Q 73 1__ o~ 70 0 0
Bdy +15dy =3 —; 15 =
A% uy A3 ug 3
+ 3 T =1 = 3d:

Aug obiger Darstellung ersieht man leicht, dass nun
die neue Reihe gebildet werden kann, wenn man nur die
ersten Leitdifferenzen w;, o uy, 6%u;, dafiir aber alle auf-
einanderfolgenden 63w kennt, wobei die Rechenregel fiir
die Bestimmung dieser letzteren sehr einfach ist. Die
iibrigen Differenzen und schliesslich die u selbst erhilt
man durch suksessive Addition.

Die Formeln fiir die Differenzen sollen hier noch
mit allgemeinem Index zusammengestellt werden. Sie
lauten:

St s = d, +8d:—2d} = 0,200 4 u, + 0,120 A2 u, — 0,016 43 u,
G2 = B2 = ‘ 0,040 42w, — 0,016 43w, (15)
03y, 5 = 8d2 = : 0,024 A3 u,
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Diese Tformeln entsprechen natiirlich den schon
frither angegebenen fiir die Leitdifferenzen. Die ganze
Rechnung musste aber durchgefithrt werden, um das
Gesetz fiir die aufeinanderfolgenden 3w zu erhalten.
Es heisst :

Bu,, = 8d = 00244%,
Bu,e = 8d = 002443y,
Bu, ., = 8d = 002443,
0Py g = —2d , =—0,016 43w, ,
B, g =—2di =—0,0164°%u,
(16)

Bu,, o= B8d,, = 00244%,,
By, = Sd, =  0,0244%u,,,
Bu,, = 8d, = 0,02443u,,
03y g5 = — ey, 19 = — 0,016 43w,
031y, = —2ds, 5 = —0,016 A3,

Es muss schliesslich noch untersucht werden, ob
das urspriingliche System iiber das neue, abgeleitete
hinausreicht, oder ob beide bei demselben Wert beginnen.
Im ersten Fall gelten die oben angegebenen Formeln. Im
zweiten Fall muss man fiir die Interpolation im ersten
Intervall ein Gesetz ohne Oskulation im Anfangspunkt
annehmen. Am besten liisst man diejenige Kurve gelten,
mit der die Ableitung im ersten Ubergangspunkt be-
stimmt wurde, also hier die betreffende Kurve 2. Grades.
Dann ist:

P, 120 - A2
A2y, =0 und A2, =A% u, g

und der Anfang des Systems ist mit folgenden Diffe-
renzen gegeben :
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Othy 5 =024u, +0,124%2u,, , =024 u,, s—024%u, , + 0,124% 1,5
= 0,24 u,,;—0,084%u,, (17)
02, s =0,0442u,, .

Die Reihe der aufeinanderfolgenden 3w bleibt gleich,
bis auf einige Glieder, die gleich Null zu setzen sind. Sie
lautet :

8 = 3 Y —
3y 5= 0%u,, o= 00U ;=0
3 — 3
3, g = —0,016 43, 4

B, o=20 (18)
0%y y 19 = 0,024 A% 2, 4

-----------------------------

Man ersieht leicht, dass von d%u,, (, an wieder die durch
die frithern Formeln gegebene allgemeine Rechenregel
gilt.

I'ir dag Ende verlieren die Formeln wieder ihre
(riiltigkeit, wenn die urspriingliche Reihe nicht {iber die
abzuleitende hinausreicht. Man kann wie am Anfang fiir
das letzte Intervall diejenige Kurve 2. Grades gelten
lagsen, die durch die drei letzten Punkte wu,, wu, .,
%,y gelegt und mit der die Ableitung in u,, , bestimmt
wurde. Zu diesem Zweck wird man einfach das letzte
auftretende 4%« gleich Null setzen.

Das oben dargestellte Verfahren, nach dem man nur
die ersten Leitdifferenzen sucht und dann die ganze
Reihe mit einer Korrektion tiir die héchste Differenz
durch Aufsummieren erhilt, ist einfacher, als wenn zur
Bestimmung der Zwischenwerte die Leitdifferenzen
fiir jedes Intervall berechnet werden miissen.
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§ 4. Anwendung der Methode.

Die Ausgleichungsmethode von fling besteht kurz
zusammengefagst in folgendem: ist eine Reihe von
rohen Beobachtungswerten g, 1wy, s ... gegeben, so
summiert man von einem passenden Wert aus in Fiinfer-
gruppen, man bildet also: w, = wu, + 1w, + 1,4 +
+ 2,5 +u,,,. Bs hat sich gezeigt, dass die ver-
schiedenen Gruppierungen nur wenig verschiedene
Resultate ergeben. Deshalb empfiehlt King diejenige
auszuwithlen, die am geeignetsten ist, um das Ende zu
vervollstindigen.

Aus der Reihe der Gruppen w, bestimmt man nun
die Differenzen Aw, und 4%w,. Dann werden die aus-
geglichenen Kardinalpunkte u,,, nach der Formel (18)
berechnet. Sie koénnen leicht kontrolliert werden indem
man die Kolonnen der 1w, 4w, 42w summiert, aber alle
nur bis zum gleichen Wert der Variablen, und darauf die
Formel (13) anwendet. Das Resultat muss gleich sein
der Summe der Kardinalpunkte bis zum entsprechenden
Wert der Variablen. Will man die Formel (13 a) be-
nutzen, so brauchen nur die w und 42w summiert zu
werden. I ist aber dann zu beachten, dass der Index
von w um fiinf hoher ist als derjenige von A2w.

Aus der Reihe der Kardinalpunkte bildet man
weiter die 1., 2. und 3. Differenzen. Damit berechnet
man die Leitdifferenzen fiir das erste Intervall sowie die
aufeinanderfolgenden korrigierten §%u und erhilt schliess-
lich durch Aufsummieren die Reihe der ausgeglichenen
Werte. Je nachdem die Reihe der Kardinalpunkte iiber
die gewiinschte Reihe von ausgeglichenen Werten hinaus-
reicht oder ob beide beim selben Wert beginnen, hat
man die Formeln (15) und (16) oder (17) und (18)
anzuwenden,
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Zur Kontrolle empfiehlt es sich, die du und 02w
etwa im Intervall von 20 Einheiten der Variablen nach
den Formeln (15) zu bestimmen. Die aufsummierfen
Difterenzen werden, infolge Abrundungsfehlern, in den
letzten Dezimalen ein wenig von den berechneten ab-
welchen, und zur Weiterrechnung wird man deshalb
besser die letzteren verwenden. Durch diese Zwischen-
rechnungen hat man aber nun in angemessenen Abstin-
den eine Kontrolle, die man sonst erst in den Kardinal-
punkten erhalten wiirde.

s soll vielleicht hier erwithnt werden, dass man oft
die 3. Differenzen der ausgeglichenen Werte bildet, um
zu untersuchen ob sie regelmigsig verlaufen. Wenn man
nun die Interpolation wie oben angegeben an den Werten
selbst und nicht z. B. an deren Logarithmen durchfiihrt,
$o hat man ohne weiteres die Reihe dieger 8. Differenzen.
Sie werden allerdings von den aus den auf- und abge-
rundeten ausgeglichenen Werten berechneten 3. Diffe-
renzen etwas abweichen, jedoch nur unbedeutend.

King hat seine Ausgleichungsmethode hauptsich-
lich auf Sterbetafeln angewendet. Die Ansichten,
welche Funktion in diesem Falle am besten auszu-
gleichen sei, waren geteilt. Bel Verwendung des Make-
hamschen Gesetzes wiihlte man meistens p, oder log p,,
withrend Woolhouse die [, ausglich und Higham und
Karup die q,. IKing betrachtete oft log ¢, oder auch
log (q, + 0,1), weil bei einigen Altern das rohe ¢, Null
ist und log ¢, dann — co wiire. Um nicht mit negativen
Charakteristiken rechnen zu miissen, wird statt log ¢,
auch n +log ¢, (n =1, 2, ...) verwendet.

Neben der Ausgleichung empfiehlt King 26) die
sogenannte Konstruktion einer Sterbetafel. Ohne die
unausgeglichenen ¢, zu berechnen, kann man direkt aus
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den Lebenden unter Risiko (F,) und den Sterbefiillen
(0,) eine ausgeglichene Tafel erhalten. Durch Anwendung
der Formel (18 a) auf die F, und 6,, beidemale natiir-
lich fiir denselben Wert von @, bestimmt man die Kardi-

!

nalpunkte F, und 0, und der Quotient FJ} ergibt aus-
v
&

geglichene fiinfjiihrige Werte von ¢q,. Die Formel (13 a)
kann auch in der Form 5wy, , =w,, ; — 0,04 42w,
verwendet werden, da infolge der Quotientenbildung
der Faktor 5 nachher wegfillt. Zwischen den ausge-
glichenen ¢, wird nun oskulatorisch interpoliert und
zwar mib ¢, selbst oder einer der oben erwiihnten Funk-
tionen von ¢,.

King hat nach seiner Methode auch die Altersver-
teilung einer Bevolkerung ausgeglichen. Es wird oft
beobachtet, dass bei den Altern die mit 0, 2, 5, 8 endigen
zu viel Personen angegeben werden. Deshalb bildete
King die Gruppen 4—8, 9—13, 14—18, usw. mit den
zentralen Altern 1 und 6, damit 0 und 8, wo die meisten
falschen Angaben zu sein scheinen, getrennt sind. Auf
Grund dieser Gruppen wird nun die Ausgleichung vor-
genommen, d. h. die Bestimmung der Kardinalpunkte
mit darauffolgender oskulatorischer Interpolation fiir
die Zwischenwerte. Man erwartet so, dass die ausge-
glichenen Werte eine bessere Darstellung der wirklichen
Verhiltnisse geben als die beobachteten Zahlen selbst
und dass die Methode von King sich hier fiir die Elimina-
tion von personlichen Fehlern eignet.

Oft ist ein Beobachtungsmaterial nur in Gruppen
bekannt, z. B. in Finfergruppen. In diesem Falle bietet
die Kingsche Methode die Moglichkeit, aus den beob-
achteten Gruppen die ausgeglichenen Kinzelwerte zu
berechnen.
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Brawn 27) hat die Methode mit gutem Erfolg auch
auf geringes Material angewendet. Uber die Ausgleichung
von beschrinkten HErfahrungen bemerkte King selbst:
wenn sie so klein sind, dass die Methode nicht verwendet
werden kann, dann ist es iiberhaupt kaum der Miihe
wert auszugleichen. Hauptsichlich wegen der Tiinfer-
gruppierung der beobachteten Werte zur Bestimmung
der Kardinalpunkte ist die Methode auch fiir kleines
Beobachtungsmaterial geeignet, da dies gewissermassen
eine Vorausgleichung bedeutet.

§ 5. Ausgleichung der Enden.

1. Bei allen mechanischen Methoden besteht die
Notwendigkeit, die Ausgleichung an den Fnden zu er-
ginzen. Diese Vervollstindigung kann beliebig vor-
genommen werden, solange die Kurven sich glatt
aneinander anschmiegen und keine grossen Abweichun-
gen ergeben.

Bei der Ausgleichung von Ausscheidetafeln empfiehlt
es sich, die Bildung der Finfergruppen w, so vorzu-
nehmen, dass das Schlugsalter w einer der Kardinal-
punkte wird, sofern es einigermassen genau festgelegt
werden kann. Dazu ist das hochste Alter x fiir w, um
7 Jahre jiinger zu nehmen als das Alter », wo die Aus-
scheidewahrscheinlichkeit ¢, eins ist. Der letzte be-
rechnete Kardinalpunkt ist dann ) = ¢, _,, und
bekannt ist noch g, = 1. Damit lisst sich ¢, . be-
stimmen, wenn man annimmt, dass ¢, ., ¢, s
o 10 U5 und g, =g, eine Wertereihe bilden deren
8. Differenzen z. B. konstant sind. Die Beziehung (4)
ergibt hier:

.(/:.) == .(l:u-—2o +44 g:u—-?O +% -’-{'29;—20 + 4 4‘3920—20 (19)
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Die fiinfjihrigen Differenzen 4 und 4% werden aus
Jo—20> Yu—tss Jop1o berechnet und die unbekannte

3. Differenz erhiilt man mit:
3 ! 1 ! ! ! 2 ! ]
A3 g, 90 = 4 {gco — G20 — 44 G 20— 6429, 5 (19 a)

womit sich schliesslich das gesuchte g, , bestimmen
lisst zu:

g;,_mr, = g;,_zo + 84 g:,,_go + 3 A2gclu-—20 + Asgcfu——% (lgb)

Die Rechnung kann entsprechend auch mit einer
konstanten 4. Differenz durchgefiihrt werden.

2. Wird die Summierung so vorgenommen, dass
sich fiir w nicht ein Kardinalpunkt ergibt, so ist, wenn
iiber g, wieder eine Annahme getroffen werden kann,
folgendes Verfahren am Platz. Ist der letzte Kardinal-
punkt g¢,, so wird mit g, ¢._5, ¢s 4o und dem ange-
nommenen Wert fir g, eine dritte Differenz bestimmt
und damit der oder die fehlenden Kardinalpunkte bis
zum Alter o interpoliert. Es kann auch mit einer
4. Differenz gerechnet werden, die man aus ¢, g, ,
0o 105 & 45 und g, erhiilt. Die gesuchten Differenzen
ergeben sich aus folgenden Formeln:

w—z + 10 w—x -+ 10
Yo = 9';—10 F 5 A g::‘—lo I b 42 g;:—l() =5

1 2

w—a -+ 10
+< 5 Asg:’c—w

(20)

3
10
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- w—zx + 15 w—2x -+ 15
9o = Go1s + | 5 d gy 45 + 5 >A2 Ge—1s +
1 9
(21)
o—x -+ 15 w—x -+ 15
-+ ( 5 ) A3 g, 5 + ( 5 A4 g, g
3 4

Die berechneten Differenzen werden darauf zur Auf-
summierung verwendet. Wenn eine Annahme fiir das
Schlussalter getroffen werden kann, so erhélt man da-
durch meistens bessere Resultate als mit Extrapolation.

3. Statt die ausgeglichenen Werte zu ergiinzen,
kann man auch vor der Ausgleichung die Beobachtungs-
reihe iiber die Enden hinaus verlingern. Oft lisst sich
leicht erkennen, wie die Reihe iiber die beobachteten
Zahlen hinaus fortgesetzt werden kann, z. B. wenn die
ausserhalb liegenden Werte Null sind. Solche Voraus-
setzungen sind aber nur versuchsweise zu verwenden,
und es muss immer untersucht werden ob sie zuldssig,
d. h. durch das Resultat gerechtfertigt sind. Lisst sich
keine Annahme treffen, so kann auch der Durchschnitt
aus den ersten bzw. letzten fiinf oder zehn Werten als
Niherungswert fiir die ausserhalb der Tafel liegenden
Alter angesehen werden. Dieses Verfahren ist jedoch
nur am Platz, wenn die Wertereihe nicht zu stark an-
steigt oder fillt. Mit Hilfe der beigefiigten Zahlen erhilt
man nun geniigend Kardinalpunkte und somit kénnen
alle Werte ausgeglichen werden. ‘Tritt im Verlauf der
Rechnung ein Maximum oder Minimum auf, das nicht
gerechtfertigt ist, so kann es z. B. beseitigt werden,
indem man seinen Wert fiir das ganze vorangehende
oder nachfolgende Stiick gelten lésst.
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4. Fir die Interpolation der Zwischenwerte kann
mm ersten und letzten Intervall statt nach dem frither
angegebenen Verfahren mit konstanten 2. Differenzen
auch mit konstanten 8. oder 4. gerechnet werden, die
z. B. fir das Ende mit dem letzten Kardinalpunkt w,

und den schon interpolierten Werten u, y, u, o u, ,
und eventuell u;_s nach folgenden Formeln bestimmt

werden :

U, = thy_q +TOw,_; + 2182w, ; + 35 8%u,_, (22)

Uy =1y o+ 80u, g+ 2802w, ¢+ 5603w, o+ T08%, 4 (23)

Aus (22) erhiilt man 8% %, , und aus (28) 64w, 4. Die §
sind hier jéhrliche Differenzen. Fiir den Anfang der
Tafel werden die Werte in umgekehrter Reihenfolge
geschrieben und dieselben Formeln angewendet.

5. Wenn die oskulatorische Interpolation bis w,
durchfithrbar ist und ausser dem Kardinalpunkt .
noch ein weiterer Punkt u,, ;. . bekannt ist oder doch
eine Annahme dariiber getroffen werden kann, so ist
es moglich mit w, o, w, ,, u, 4, ; und %, 5., eine 3.
und 4. Differenz zu bilden und damit bis w,, ., zu
interpolieren, wenn 4% als konstant betrachtet wird. Aus
den beiden Gleichungen:

Uy 5= Uy_o + TOU,_ o+ 21 02w, o + 8583w, ,+ 8584w, ,
{ ! 7 n / 7 . n 1]
u;u-l—.’)H-ﬂ: x—2 + ( —:*l— ) 6’“‘:5—2 s ( |2_ ) azw’z——z + (24)
(T o (T ") ot

werden 62 und 8% berechnet und damit die fehlenden
Werte aufsummiert.
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Analog kann auch eine 2. und 3. Differenz mit
Uy 1, Upy Uyyg, Uy 5., bestimmt werden. Man erhilt

sie aus folgenden Gleichungen:

1

U= Uy _y + 6 S, | + 1582w, | + 20 3 u, (25)
) 6 ; 6+ mn ' 6 +n :
Uy 5pn = Up_y + ( 41— n) 0w, 4 -+ ( ; > 0%u, , + ( :; ) 03,4

Mit diesen Differenzen kann man gegebenenfalls noch
einige Werte extrapolieren.

6. Hat man z. B. am Anfang big zum Alter z aus-
geglichen und bleiben noch n Werte unausgeglichen, so
kann man auch folgendermassen weiter vorgehen. Man
bildet die Summen X u,, o, X %, ,, 2%, und X wu, ,,
wobei von (z -+ 2) bis z die ausgeglichenen und von
(z—1) bis (z—mn) die unausgeglichenen Werte be-
trachtet werden. Dann berechnet man 8 X u, o, 6 X u,
und 622%;“, um damit 6321(,;+2 zu bestimmen, das
man als kongtant annimmt. Die Werte ergeben sich aus
folgender Darstellung:

| = u 2 02 022 a3 2

1] 1 ! W\ / o1 !

T+ 2| Uppy | Dlyyy |02y, 5| 020y,
1] ! 1 !

T+ 1 Ugy1 Z Uy 1 L Uy -1
1 | !

T U, 2w,

H 1 ‘U:m_t

T—2| %,y

T—MN| Uy Z Uy p




Es ist:
Z “.;+2 = “;-rz
Z '”’;;-H = “;4_2 -+ u;_b 1
Dy = Uypp+ Uy + %
Dy =ty Uy U Uy T U,
Ferner:

0B Uy g = Uy,

XU, = u,

dargestellt werden durch:

o 2 ot o
Z Uy =2 Uy yo (n -::- )5 Z Uy yg T+

o (" g 2) Bl 4+ (” ; 2) #2ul,, 20

Nun kann X, ,

und daraus folgt:

0%ty y = (26 a)

= ‘n _1}_ 9 {2 Uy — % u:::—FZ _(n T 2) 02X u’:::+2 _" (n —g 2) 622 '“;’H—‘a}
"3)
Ist 032 w,,, bestimmt, so kénnen die Kolonnen der
022 und § X aufsummiert werden. Die d 2 stellen die
ausgeglichenen w dar, wobei aber die Beziehung gilt:
0Xu, =u, .

Das analoge Verfahren kann auch fiir das Ende ver-
wendet werden, es ist aber nun fir (z + 2) (z — 2) und
fir (z—mn) (z +n) zu setzen. Wird auf diese Weise
vorgegangen, so bleibt ¥ u, , fiir die ausgeglichenen und
unausgeglichenen Werte gleich, was manchmal von
Vorteil ist.
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Je nach dem Charakter der Beobachtungsreihe wird
man die eine oder andere der hier erwiihnten Arten fiir
die Auggleichung der Enden verwenden kénnen.

ITI. Ausgleichungsergebnisse,

Es wiirde zu weit fithren, hier eine vollgtiindige Auf-
zihlung der Anwendungen der Kingschen Methode zu
geben. Fs soll deshalb ausser auf die Arbeiten von
King 26) und Braun ?7) nur darauf hingewiesen werden,
dass einige Wertereihen der Rechnungsgrundlagen der
eidgendssischen Versicherungskasse sowie ein Teil der
Grundlagen der frither projektierten Alters- und Hinter-
lagsenenversicherung nach King ausgeglichen sind. Im
folgenden soll noch an einigen verschiedenen Zahlen-
reihen die Anwendbarkeit der Kingschen Methode er-
wiesen werden. Dabel ist jedoch die Durchfithrung
der Ausgleichungnur kurzangegeben. Dieausgeglichenen
Werte sind mit den entsprechenden beobachteten im
Manuskript zu dieser Arbeit enthalten, das im ver-
sicherungswissenschaftlichen Seminar der bernischen
Hochschule niedergelegt ist. Die Krgebnisse werden
jedoch durch die beigelegten graphischen Darstellungen
am besten veranschaulicht. Die gestrichelten Zickzack-
linien stellen jeweilen die Beobachtungsdaten dar, die
ausgezogenen Kurven die ausgeglichenen Werte.

1. Sterbenswahrécheinlichkeiten fiir Manner, Schweiz 1918.

Als erstes Beispiel wurde eine Absterbeordnung
gewiihlt, die nicht nach dem sonst hiufig verwendeten
Makehamschen Sterbegesetz ausgeglichen werden kann,
niamlich die Absterbeordnung der schweizerischen ménn-
lichen Bevélkerung fiir das Jahr 1918. Wihrend die
Kurve der ¢, sonst in den jungen Altern zuerst rasch
und dann langsamer fallt bis ebwa zum Alter 13 und nach-
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her allméhlich und zuletzt steil wieder ansteigt, zeigt die
Kurve von 1918 zwischen 13 und 45 eine bedeutend
hohere Sterblichkeit. Bis zum Alter 28 steigt sie rasch
an, sinkt dann wieder etwas, bleibt aber immer gegen-
iiber den ¢, anderer Beobachtungsjahre iiberhéht. “Die
Ursache dieser hohen Sterblichkeit ist bekanntlich che
Grippeepidemie von 1918. ‘

Die unausgeglichenen ¢, sind in einer Arbeit von
Ney 29) enthalten, die ausgeglichenen werden durch
die beigelegte Figur veranschaulicht. Die Uberein-
stimmung kann als sehr gut angesehen werden. Die
Anzahl der Nullstellen oder Zeichenwechsel fiir die auf-
summierten Differenzen zwischen Beobachtung und
Rechnungsergebms 15t 82.

Die Ausclelchung wurde so vorgenommen, dass fiir
=0, 5, 10, ... 95 die Finfergruppen gebildet und
damit die Kardinalpunkte fir = =17, 12, 17, ... 92
berechnet wurden. Durch die oskulatorische Inter-
polation erhielt man die Zwischenwerte von 12 bis 87,

Am Anfang der Tafel wurden fiir die Alter 0, 1 und
2 die unausgeglichenen Werte beibehalten. Mit den aus-
geglichenen Werten fiir z = 15, 14,13, 12 und dem un-
ausgeglichenen fiir = 2 kann mittels der Beziehung (4),
die natirlich auch fiir die & gilt, eine 4. Differenz be-
rechnet werden, und wenn diese als konstant betrachtet
wird, erhilt man durch Aufsummieren die Zwischen-
werte von 8 bis 18. Da die so resultierenden ¢, fiir
¢ =3, 4 und 5 gegeniiber den beobachteten ¢, etwas
hoch ausfielen, wurde als ausgeglichener Wert das arith-
metische Mittel aus ¢, und ¢, angenommen. Waiter
wurde filr @ = 7 statt des friher berechneten Kardinal-
punktes der durch die Interpolation mit der konstanten
4. Ditferenz erhaltene Wert verwendet.
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Fiir das Ende wurde analog mit den ausgeglichenen
Werten fiir « = 84, 85, 86, 87 und 92 nach Formel (23)
eine 4. Differenz berechnet und damit die Zwischenwerte
aufsummiert. Durch Extrapolation mit derselben kon-
stanten Differenz ergaben sich im vorliegenden Beispiel
recht gute Resultate, so dass die Tafel auf diese Weise
ganz vervollstindigt werden konnte. Im allgemeinen
ist zu sagen, dass man mit einer Annahme fiir das
Schlussalter meistens bessere Resultate erhiilt als mit
Extrapolation.

2. Sterbenswahrscheinlichkeiten fiir Méanner, Schweiz
1920/21.

Bildet man von den unausgeglichenen g, nach Ney 29)
die Fiinfergruppen fir z =0, 5, ... 90, so ergeben sich
ausgeglichene Kardinalpunkte fiir 2 =7 big 87 und
durch die oskulatorische Interpolation die Zwischen-
werbe von 12 bis 82. Der erste Kardinalimnkt wurde
nicht beibehalten, da er ein wenig zu tief liegt, um als
ausgeglichener Wert gelten zu kdénnen.

Fiir den Anfang wurde aus dem rohen Wert fiir
2 = 4 und den ausgeglichenen fir x = 15, 14, 138, 12
eine konstante 4. Differenz berechnet und damit die
Werte von 2 = 4 big 12 interpoliert.

Die Vervollsténdigung fiir die hohern Alter gelang
auf folgende Weise: mit ggy, g1, ggo und gg; wurde nach
Formel (22) eine konstante 8. Differenz bestimmt und
damit die Zwischenwerte berechnet. Versuchsweise
wurde noch fiir hohere Werte von & mit derselben
Differenz extrapoliert: es ergaben sich annehmbare
Werte bis 92. Da die Werte der ¢, fiir 1920/21 schon
von Ney nach Makeham ausgeglichen vorlagen, wurde
versucht, denselben Fndwert bei & = 100 zu erreichen.
Mit einer 4. Differenz aus ggy bis gg und ¢y, ergab sich
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ein angemessener Verlauf der dazwischenliegenden g..
Die Anzahl der Nullstellen oder Zeichenwechsel der auf-
summierten Differenzen zwischen Beobachtung und
Ausgleichung ist hier 28.

Der Vergleich mit den nach Makeham ausgeglichenen
Zahlen, die in der entsprechenden graphischen Dar-
stellung ebenfalls eingetragen sind, lisst erkennen, dass
durch die Kingsche Methode ein besserer Anschluss an
die Beobachtungsdaten erzielt wird. Zwischen den
Altern 18 bis 27 verliuft die Makehamsche Kurve etwas
tief, dagegen liegt sie von 65 bis 70, wo die ¢, und ¢,
fast zusammenfallen und auch von 83 an ein wenig zu
hoch. Ihr Verlauf ist dafiir, bis auf den Ubergang beim
Alter 17, stetiger, was aber ohne weiteres durch das
analytische Ausgleichsverfahren bedingt ist.

HEs ist noch zu erwihnen, dass die Finfergruppe
fiir & = 95 ausser Acht gelassen wurde, da fiir 98 und
99 keine rohen Beobachtungszahlen vorlagen. Der
Wert Null ist in diesem Falle nicht angepasst. Mit
einem Mittelwert aus den letzten 4 oder 5 Werten wiirde
man aber wahrscheinlich ein brauchbares Resultat
erhalten haben und die Vervollstindigung fiir die héhern
Alter wiire vielleicht etwas einfacher gewesen.

3. Heiratswahrscheinlichkeiten fiir Witwer der schweize-
rischen Bevolkerung fiir 1901—1910.

Ney 39) gibt die rohen 0, fiir = 19 bis 83. Erginzt
man fir ¢ <19 und &> 83 den Wert 6, =0, dann
ergeben sich durch die Anwendung der Kingschen Aus-
gleichungsmethode fiir alle rohen 0, auch ausgeglichene 6,
und eineVervollstéindigung der Enden ist nicht mehrnétig.

Die Kurve der 6, zeigh den bekannten Verlauf, d. h.
ein rasches Ansteigen bis zum Maximum beim Alter 28,
darauf sinkt sie zuerst steil und dann immer allmih-
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licher bis etwas {iber das Alter 80, wobei das letzte Stiick
sich asymptotisch der Altersachse nihert.

Die Ausgleichung wurde hier versuchsweise mif
zwel verschiedenen Grupplerungen vorgenommen, und
zwar vorerst fir z =9, 14, ... und dann fir = = 6,
11, 16, .... Durch die exste Art der Gruppierung ergab
sich ein besserer Anschluss an die Beobachtungsdaten,
wie namentlich aus den akkumulierten Abweichungen
ersichtlich ist. Im 2. Fall verlduft die Kurve meistens
tiefer, so dass die aufsummierten Abweichungen grésser
sind. Dag Maximum liegt allerdings etwas hoéher als
im ersten Fall, erscheint jedoch ein wenig gegen die
hohern Alter hin verschoben. Die Anzahl der Zeichen-
wechsel betrigt bei der ersten Ausgleichung 16, bei der
zweiten nur 2. In der graphischen Darstellung ist nur
die erstere eingetragen.

4. Das Geschlechterverhiltnis in der schweizerischen
Wohnbevolkerung fiir 1900, 1910 und 1920.

Die beobachteten g¢,, d. h. die Verhiltnisse der
Anzahl der Frauen zu der Anzahl der Minner desselben
Alters wurden zuerst alle mit den Finfergruppen fiir
¢ =0, 5, 10, ... ausgeglichen. Setzt man fiir negative
Alter den bel z = 0 geltenden Wert und erginzt das
Ende mit einem Wert der etwas hoher ist als das Maxi-
mum der unausgeglichenen Zahlen, so erhilt man von
0 bis etwas iiber 80 annehmbare ausgeglichene Werte.
Die Kurve von 1900 wurde noch mit anderer Gruppie-
rung, nimlich fir ¢ =2, 7, 12, ... ausgeglichen, wo-
durch aber das Maximum zwischen 20 und 25 etwas
gegen die hohern Alter hin verschoben wird. In der
graphischen Darstellung ist diese zweite Ausgleichung
eingezeichnet. Sie lisst erkennen, dass bel gewissen
Schwankungen der Beobachtungsdaten die Fiinfer-
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gruppierung zum Zwecke der Ausgleichung doch nicht
ohne weitere Uberlegung vorgenommen werden darf.

Durch die oben erwihnte Ausdehnung der Beob-
achtungsdaten ergeben sich fiir das Ende der Reihen der
ausgeglichenen Werte einige Wellenbewegungen, dienicht
gerechtfertigt sind. Sie entstehen dadurch, dass tiir 100
ein konstanter Wert ergéinzt wird, trotzdem die Kurve
vorher stark ansteigt. Die Ausgleichung wiirde hier
‘besser mit einer Annahme fir g, fiir x =100 oder ein ho-
heresAlter weitergefiihrt oder vielleicht mit Fixtrapolation,

Die ausgeglichenen Kurven zeigen folgenden Verlauf:
in den jingsten Altern tberwiegen die Knaben. Wiir
1900 und 1910 ist von 19 bis 26 die Anzahl der Frauen
grogser, von 26 bis 80 resp. 36 kleiner und spéiter mit
steigender Tendenz immer grosser als die Anzahl der
Minner desselben Alters. Die Kurve fiir 1920 zeigt ein
etwas anderes Bild. Von 14 an steigt das Verhiltnis
rasch zu einem Maximum bei 27, sinkt dann ein wenig,
liegt von 46 bis 58 sogar unter den Kurven fiir 1900 und
1910, erhebt sich nachher aber wieder bedeutend héher.
Die grossen Werte von 15 bis 43 sind auch hier wieder
im wesentlichen durch die Grippeepidemie von 1918 be-
dingt, da diese unter den Frauen weniger Opfer forderte
als unter den Ménnern.

Schlussbemerkung.

Die vorliegenden Untersuchungen lassen erkennen,
wie rasch eine gegebene Zahlenreihe nach der Methode
von King ausgeglichen ist. Zudem zeigen die Anwen-
dungen, dass die ausgeglichenen Werte mit der grossten
Treue den Beobachtungswerten folgen, zu gleicher
Zeit aber glatt verlaufen. Vielleicht dient die vorliegende
Arbeit, die die Vorteile der Methode von King darlegt,
zur weitern Verbreitung und Anwendung derselben.
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