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Bei der Bestimmung der Grenzen findet man*)

xx e-x \/2ttx< x! < xx e-x+^ \J~2nx und

weil die Quantität -rjr- schon in der Gleichung 3) als Grenze aufge-

treten, hegte ich die Vermulhung, dass sie sich ebenfalls durch die

obige Entwicklung als Grenze finden Hesse. Der Nachweis ist mir
aber bis jetzt nicht gelungen.

VIII.
27. Dieser Abschnilt gibt einen neuen vereinfachten Ausdruck

für das Bernoullische Theorem.

Es wurde im historischen Theil dieser Arbeit gezeigt, wie
Moivre zuerst für den Bernoullischen Summenausdruck

in /i p + 1

W "V /<! "V^j m! n! p q '

m fi p — 1

worin m 4- n /.t, p 4- q — 1 und 1 y \/2pqrn ist, einen

Integralausdruck gegeben hat, welchen alsdann Laplace wie in Note 1 im

Anhang ersichtlich, mit vollkommeneren Methoden genauer gab durch

"-£/ Y-l* e'f
e

l dt 4- ~r=y 27r,«pq
o

Dieser Ausdruck ist seit Laplace unverändert geblieben, man

findet ihn heute noch in den besten Handbüchern für
Wahrscheinlichkeitsrechnung, so in denen von Meyer und Czuber, von Bertrand
u. a. m.

Bei Operationen mit demselben erweist sich jedoch die Bestfunktion

e '
i - als sehr unbequem. Um so mehr muss es auffallen, dass

V27T^pq
seit Laplace noch niemand es versucht hat, dieselbe durch Vereinigung
mit dem Integral ihrer isolirten Stellung zu entheben.

Dass dies möglich ist, soll im Folgenden gezeigt werden.
r.S sei u ju u

p q das allgemeine Glied des
mini

Binoms (p 4- q)", worin p und q die bekannte Bedeutung haben.
Alsdann wird, wie es schon Laplace gezeigt hat, mit Hülfe der Formel

*) Serret gibt diese Grenzenbestiinmung auf hübsche Weise in seinen

Cours d'algèbre supérieure (5. éd., Paris 1885) tome II, art. 393, p. 218.

Bern. Mittheil. 1893. Nr. 1326.
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von Stirling und unter Berücksichtigung des Salzes, dass diejenige
Combination der Zahlen des Eintreffens und Nichleinlreffens des

Ereignisses ein Maximum von Wahrscheinlichkeit besitzt, die unler
der Relation steht p : q — m : n, die Wahrscheinlichkeil, dass bei

f.i Versuchen das Ereigniss (dessen einfache und konstante
Wahrscheinlichkeit gleich p, dessen entgegengesetzte gleich q ist) eine
Anzahl Male eintreffe, die zwischen /<p +7 I liegt, ausgedrückt durch

m ,«p 4-1

w =Za m! n!
i» ci =-y« + ywu + • • •

m=/.ip —1

+ ym +- yv + yc+i + • • ¦ • y^+i-i 4- yv+l,
worin also in allen Gliedern m durch ^p und n durch f<q ersetzt
ist und y» das Maximalglied bedeutet.

Dann kann man setzen :

;.= l
W ^ [yr-i + y,,+/\] — yv, oder

;.—1

— >c(A) — -Q ç(Q). wenn
2

A=0

_ ü_
a(X) =_- ;

2
-e 27m, also <p(0) - ist.

V 2^<pq V 27T/(p(i

28. So viel mir bekannt isl, wurde der Uebergang von der zuletzt
gegebenen Summe zum Integral seit Laplace immer mit Hülfe der
Summalionsformel von Maclaurin und Euler gemacht. Eine eigene
Methode für diesen Uebergang, auf mechanischer Quadratur beruhend,
gab mein verehrter Lehrer, Herr Privaldozenl Dr. Ch. Moser in Bern,
der sich bei versicherungstechnischen Arbeiten oft mit dieser Materie

beschäftigte, in seiner Vorlesung über das Bernoullische Theorem (im
Sommer-S. 1802) und zwar in folgender Weise :

2 *'
Sei f(x) ._ -e 2/<p<i und

V 2?ff<pq

x 0, 1, 2, 1.

Die Funktion f(x) liefert, weil ^<pq positiv ist, für x 0 ein
Maximum und nimmt mit wachsendem x stelig ab. Die rechte Seite
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der Gleichung für W kann, da x nur die ganzzahligen Werthe 0, 1,
2, 1 betritt, geschrieben werden:

W Af(0) 4- 1 f (1) 4- 1 f (2) 4- 1 f(x).

Die einzelnen Summanden seien als Rechtecke dargestellt und

zwar f (0) mit der Basis — und die übrigen Werthe je mit der Basis 1.

Werden diese Rechtecke über einer gemeinsamen Grundlinie
aneinandergereiht und wird über dieser Grundlinie als Axe der x die
Curve f(x) conslruirt, so schneidet diese die der Basis gegenüberliegenden

Seiten der für f(l), f(2) f(l) erstellten Rechtecke
je in der Mitte. Die Fläche, welche von der Grundlinie, den

Ordinaten f(0) und il 1 -j I und der Curve f(x) eingeschlossen ist,

hat zum Ausdrucke: I f(x) dx. Substituirt man diese Fläche für
*J

o

die Summe der Rechlecke, so kommt bei einem einzelnen Rechleck

ungefähr ein so grosses Dreieck hinzu, wie die Curve von dem Rechteck

abschneidet, — absolut genau, sobald die Curve für ihren über
der Basis eines Rechtecks gelegenen Theil als geradlinig betrachtet

werden kann. Nur beim ersten Rechleck. — f (0), hebt sich das
di

kleine Fehlerdreieck nicht auf. Dieses wird jedoch, da f(x) für

x 0 ein Maximum aufweist, sehr klein. In Näherung muss daher

gelten :

=2f(x) - ìf(o)=J
**T

w 2^ f00 - 2 f(0) J f(x) dx-

x 0, 1, 2, l.o
Das Resultai, das diese geometrische Ueberlegung liefert, leuchtete

mir ein und regte mich an, eine Untersuchung auf analytischem

Wege vorzunehmen.

29. Sei also
x l

1) W ^S <p(x) — — <p(Q) oder auch

x 0

x 1 — 1

2) w==2^x) + ^)-^(0),
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2 _^!_
worm tp(x) e 2,upq ist.

\/27r1upq

Nach Euler's Summationsformel*) :

x x

__ rB(2)y"'(x)1xt/

wird

und

x — ' /-»l+iI 1 1

3) 2 ^x) J ^Wdx-2 ^(1) + 2^(0)
x 0 l°

x l—1

4) 2 tf*) f ?(x)dx - i PO) + ^ ^(°).
x 0 V

bei Vernachlässigung der mit <p'(x), <p'"(\) behafteten

4 1
Glieder, weil q>' (x) • — e 2,upn also von

V/27TJwpq 2jupq

der Ordnung — ist (wo ft sehr gross vorausgesetzt wird).

Die Werlhe 3) und 4) in die Gleichungen 1) und 2) substituirt,
ergibt :

/»l+i
5) W I ç>(x) dx — - <p(14-1) oder

*o

6) W J%(x) dx 4- | p(l).
o

Also liegl

/i
/»i+i

ç> (x) dx und I
ç? (x) dx, und es sei daher

o o

*) Dr. Bruno Borchardt benutzt in seiner «Einführung in die
Wahrscheinlichkeitslehre» (Berlin 1889, Jul. Springer) diese Summationsformel unrichtig,
indem er die Grenzen auf beiden Seiten der Gleichung gleich nimmt, während
die obere Grenze rechts um eine Einheit höher genommen werden muss.
Borchardt erhält auch ein unrichtiges Resultat (p. 31 und 32 seines Buches). Auch
in Meyer und Czuber «Vorlesungen über Wahrscheinlichkeit» (Leipzig 1879,
Teubner) finden sich Unrichtigkeiten (oder sind es bloss unkorrigirte Druckfehler
im Gebrauche der Grenzen (p. 101 und 102).
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/»i+f
W J if (x) dx, wo e eine kleine Grösse, zwischen 0

o

und 1 gelegen, ist, die bestimmt werden soll. Zu diesem Zwecke suche

ich zu entwickeln
»i+f

<p (x) dx./•
i

7) Man setze | <p(l) f(l), dann wirdJVw

/l+£<p(x) dx f(l+e) — f(l) oder nach Taylor

i
D2f///

f(i) + m + ^P- + 4t5- + • • ¦in ""¦ - t(l)

Es ist aber nach 7):

f'(I) 9(l), f'(I) f'Q), f'"(0 <p"(\),

somit folgt durch Substitution dieser Werthe in 8) :

9) ß^ - «,(,) + M + i» + m i«,.

l
Weil e< 1 ist, so ist die Reihe q) convergent und man

erhält unter Vernachlässigung der Glieder von der Ordnung — in

erster Näherung:
-,1+e

ip(x) dx e <p(l).fi
Es war aber nach 6):

»I+e

^(1) also
/.it- j
I <P(*) dx y

s y(l) — tp(1) oder

1

Daher wird:

I ^j(x) dx 4- I <p(x) dx I y?(x) dx.

0 1 0

W
~0
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Analog folgt aus Gleichung 5) :

,1+1-0
1

I <p(x) dx =— -—^(14-1) und durch Ent-

*i+i
Wicklung des Integrals links, nach Taylor, wie oben, ergibt sich
wieder:

- 0 tfl-fl) - -1 çKI+1) oder

'-A
und

/»i+i /"i+i p+l
W I p(x) dx — I cp(x) dx I <p(x) dx.

o 1+1-} o

2 x2
30. Es war aber <p (x) erj^ a]s0 wird

\27ri.ipq

^\ A<2 f1'
W ; i-z I e 2upq dx.

o

Oder setzt man $' — ç x2, wo p —
2f<pq

so wird
d££=x\/p d$=dx \/p und dx

Für die Grenzen gilt dann :

x 0 ,1=0
x » +1 i - (i +1) v/r

und nach einfacher Substitution seht hervor :

*-£/' d|.

0

Die dem Laplace'schen Integralausdrucke anhaftende, bei

Anwendungen desselben lästig werdende Restfunktion ist hier mit dem

Integral vereinigt. Dabei hat eine Veränderung der oberen Grenze

stattgefunden: im Laplace'schen Integral war y li / hier
V 2«pq

lsl '-(' + i) \tèr



— 175 —

Dieser neue Ausdruck erleichtert nicht nur die sehr zahlreichen
theoretischen und praktischen Anwendungen des Bernoulli'schen Theorems,

sondern ermöglicht auch genauere Resultate, und ich behalte mir
vor, gelegentlich einige dieser Consequenzen zu ziehen.

Anhang.

Note 1. Laplace gibt folgende Darstellung des Bernoulli'schen
Theorems*) : Seien p und q resp. die einfachen Wahrscheinlichkeiten der

Ereignisse E und E', dann ist die Wahrscheinlichkeit, dass in m + n

u Versuchen das Ereigniss E m mal, E, n mal eintreffe, gleich dem

(m + l)ten Terme in der Entwicklung von (p 4- q>", nämlich gleich
1.2.3....« m n

p q •
• 1.2.3 m 1 2 3 n

Bezeichnen wir den grössten Term in dieser Entwicklung mit M,

so wird sein ihm vorangehender gleich • r—r-,sein nachfolgender
q m + 1 '

Mq m
gleich • :—7- sein. Damit aber M der grösste Term ist, muss& p n -+ 1 '

gelten
m < 2 < in4i

n+l -*
q

und hieraus folgt, dass

C"+l) P — 1 < m < (,«+l) p
oder m (u+1) p — ff. wo ff < 1, ist.
Nun wird

m+ff n+l —or p m+ff
p — - > q 1—p '———) — ——'¦ 1

,u+l ,u+l (j n+l—ff
und sind 111 und n sehr grosse Zahlen, so gilt die Relation

p _ m

q~ n
'

d. li. das Eintreffen derjenigen Combination \der Ereignisse E und E' hat
ein Maximum von Wahrscheinlichkeit, die unter der Relation p : q m : n
steht.

*) Théorie analytique des probabilités (3. éd. Paris 1820) Liv. II, Chap. Il,
p. 280 e. 1. s.


	

