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ABSTRACT

A nonperturbative renormalization theory of Euclidean field theories in
hierarchical approximation is presented in this paper. The ultraviolet limit is related

to the thermodynamic limit of a polymer system on a multigrid. General methods

to present a hierarchical model as a multigrid polymer system are discussed.

We provide a sufficient condition for the existence of the continuum limit by a

bound for Moebius transforms. The use of renormalization conditions for polymer
activities is described. We study a recursive calculation scheme for polymer activities.

We state a general cluster expansion formula, which is useful for estimating
Moebius transforms.
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1. Introduction

Perturbative renormalization theory deals with divergences in Feynman
perturbation expansions of field theoretic models. Renormalization shows the way
how to define a "bare" interaction such that the effective theory becomes finite.

The approach starts with a regularized model which is finite by definition. The

parameter which regularizes the model is called a cutoff. Regularization is achieved

by suppressing low momentum modes (infrared cutoff) or high momentum modes

(ultraviolet cutoff). For example, we may define an infrared cutoff by restricting
the model to a finite volume and an ultraviolet cutoff by putting the model on a

lattice. There are various other possibilities to provide a regularized model. The

ultimate aim is to remove the cutoff in such a way that the physical quantities

of the model stay finite. A model is called ultraviolet or infrared (perturbatively)

renormalizable, if it is possible to find a "bare" interaction which is parametrized

by a finite number of coupling constants such that the effective interaction stays

finite to all orders of perturbation theory when the cutoff is removed. A perturbative

renormalization theory was presented by Zimmermann [1] who introduced

the notion of "forest" for Feynman graphs. Gallavotti and Nicolò [2-5] invented

a perturbative renormalization theory in terms of a tree graph expansion. Each

tree graph may be represented by a sum of Feynman graphs. The GN tree graph

expansion comes from a successive iteration of truncated expectation values of the

interactions.

The GN tree expansion is related to Wilson's renormalization group approach

[6-7]. In Wilson's renormalization group approach high momentum modes are

integrated out step by step. Each such step is called a renormalization group step.

The renormalization group procedure starts with a local "bare" interaction. We

may consider the model with this "bare" interaction as a model where ultraviolet
and infrared cutoff are equal (and finite). Each renormalization group step lowers

the infrared cutoff. The interactions after applying renormalization group steps

are called effective interactions. They contain nonlocal terms which are induced

by the nonlocality of the free propagator. The idea of Wilson's renormalization

group approach is that the range of this nonlocality of the effective interactions is

of the order of the momentum range of the fields, which will be integrated out in

the next renormalization group step. In other words, the renormalization group
method analyzes a system, where an infinite (or a large) number of degrees of
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freedom are strongly coupled, by reducing it to a system, where only a finite (or
small) number of degrees of freedom are strongly coupled after an infinite (or large)
number of renormalization group steps.

Power series expansions for field theoretic models are in general not convergent.

For a rigorous construction of field theoretic models one needs convergent

expansion methods. Such a method, called phase space cell expansion, was
introduced by Glimm and Jaffe [8-9] and further developped and applied to various

models [10-13]. A rigorous block spin approach was introduced by Gawedzki and

Kupiainen [14-16]. The main technical problem of these methods is to deal with
large field configurations (large field problem).

A strategy to avoid divergences, coming from perturbation expansions in powers

of coupling constants, is to control the flow of effective Boltzmannians instead

of the flow of actions. The action is the logarithm of the Boltzmannian.
Introduction of this logarithm in the renormalization group equation is the source of

divergences in perturbation expansion. In cluster expansion methods the usual

logarithm log is replaced by a new logarithm LOG (cp. [17,18]).' LOG is a function

which maps partition functions to polymer activities. Polymer systems come

from expansion methods of (classical) statistical mechanics and were introduced

by Gruber and Kunz [19-20]. Polymer systems can be applied to quantum field
theories [21-24]. The idea to introduce a polymer system, is to describe a

system with infinite (or a large) number of degrees of freedom by subsystems which
contain only a small number of degrees of freedom. The original system can be

recovered by performing a thermodynamic limit for these finite subsystems. We see

that Wilson's renormalization group method and the method of polymer systems
have a similar underlying idea.

Effective interactions are nonlocal, but well localized. This nonlocality of the

effective interaction causes the large field problem. Because of the nonlocality
of effective interactions suitable definitions of polymer systems are complicated
[25]. To avoid such problems, coming from nonlocalities, we consider here only
the renormalization theory of hierarchical models. A hierarchical model [26-28] is

simply defined by omitting all nonlocal terms in the effective interactions. Effective

interactions for models in hierarchical approximation are by definition local

and each renormalization group step concerns only a small number of degrees of
freedom. A further reason to study a renormalization theory of hierarchical models

is that renormalization can be studied in its pure form.
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Polymers for a field theory are subsets of a special space. This space will
be the multigrid. The use of multigrids for field theory were introduced by Mack

and Pordt [21-24] (cp. also [17] for hierarchical $4-models and complete massless

lattice $|-model). In the following, we shall explain what a multigrid is.

Consider a d-dimensional hypercube x* with unit side length in Rfa Divide

this hypercube x* into Ld, L £ {2,3,...}, hypercubes yi,..., yid which have equal

side length L"1. Furthermore, divide all obtained hypercubes y,-,i £ {1,... ,Ld}
into hypercubes which have equal side length L~2 and so on. After the nth step

we obtain a split-up of the hypercube x* into hypercubes with side length L~n.

Representing the hypercubes by its center points, we obtain after n steps a lattice
An with lattice spacing L~n. The disjoint union of all these lattices A„, where the

lattice points represent hypercubes, is called a multigrid A A0 + Ai + A2 +
with base space x* C Rfa The lattice An is called the nth layer of the multigrid.
For y £ A„+i and y' £ A„, a relation y£y' is given, if and only if the hypercube y
is contained in y'. The multigrid A Ao + Ai + can be used for a definition of a

polymer system for a continuum field theory on a finite volume. The corresponding

multigrid for a theory on a finite volume and with ultraviolet cutoff would be the

multigrid A<jv A0 + Ai + + Ajy.

For infrared problems we consider the following multigrid. Split Rrf into

hypercubes x with unit side length. Denote the corresponding lattice by Ao-

Define A_! by disjoint hypercubes with side length L which contain Ld hypercubes
of A0. In this way, define A_„ for all n £ N. Then, we obtain the multigrid A

Ao + A_i + A_2 + with base space Zd. Define A„, for all n > 0, by the splitting
procedure, for all hypercubes of Ao, which was described above. The multigrid
A ^2 jgz A; with base space Rd is considered for models where ultraviolet and

infrared cutoffs are both removed.

The "bare" action of a field theoretic model consists of the inverse free

propagator and a local "bare" interaction. The free propagator is splitted up into high
and low frequency (momentum) parts. Correspondingly, fields can be splitted into

high and low frequency parts. After this split-up of the free propagator, all
couplings in a field theoretic model come from the nonlocality of the free propagator
parts and the coupling of different high and low frequency parts of the fields. In a

hierarchical model approximation the free propagator parts are replaced by local

operators. Then, we have to deal only with couplings which come from the
different frequency parts of the propagators and fields. These couplings of different
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frequency parts are responsible for ultraviolet resp. infrared divergences in quantum

field theory. In multigrid language, the couplings of blocks x, y £ A, where y
is contained in x and y is very small compared to x, and the large number of such

blocks y, are responsible for ultraviolet and/or infrared divergences in field theory.

To formulate a field theoretic model as a multigrid polymer system, one has

to define polymers and partition functions of polymers. The ultraviolet and/or
infrared limit can be considered as a thermodynamic limit of a multigrid polymer

system. The definition of a multigrid polymer system is recursive, starting with the

smallest polymers. Partition functions of polymers are defined in such a way that

they obey renormalization group equations. Polymer activities for hierarchical

models are Moebius transforms of the partitions function. When the polymer

system is well-defined, the corresponding polymer activities are small for large

polymers. By large polymers we mean polymers which contain a large number of
elements or polymers of large extension. The polymer activities are proportional
to a power of a small constant, where the power is proportional to the number of
elements in the polymer. This constant depends on the coupling constants and is

small for weakly coupled models.

The property that polymer activities are small for polymers with large extension

can be achieved by imposing renormalization conditions on partition functions

respectively polymer activities.

This paper is organized as follows. Section 2 discusses the geometry of a

multigrid and provides definitions of multigrid polymer sets, which will be useful

in later sections. Furthermore, a sufficient condition for the existence of the

thermodynamic limit of multigrid polymer systems is presented in proposition 2.9.

Two versions of defining multigrid polymer systems for hierarchical models

are studied in section 3. In the first version, the partition fuctions for polymers are

explicitly cutoff-dependent. To show the existence of the thermodynamic limit, in
this version, one has firstly to remove the cutoff and then to show that the sum

over all polymers stays finite. In the second version, no explicit cutoff is required.

The cutoff comes only from the finiteness of the polymers. In this case, there are

no "bare" coupling constants introduced a priori. This is achieved by introducing a

polymer-dependent function (renormalization group flow function), which relates

the corresponding "bare" and effective coupling constants of one renormalization

group step. Like in the renormalization of perturbation expansions, where it is nee-
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essary only to renormalize divergent parts of Feynman graphs, it is not necessary

to renormalize all polymer activities in a multigrid polymer system. Considering
this item, we introduce the notion of (n)- renormalization part polymer systems.

Section 4 studies the formulation of renormalization conditions (by introducing

operators C) for multigrid polymer systems. These renormalization conditions

determine the renormalization group flow functions. Therefore, they are part of a

definition of a multigrid polymer system. As examples for renormalization conditions,

we consider hierarchical approximations of the $4-theory (cp. [17]) and the

twodimensional O(N) u-model (cp. [29-31]).

Section 5 is the technical core of the paper. It describes in four steps, how to

compute recursively Moebius transforms of multigrid partition functions. We will
do this for two kinds of polymer systems.

Finally, section 6 presents an explicit representation of Moebius transforms

by using cluster expansion formulas. Proposition 6.1 states a general cluster

expansion formula for Moebius transforms. Corollary 6.4 gives a cluster expansion

formula for Moebius transforms, which are introduced in section 5. This completes

the recursive procedure for calculating Moebius transforms of multigrid partition
functions.

We shall use the following set-theoretic conventions in this paper: N

{0,1,2,...}, R :— set of all real numbers, C := set of all complex numbers, R_|_

set of all non-negative real numbers, + := union of disjoint sets, 3 := exists, |X|
number of elements in the set X, 0 := empty set, C:= subset or equal, C:= subset,

but not equal, and the Kronecker delta defined by

*,»{»• itx Y--

0, otherwise,

for all sets X and Y. We write "iff" for "if and only if".

2. Hierarchically ordered sets, entropy factors and tree graphs

Before we represent a field theoretic model by a polymer system on a multi-
grid, we have to discuss the geometric structure of a multigrid and have to define

sets of polymers. This is done, in this section, by introducing some definitions and

notations. We present here three different kinds of polymers. The special feature

of describing hierarchical models is revealed by the fact that all polymers defined
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in this section contain only one maximal hypercube. We can define an equivalence

relation of the polymer set, such that each equivalence class is related to a tree

graph. These tree graphs for polymers correspond to tree graphs introduced by

Gallavotti and Nicolò [2-5]. The difference of these two kinds of tree graphs is

that the Gallavotti-Nicolò tree graphs are part of a perturbation expansion, while

the tree graphs introduced here are part of a nonperturbative expansion.

We start this section by defining hierarchically ordered sets. We shall see that
the multigrid A A0 + A! + with base space x* C Rd (a;* unit hypercube)
is an example of a hierarchically ordered set.

Definition 2.1. Let A be a denumerable set with a relation £ such that there

exists x* £ A with x*^y, for all y £ A, and for all y £ A — {x*}, there exists one

and only one element y1 £ A — {y} such that y£y'¦ Furthermore, for all y £ A,

there exists n £ N such that

V J/o£t/l£2/2Ê.- • • ÊJ/n-lSl/n afa

where ya ^ yi, if a ^ b, a, b € {0,... n}. Then (A,€.) is called a hierarchically
ordered set (h.o.s.).

The unique element y' with y£y' is denoted by [y]. We will suppose that, for

all y £ A, the number of elements in

y~{y'\y'Sy} (2.1)

is finite and equal to Ld, L £ {2,3,...}, d £ {1,2,...}. This is the case for the

multigrid A with base space x* C Rrf (x* — unit hypercube), previously defined in
the introduction.

The relation £_ induces an (partial) order relation -< in A, in the following

way. Let us recall that -< is called a partial ordering of A, iff (a) x ¦< x, (b) x < y
and y ¦< z imply x A z, and (c) x A y and y < x imply x y for all x,y,z £ A.

For y, y' £ A, define y -< y', iff y£y' or there exists y\,..., y„ € A, such that

yèJJié.-¦ ¦ èJ/nèy'¦

The order relation -<! is called the vertical order relation in A. Obviously, max(A)

:= set of all maximal elements in A {x*}.
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For all n 6 N and a h.o.s. (A,GJ, we define An C A recursively. Define

Ao := {x*} and for n > 1,

A„ := {y 6 A| 3x G A„_i: y£x}. (2.2)

An is called the nth layer of A. A is equal to the disjoint union of all layers

A„,n G N. We obtain the following split-up

A=^An. (2.3)
n>0

Obviously, |A„| Lnd. \X\ denotes the number of elements in a set X.
For iéA, define its frequency index j(x) £ N by x G A,vx), i.e. x is contained

in the j(x)th. layer of A.

Definition 2.2. Let (A, £) be a h.o.s.. A subset X of A is called convex, iff(X, G.)

is a h.o.s..

The name convex is motivated by the following lemma.

Lemma 2.3 A subset X of A is convex, iff
(a) |max(AT)| 1

(b) For all y,y' £ X with y -< y1', the following condition holds: if y" £ A such

that y -< y" -< y1, then y" £ X.

Proof: (i) Suppose that X is convex. By definition 2.2 there exists a unique element

x £ X, such that max(X) {a;}. This proves (a). Consider y,y' £ X with y -< y1

and y" £ A such that y -< y" -< y'. By definition 2.1, there exist y±,...,yn £ X,
such that yGj/iG.... Gt/„Gt/' and the elements y\,- ¦ -yn are uniquely determined.

Then, the definition of -< shows that there exists ani G {!,... ,n), such that

y" yi £ X. This proves (b).

(ii) Suppose that (a) and (b) hold. By (a) there exists x £ X with max(J) {x}.
Consider y £ X — {x}. We have to prove that [y] £ X. This is obvious, if [y] x.

Suppose that [y] ^ x. Then, we have y -< [y] -< x. Since y, x £ X, we see that (b)

implies [y] £ X.

In the following, we introduce polymers on A in a general way. For a set A,

define the set Vfin(A) of all finite subsets of A

Pfin(A) := {X\ XCA, \X\ < oo}. (2.4)
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A set of polymers V (in A) is a subset of Vfi„(A) — {0}. We use the following
definitions for X, X' Ç A, X' C X

V(X) ~{Y £ V\ Y C X}," (2.5)
V(X,X') :={Y £ V\ X' Ç Y Ç X).

For example, for a multigrid A, we may define the set of all polymers V, consisting
of all finite convex subsets X of A. We call these polymers convex-polymers. All
convex sets are nonempty. Therefore, all convex-polymers are nonempty. Furthermore,

for all a: G A, define

Vx := {X £ V] max(X) {x}}. (2.6)

Then Vx may also be considered as a set of polymers. For a subset X Ç A and

y £ A, let us introduce the notation

Xy := {y' £ X\ y' * y}. (2.7)

We will define recursively an equivalence relation ~ on the set V\ := {X Ç

A| \X\ < oo, | max(X)| 1}. Suppose that < is a total order relation of A. Let

us recall that < is a total ordering iff < is a partial order relation and x < y or

y < x for all a:, y G A. Since A is denumerable, there exists always a total ordering

< of A. Consider X, X' £ V\ with

max(X) {a:},

max(X') {x'},

max(X - {x}) {yi,...,ym},
max(X'-{x'}) {y',,...,y'm,},

where
yi < <ym,

y'i <---<y'm--
Then the sets X, X' £ V\ obey the following equations

m

X={x} + J2x,mt
a=l

m'

X' {x'} + Y2x'ya-
a l

(2.8)

(2.9)

(2.10)
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We call X and X' equivalent, X ~ X', iff

m m', j(x) j(x'), j(ya) j(y'a) (2.11)

and

XU~X',,, (2.12)

for all a £ {1,..., m}. Denote the equivalence class of X G "Pi by [X].
An extended equivalence relation ~e is recursively defined as follows. Consider

X and X' as above. X ~e X', iff there exists /igZ such that

and

m', i(x) ,•(*') + h, j(ya) j(y'a) + h (2.13)

Xya~eX'y,a, (2.14)

for all a G {1,... ,m).
For a finite subset X of A with | max(X)| 1, define the entropy factor E(X)

by the number of elements in the equivalence class [X]

E(X):=]{X'C A| X'~X}\. (2.15)

For instance, E({x*,y}) ifas'fa for all y G A and x* max(A), j(x*) 0.

We see that E({x*,y}) can be very large for very large j(y), i.e. very small

hypercubes y. The largeness of the entropy factor E(X), for all polymers X, which

contain elements x,y with |j(a:) — j(y)\ large, is the reason for the divergence of

multigrid polymer systems. This divergence is related to the infrared or ultraviolet

divergence in field theory.

Let V be the set of all convex-polymers. For x G A, we have an equivalence

relation ~ on Vx as previously defined. The equivalence class for X £ Vx may be

represented by a tree graph r(X), i.e.

X~X' <=> t(X) t(X'), (2.16)

for all X,X' G Vx. We consider here only "plane" trees. Trees which differ by a

reordering of distinct subtrees are distinct. Then tree graphs may be considered

as embedded in a plane. To define the tree graph t(X), we have to specify the

vertices and lines of t(X). Define the core of X £ Vx by

core(X) := {x} + {y £ X - {x}\ |y fl X\ # 1}, (2.17)
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i.e. y G core(X), iff y x or y G X and there exists not one and only one y' £ X
with y'Gy. The vertices of t(X) corresponds to the elements of core(X). For

y,y' £ core(X) with y -< y', there is a line (yy1), iff there exists no y" G core(X),
such that y -< y" ^, y'.

For each vertex y of t(x), assign a number n £ N defined by n j(y). This

mapping is called the momentum assignment of r. We consider x max(X) as

the root of t(X) and if y' is a successor of y, then j(y) < j(y')- The fact that

equivalence classes [X] can be represented by tree graphs t(X) is stated in

Lemma 2.4 For all X,X' £ Vx, we have

X~X' <s=» t(X) t(X'). (2.18)

Denote by C(t), V(t) the set of all lines resp. vertices of r. For I (w1) G C(t),
define the length of line I by |/| := \j(v) — j(v')\.

For a subset X Ç A, define the boundary of X by

aX := {y G X| ßVl £ X: ygj/i or /3y2 G X: y2Gy}, (2.19)

i.e. dX consists of all minimal and maximal elements of X. The interior of X is

defined by

int(X) :=X- dX. (2.20)

The following lemma is a direct consequence of the foregoing definitions.

Lemma 2.5 Let V be the set of all convex-polymers. For all X, X1,X2 £ V, we

have
dxx ax2 =*¦ Xi X2

dX Ç core(X) (2.21)

core(Xi) core(X2) =*¦ Xi X2.

We see that a convex-polymer P is uniquely determined by smaller sets like

its core or even its boundary. Therefore, some elements of a convex polymer P are

redundant for the definition of P. Furthermore, we see that all interior elements

of P are irrelevant for the determination of P. But we shall see later on that not
all interior elements of P are irrelevant in a renormalization point of view. The

minimal subset of P, which is necessary for renormalization, is the core set of P,
core(P). Therefore, introduce the set of all core-polymers by

Vc := {P C A| 3X G V: P core(X)}. (2.22)
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In analogy to the definition (2.6), define for all a: G A

Vc,x ¦= {X £ Vc] max(X) {x}}. (2.23)

We see that X G Vc>x and y G int(X) imply X - {y} £ "PC(X). Therefore, in
order to construct all elements of VC(X) := {Y £ Vc\ Y Ç X} from X, we have

to eliminate step by step all minimal elements of X.
By lemma 2.5, there exists for P £ Vc one and only one X £ V with core(X)

P. We call this polymer X the hull of the core-polymer P, X — hull(P).
Obviously, we have for the mappings core: V —> Vc and hull: Vc —* V

(2.24)
core o hull =\\v
hull o core =l\-p.

Thus core and /iu/Z are bijective mappings and core (hull)-1.
For all y, a: G A with y -< x, define the tower

[y,x]~{y' £A\yAy' <x). (2.25)

The tower [y,a;] is linearly ordered by -<. We say that the tower [y,a:] has length

l([y,x]):=j(y)-j(x). (2.26)

For core-polymers P, the number k Z([y,a:]), where y,x £ P and int([y,x]) fl
P 0, can be arbitrarily large. Imposing for this number k < n, leeds to the

following definition of a third kind of polymers. These polymers will be called

(n)-renormalization part-polymers. To define this kind of polymers, we start by

defining a special subset of the set of all convex-polymers V in

Definition 2.6. A polymer X G Vx,x £ A, is called a renormalization part of

length n (> 1), iff there exists y G core(X) such that Z([y,a:]) n and

X=[[y],x] + Xy. (2.27)

The set of all renormalization parts of length n is denoted by Vn ¦ We will use

the notation

v>r] ¦¦= u p™en)- (2-28)
7n:m>n
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For all n £ {1,2,...}, define a mapping hn: V —» Vfin(A) by recursion. Consider

X G Vx, x £ A. If X G V^ and X [[y], a;] + Xs with l([y, x]) > n, then define

hn(X) := {x} + hn(Xy) (2.29)

and if X G Ps - 7>£en", define

hn(X):={x}+ ]T hn(Xy). (2.30)
y €7
Xy^i

Start the recursive definition by

hn({x)):={x}, (2.31)

for all a: G A. We say that a polymer X £ V contains no renormalization parts of

length > n, iff hn(X) X. We see that the mapping hn is injective.
The mapping hn does the following. Consider a tower [y,y'] Ç X G V,

y,y' £ core(X) and suppose that there is no y" G core(X) with j(y) j(y"),
y ^ y" and [y",y'] C X. If l([y,y']) > n, then eliminate all elements of int([y,y'])
from X. Doing this for all such towers [y,y'] C X, we obtain hn(X).

For î £ A, we may also define hn(Vx) as the image set of Vx- Obviously, we

have hn(Vx) — hn(V)x.
Consider the elements of the image set hn(V) as a new kind of polymers.

These polymers are called (n)-renormalization part-polymers.

Since core and hn: V —> hn(V) are bijective mappings, we can also define the

entropy factor E(X), the equivalence relation ~ and the tree graph r(X), for all

core-polymers resp. (n)-renormalization part polymers X.
An upper bound for the entropy factor is given by the following

Lemma 2.7 For all X £ Vx, we have

E(X) < J[ LWd. (2.32)

iec(r(x))

In this section we have defined three examples of polymers. The notion of a Moebius

transform for these kinds of polymers is important for the following sections.

For general polymer sets V, define a "P-Moebius transform by
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Definition 2.8. Let V be a general set ofpolymers. For a complex-valued function

B: V ->¦ C, we call B: V -> C the V-Moebius transform ofB, if for all X £ V

B(X)= YI Z(P). (2.33)
P€T(X)

When it is evident from the context, we write Moebius transform instead of

P-Moebius transform. Rewriting eq. (2.33) as

B(X) B(X)- Y2 £(p)' (2-34)
P£T(X):
|P|<|X|

we see that the Moebius transform B is uniquely defind by eq. (2.33).

When speaking of a Moebius transform in cases of the set of all convex-

polymers V, the set of all core-polymers Vc and the set of all (n)-renormalization

part polymers, we mean in the following the Vx-, Vc,x- and ^„(P^-Moebius transform,

where a: G A. For instance, the Moebius transform B of B: V —* C is defined

by

b(x)= Y2 £(p)> (2-35)

for all X G Vx.

Let us remark that in the following definitions and proposition the term polymer

may be replaced by the terms convex-polymer, core-polymer and (n)-renor-
malization part-polymer.

The formal thermodynamic limit of B: V —? C is given, for all x £ A, by

B(AX) := lim B(X) := £ B(P). (2.36)

To show the existence of this limit, we will show that the series on the rhs of

eq. (2.36) is absolutely convergent. In the next proposition, we shall present a

sufficient condition for the existence of the thermodynamic limit. For P £ Vx,
define the degree of P by

deg(P):= |min(P)|. (2.37)

Consider the function B:VX —» C. We call B ^-invariant, iff P ~ P' implies

B(P) B(P'). We have the following relations

|V(r(P))| |£(r(P))| + 1, deg(P) > ||V(r(P))|. (2.38)
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Proposition 2.9. Let q : N —» R+ be positive function and X be a positive
constant. Suppose that B: Vx —» C is ^-invariant and the following bound for the

Moebius transform B

\b(p)\ < i n «d'i)]xdeg(p) (2-39)

iec(r(P))

holds, for all P £ Vx. Define C(L, q) := J^ili Ldiq(i) and suppose

C(L,q)Xx'2 <l/4. (2.40)

Then the thermodynamic limit of B exists and we have the following bound

]B(AX)\<2\1'2. (2.41)

Proof: Using ~-invariance, we obtain

E \b(p)\ E E iê(p)i E^r) i5(r)i- (2-42)
PeVx r Pevx. tT(P) r

With help of lemma 2.4 and lemma 2.7, bounds (2.39), (2.42) and (2.38), we get

e iwi ^ Et n £d|vi'i)] a"iv(t)i- (2-43)
PeVx r leC(r)

Define, forali k £ {1,2,...},

h := E [ Il ^'"«(l'I)] XÌk (2-44)

r:|V(r)|=* lEC(r)

and for all n £ {1,2,...},
/„:= E Ik- ^2-45)

k:l<k<n

By eq. (2.43), we have to prove that

In < 2\i (2.46)

holds, for all n £ {1,2,...}. This is done by induction. Obviously, Ii Ii KX 2.

Suppose that eq. (2.46) holds for all n £ {1,... ,N — 1}. Split up the tree r into
its subtrees rl5..., rm, we see that for all n > 2,

m

7«^E E E ^T[Ld^\U\)ht\. (2-47)
m>l kx,...,km: llt...,lm>l i=l

£*,-=n-l
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Thus, using eq. (2.40) we obtain

oo ro

in<xï + y: e E ^[Jl^'Mikm-!
m=l *i,...,*n»: Jj,...,Jm>l i=\

oo / \ m

A* + EA* (C(L,q)IN^) <2X*.

m=l *i,...,*n»: Jj,...,Jm>l i=l
E"-""1 (2.48)

This proves the assertion. D

As we have seen in the proof of proposition 2.9, all polymers P in formulas

containing ^-invariant functions B : V —? C can be replaced by trees t(P). In
the next sections, we shall formulate all relations in terms of polymers. We could

always replace these relations in terms of tree graphs for ~-invariant functions B.

In this section, we have defined polymer sets on a multigrid A. The aim of
the next section is to represent hierarchical models by multigrid polymer systems.

3. Renormalization group equations and polymer systems

Hierarchical renormalization group equations are related to polymer systems

on the multigrid. The definition of a polymer system is in no way unique. We

present in this section two definitions of a polymer system. The first one needs

an explicit definition of the bare coupling constants. In the second definition of a

polymer system bare coupling constants will be polymer-dependent and recursively
defined. This is in analogy with Gallavotti and Nicolò [2-5] where the bare coupling
constants are expressed as a formal power series of effective (renormalized) coupling

constants.

Let Ö Ç Rm be a space of parameters (coupling constants), which will not
be further specified here. Consider parameters A (X\,... ,Xm) G O Ç Rm and

assign to each A a function Z\ of M-component fields

X^ZX: RM -» R+ := {a £ R| a > 0}. (3.1)

The choice RM for the field space is not essential for the following discussion. Let

us remark that the choice of Ö will depend on the model defined by the function

Z\. How the region Ö depends on Z\ is an important question, which will not be

answered in this paper.
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In the following, we shall define the hierarchical renormalization group equations

in d dimensions. To be specific, choose a special hierarchical renormalization

group equation introduced by Gallavotti et al [28]. But all results stated here do

not depend on the special manner of defining a hierarchical approximation. For

N G N and 7 > 0, define recursively Z\ ' by

4N)m ¦¦= 4? [J'dH(*)z[N+\(S + I,-"*9)f, (3.2)

for k £ {0,..., N — 1} The recursion starts with

4N)(*):=ZAjv(*), (3.3)

for a parameter Xfj £ Ö. We call Z\N(^) the bare partition function. <Z/U7($) is

the Gaussian measure with mean zero. It is defined by

d>7($) := (2tt7)-m/2 dM$ exp{--^$2}. (3.4)
27

We have supposed here that the Gaussian measures of Zk exist. c0 k are
normalization constants which will not be further specified.

The ultraviolet limit is defined by choosing parameters A^v, such that the

following limit

lim ZÌN\V) =: Zt(*) (3.5)
Af—i-oo

exists, for all k £ N, * G RM. For a given JV, the parameters Ajv are called bare

coupling constants and Zk is called effective partition function with ultraviolet

cutoffN. The effective interaction is defined by V(^>) — —lnZ(^>).
We study two versions to define a polymer system, which represent the

renormalization equations eqs. (3.2) and (3.3) of a model defined by the function Z\.
In the first version, we need an explicit ultraviolet cutoff, which is defined by
imposing for polymers that they are contained in the first N layers of the multigrid.
In the second version, we do not need an explicit ultraviolet cutoff. Throughout
this section, when we speak of polymers, we mean convex-polymers.
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3.1. Polymer system defined by an explicit ultraviolet cutoff

Define, for all y G A^N^ := A0 + Ai + + A^ and coupling constants Xy £ Ö

relevant partition functions by

Zre'(y|*):=ZA,(*). (3.6)

For all x £ A^N^ and X G Pi VX(A(-N^), define recursively partition functions

ZW(X|*) by

Z<N)(X\V) := Zrel(x\y>), (3.7)

if X {a:}, x £ An and

Z^N\X\^>) :=c0(X) [J] f dp^)Zrel(y]^ + L1-dl2<a)]
ygx. J

«i C x : J

(3.8)

y £_x :

Xy*t

if |X| > 2. Co(X) is a normalization factor which will not be further specified here

Comparing this definition with the definition of Zk (eqs. (3.2) and (3.3)), we see

that the relation
Z[N)(<H) Z(jv)(AW|*) (3.9)

holds, for all x £ Ajt, AX := {y £ A^N>] y ¦< x}, if the normalization constants

are related by

45 co(AW) (3.10)

and Aj, Ajv, for all y G An- We see that Z^N^(AX \ty) depends only on the

bare coupling constants Xy, y £ A/y. We set Aj, Ajv, for all y G Ajv- The other

coupling constants {Aj,, y G A^w_1^} determine the polymer system on A^N>.

Obviously, we have Z(X\V) Z(A"'|*), for all X,X' £ P with X ~ X'.
For y G A^N~X\ the parameters Ay are chosen in such a way that Zre'(a:|,I')

will be a "good" approximation to Z(N)(X|*), for all polymers X G V{XN). Then,
the parameters Aj, are no longer independent from each other. For example, let

Xj be the running (effective) coupling constant of layer Aj with ultraviolet cutoff

N. The running coupling constants are related by

Xf_\ Gf>(Af>). (3.11)
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The functions Gj ' determine the renormalization group flow of the running
coupling constants A^- '. Then a suitable choice for the coupling constants Xy, for all

y€A<">,wouldbeAf :=A<{g.
Define the irrelevant partition function RSN'(X\^) by

P(JV)(X|1-) := -Zre'(x\V) + Z<N\X\V), (3.12)

forallXGPiN),sG AW.
The definition of the relevant partition function Z^N^ implies the following

renormalization group equations for the irrelevant partition functions R^N^

Pw(X|tf) 0, (3.13)

if X {a:}, x £ An and

PW(X|\I>) -Zr"(x\V) + E co(I) [ û ldH(*)Zre\y\$ + L1-dl2y)}
P: PÇx y€ï-P

[J[ fd^($)R(N\Xy\* + L1-d/2*)],
y€PJ

(3.14)

if |X| > 2. We could equivalently define pW by eqs. (3.13) and (3.14) first and

define Z^Ni by eq. (3.12) Obviously, Z^N^ would obey the renormalization group
equations eqs. (3.7) and (3.8)

The proof for the existence of the ultraviolet limit consists of two parts.

Firstly, choose the bare coupling constants Ay Xn, for all y G An,N G N,
such that the limit

lim Z^N\P\^>) =: Z(P\V) (3.15)
N—oo

N>hlP)

exists, for all P G Vx, x £ A(N), h(P) := max{j| A^nP ^ 0}. Let us recall that the

coupling constant Ay, y £ A^N\ is Ajy-dependent. Otherwise, the limit in eq. (3.15)

would be trivial. In the next step, we have to show that the thermodynamic limit

lim Z(P|¥) =: 3(AX|*) (3.16)
P/A,

exists. This can be done by proving

E \R(P\n < oo, (3.17)
Per*
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where R is the Moebius transform of R.

We have seen in this section that we need two limit processes to prove the

existence of the ultraviolet limit. In the next section, we shall define a polymer

system for hierarchical models, such that we need only one limit process to prove
the existence of the ultraviolet limit. For the polymer system defined in this
subsection we have to know the bare coupling constants a priori. The definition
of a polymer system presented in the next subsection shows that also the bare

coupling constants may be constructed in a canonical way.

3.2. Definition of a polymer system with no explicit ultraviolet cutoff

The reason that two limit processes were required for performing the ultraviolet

limit in the last section, was the introduction of bare coupling constants

Xn, or equivalently the cutoff-dependence of the partition functions. Instead of

introducing coupling constants Aj, for all y G A, we introduce in this section functions

Fx'.O —? Ö for all polymers X £ V. The functions Fx relate the coupling
constants of before and after one renormalization group step. We call Fx
renormalization group flow function of X. Suppose in this section, that the functions

Fx are arbitrarily defined. In the next section, we shall see that the renormalization

group functions Fx can be fixed by imposing renormalization conditions on
the partition functions.

Suppose that for all polymers X £ V, there are differentiable functions Fx -

Ö —> Ö. For all A G Ö,X £ Vx,x £ A, define recursively partition functions

Zx(X\*):=co(X) [l[JdfrWZFxW{X,\9 + Ll-d'29)]. (3.18)
S/6.X

Start the recursive definition by

ZA(0|¥) := Zx(9). (3.19)

Define irrelevant partition functions R\ by

PA(X|tf) :=-ZA(*) + ZA(X|*). (3.20)

By eqs. (3.19) and (3.20) follows PA(0|<J>) 0. Then the renormalization group
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equations for R\ and X G V with max(X) {x} read

PA(X|*) -ZA(*)+ E co(X)[H fdp^)ZFxW(^ + L1-d^)]
P: PÇx y€x-P^

[J] [d^(*)RFxW{X,\*+ &-«**)].
y€PJ

(3.21)

We could equivalently define PA by eq. (3.21) first and then define Z\ by eq. (3.20).

Obviously, Z\ would obey the renormalization group equations (3.18).

The functions Fx are chosen in such a way that Z\(^) is a "good" approximation

to Z\(X\^), for all polymers X. We see in the next section, how this can

be achieved by introducing renormalization conditions.

Suppose that F. is ~e-invariant, i.e. Fx Fx>, if X, X' £ V with X ~e X'.
This implies ~c-invariance of Z\(.\&).

We discuss now how the bare coupling constant Ajv and the effective partition
function Z\ can be recovered. The bare coupling constant Ajv(A) is a function
of A. For all N £ N and A G O, define FN := PA<"> and

Ajv(A) := (Fjv-i o FN-2 o o Px o F0)(X). (3.22)

Suppose that Fk is invertible, for all k G {0,..., N — 1}. Then, we obtain the

effective coupling constants by

A;n) Ff1 o F-+\ o o FnI^Xn), (3.23)

for all j G {0,..., N — 1}. We see that the renormalization group flow equation

eq. (3.11) holds with

Gf^Ff1. (3.24)

Moreover, we obtain
Zi0N)(<b) Zx(A(N)\<H). (3.25)

The proof of the ultraviolet limit is equivalent to find functions Fx, for all polymers

X, such that the thermodynamic limit

ZA(A|tf) := lim ZX(X\V) (3.26)
X /"A

exists, for all X £ Ö. The thermodynamic limit may be shown by proving

E |Äa(P|*)| < oo, (3.27)
pevx
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for an arbitrarily chosen x G A, where R\ is the Moebius transform of PA.

The foregoing definition of a polymer system may also used to find fixed

points Z* of the hierarchical renormalization group equation Z' H(Z), where

H is defined by

H(Z)(.) := [jdpf$)Z($ + L1-d'2(.))]Li. (3.28)

Suppose that the thermodynamic limit of Z\ exists and that the following limit

P(A):=jimPx(A) (3.29)

exists, for all X £ Ö. F is called the renormalization group flow function. By
eq. (3.18) we get in the limit X / A

Za(A|») c0(A) [J ^7($)ZF(A)(A|$ + L1-*'2^]Ld. (3.30)

Let A* G O be a fixed point of F, i.e. F(A*) A*. Then we see, using eq. (3.30),
that

Z*(#) := c0(A)^ ZA.(A|*) (3.31)

is a fixed point of the hierarchical renormalization group equation (3.28).

There is one Gaussian integral for each renormalization group step. Up to

now, the partition functions ZA(X|\I>) are defined by performing stepwise
renormalization group equations. We could also rewrite the hierarchical renormalization

group equations by iterating n renormalization group steps and define partition
functions correspondingly. We follow this idea to define a polymer system for

(n)-renormalization part-polymers. For that, we want to distinguish two kinds of

polymers. The first kind of polymers needs renormalization and the second kind
needs no renormalization. This is further specified by the following discussion.

For weakly coupled models, we can suppose that R\ is small. Then we see that
the main contributions on the rhs of the renormalization group eq. (3.21) for PA

comes from terms with |P| 1. Iterating renormalization group eq. (3.21) further,
we see that the most "dangerous" polymers X G Vx have the property that there

emerges only one line from the root x of the tree graph r(X).
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For the following lemma, we introduce some notations. Define, for all n £ N,
X Ç A, where max(X) Ç Aj,

^:=EF,
yex

X"
X

X

>n

<n

—X n Aj+n,

=x n (Aj+„ + Aj+n+i +

=x n (Aj +... + Aj+n)

(3.32)

and for all $y £ RM,y G A, X renormalization part of length n0, n < n0

F%] :=Px>n-i o o Fx>y o Fx,

cin\x)
d>(")

y

=c0(X^-1).....co(X^1)-c0(X),
=L(l-d/2)(n-j(y))$

(3.33)

Iterating the renormalization group eq. (3.18) for renormalization parts X, we

obtain the following

Lemma 3.1 Let X £ Vx,x £ A, be a renormalization part of length no and

X [[y],x] + Xy,l([y,x]) n0. Then, we have, for all n £ {1,2,... ,n0}, St $x
and y y„Gy„_iG... £yi£y0 x,

ZA(X|*)=c0n)(X)[ [J fdH($y)

(fn n ^^)(A)(*-+è*iî+i))| ^3-34)

Klk=Oyeyk-{yk+i} '=0

3#><*>(**.iÈ *£?)}¦
i=0 J

Proof (by induction): For n 1 eq. (3.34) is equivalent to eq. (3.18). Suppose

that eq. (3.34) holds for n < n0. By definition eq. (3.18), we have

**>(*)(*». i Ë*i?})
z=0

»«n**.: idH(*)zFx oF(r.)(A)(^i$+ii-d/2E^)) •

(3.35)
i=0
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Using Xyn X*", c0(X^) - c0n)(X) c0"+1)(X), Fx>_n o F^ 4"+1) and

Li-d/2$(n) _ $^+1); we obtain by insertion of eq. (3.35) into eq. (3.34)

zA(xi*)=4"+i)(x)[ n /^7(*,)|fn fd^*
»€X- yex"

k

(fn n ^0^,+e*^)u*=o»6«l-(»i4.a «=o

n v-^(a)(*.+e*^i})
/6yn-{yn+ l}

(3.36)

Since X- X- + X eq. (3.36) implies the assertion for n + 1.

Lemma 3.1 and eq. (3.20) imply the following recursion relation for PA(X|\I>),

if X G Vx, x £ A0, is a renormalization part of length n0 and n < no

Rx(X\<b) 6z{n)(X\V) + 6R^\X\*), (3.37)

where

>(»)ÄZr(X|*):=-ZA(*) + c0^(X)(n)/

y€X
n̂ / <W*»
TT<n-l ^

{fn n ^-)(a)(^+e^+i))
*• lk=0 veÜL-tvk4.,) i=0

and

?(»)5P^(X|*) :=4"'W

*=° y6yt-{j/t+i}

i=0

._„(»)

(3.38)

n / ^t($»)
<n — 1

*^

(fïï n ^rfaA)(^+E^+i))

^wPuE*^)}-

(3.39)
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We want to define recursively partition functions nZA(X|\I>) for (n)-renormalizati-
on part-polymers X. In analogy with eq. (3.18), define in the following a partition
function

nZA(.|*):/ln(P)U{0}^R+.
Consider an (n)-renormalization part-polymer X G h„(V). If |{y G x\ Xy ^ 0}| >
2 or X {x,y1,...,yk_1} + Xyk, yjtGyjt-iG G»/iGx, k < n, then define

nZA(X|*) := co(X) [J] [dH($)nZFx{x)(Xy\$ + L1-d'2*)}. (3.40)
y£xJ

If X {a:} + Xyn, \j(yn) — j(x)\ n, then define

nZA(X|*):=c0n)(X)[ J] jdH($y)
y€X-

(fn n ^rfaA)(^+E^+i))i (3-4i)
Klk=0yeyk-{yk+1} i=0 J

nZ4„)(A)(X,n|E$W)}.
i=0 J

Start the recursive definition by

nZA(0|1>) := Za(*). (3.42)

We have used the abbreviations (3.33) of c0n)(X) and F^\ for all X G h„(V).
Then, we see that

nZA(X|*) ZA(^1(X)|*), (3.43)

for all X G h„(V). This can be shown using lemma 3.1.

We want to define an irrelevant partition function nPA: hn(V) —* R Define

nRx(X\V) := -ZA(*) +„ Zx(X\V), (3.44)

for all X G hn(V). Then the renormalization group equation for nR\,X £ hn(V),
reads

„Pa(X|*) -ZA(tf)+ E C°W [ n fdp^)nZFxW(^ + L1-d^)]
p-.pçx t/eï-p

[JJ fdp^)nRFx{x)(Xy\^ + L1-dl2<ü)},
..a D -ry€P'

(3.45)
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if I{y G x\ Xy ^ 0}| > 2 or X {x,y1,... ,y*_i} + Xyt, y*Gy*-iG ¦ ¦ ¦ Gt/iGa:,

k < n and

(n).nPA(X|*) -ZA(*)+c0"'(X) n /«
vex*"

*»)

n-1

n n v^)(A)(*f+E*^i})
t=0fc=0 yeyt-{yt+i}

t=0 î=0
(3.46)

if X {a;} + Xyn, |j(y„) - j(x)\ n.
Let us remark that for n 1 we have h\(V) V and 1ZA(X|^') ZA(X|^),

i.e. both polymer systems defined above are equal in this case.

4. Renormalization conditions, operator £ and the function Fx

The definition of the polymer system given in the last section depends on the

functions Fx,X £ V. Fx will be chosen, such that the thermodynamic limit of

Z\ exists. In the case Pa(A) A G O, for all X G V, we call the corresponding

polymer system not renormalized. In general, the thermodynamic limit of a not

renormalized polymer system does not exist.

For example, consider the $4-model in 2 and 3 dimensions. Scalar $4-models

are defined by

Z(ra2,A)($) exP{-^>4-^$2},
where $ G R. In two dimensions, we choose Px P

>
where

P(m2,A) (I-2m2-^£-27,I-2A),

and in three dimensions

P(m2,A) (L-2m2 - iL~27 + ^L^^L^X),

(4.1)

(4.2)

(4.3)

for all polymers X. Then it can be shown that the corresponding thermodynamic
limit exists [17]. The reason for such a simple choice of Fx is that the $4-model is

perturbatively superrenormalizable in two and three dimensions. For superrenor-
malizable models, the function Fx may be chosen as a polynom. Using eqs. (4.2)
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and (4.3), we obtain the following renormalization group flow equations of bare

coupling constants in two dimensions

-2 2 *j t -2m. _ -J-L 7)

Aj+i L Xj,

and in three dimensions

m2+1=L-2m2-|L-27+|L-V,
(45)

Aj+i L Xj,

for all j £ N. (m2, A0) (m2, A) are the renormalized coupling constants. Define

~2 r-2j 2
m,- :— L Jrri:,J 3 (4.6)

By eqs. (4.4) and (4.5), we obtain in 2 dimensions

~2 _ ~2 ^j7
^i+i-mi_ 2 ' (4.7)

Ay+i — Aj

and in 3 dimensions
r A2-y3

^+i^^-^-f+^-, (4.8)

Ay+i Aj.

Using eqs. (4.7) and (4.8), the bare coupling constants expressed by the renormalized

coupling constants in two dimensions are

2 2 MX7
mN m -NT, (49)
Xn =z L X,

and in three dimensions

2 L*-1A7 ArA273
mN m --lZTT + N—> (4.10)
Ajv — L X.

By these equations, we see the ultraviolet asymptotic freedom and the logarithmic

(linear) divergence of the bare mass squared for the $4-model in two (three)
dimensions.
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The functions Fx are in general not uniquely defined. Imposing some
renormalization conditions on partition functions, we may define the functions Fx —

(Py,... Fx) (or some components Fx) uniquely. For that, define linear operators

£\,x- The renormalization conditions are given by

Cx,x{Rx(X\.)}(V) 0, (4.11)

for all polymers X G V, X £ O, $ G RM.

The polymer-dependence of the operator Cx,x may, for instance, come in by

rx-{Cx, ifXGP^"); (412)A'*-~\o, ifX£V-V^\ { }

where V{div*> Ç V, and

O{Z(.)}(*):=0, (4.13)

for all functions Z: RM —> R. In other words, we "renormalize" only polymers

p g -p(div) Then the renormalization condition (4.11) is trivially fulfilled, for X G

¦p_-p(div)_ For exampie5 choose V{div) := V(>*n) := {P £ V\ P is renormalization

part of length > n}.
Suppose that the operators Cx,x fix the functions Fx, for all polymers X, by

renormalization conditions eq. (4.11) Using eq. (3.20), we see that

Cx,x{Zx(X\.)}(<&) £x,x{Zx(.)}m (4.14)

We shall give some examples for the operators jC\tx- These examples are the $4-

model and the 2-dimensional nonlinear O(N) <7-model. In the first example, the

operators £\tx do not depend on A and polymers X. In the second example, the

operators C\tx depend on the coupling constant A but are polymer-independent.
We could also define polymer-dependent operators Cx,x in our examples by

imposing renormalization conditions on partition functions only for special polymers.

For the $4-model, we may choose £A x £¦¦, where

£{Z(.)}(*) exp{-e*2}
2 32

1 +
*2 &
2 d$2\ L

exp{c1'2}Z(*) (4.15)
*=o

and c is a positive constant. Let us notice that in this case eq. (4.14) is equivalent

to the more conventional renormalization conditions

Z(m3)A)(X|0) 1, -^Z(m,,A)(X|*)|*=o=m2, (4.16)
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for all polymers X. Therefore, the renormalization condition eq. (4.11) defines

the component Fx (mass renormalization) and the normalization constant co(X).
Choosing

£{Z(.)}(9) exp{-c*2}
*2 d2 *4 a4

1 + -S——+ ¦

2 dV2 4! ô^4
exp{c1<2}Z($) (4.17)

*=o

we would fix Pa (Ex-,Ex) (mass and coupling constant renormalization) and

the normalization constant co(X). The renormalization condition eq. (4.14) is in
this case equivalent to eq. (4.16) and

a*4 lnZ(m2)A)(X|*)|*=0 A, (4.18)

for all polymers X. The reason for the prefactor exp{—cSt2} in the definitions

eqs. (4.15) and (4.17) of £ is to control large fields by a stability bound. In

perturbation expansion, this term is not necessary. In the example considered

here, the renormalization conditions eq. (4.11) do not depend on c.

We see that the symmetry relation ZA(\I>) ZA(—^) for the "bare" partition
function holds also for all partition functions ZA(X|*).

As a second example, we want to consider the case where the operator £x,x
£x depends on the coupling constants and does not depend on polymers. For

instance, consider the 2-dimensional nonlinear 0(N) cr-model. This model is defined

by the function ZA: HN —» R+, where

ZA(*):=exp{-^(*2-/2)2}, (4.19)

for c* := (L2 — l)/(27), A := 1// G [0, A0]. Ao is a small positive real number.

Then, define £A by

£x{Z(.)}(*):=exp{-^L(*2-f2)2}
N

l + Y^(Va-fua)
d

o=l
C

l4~7~2'

d<S>"

exp{--(*2-/2)2}Z($)
(4.20)

for all 0(AT)-invariant functions Z, * (tf1,..., $N) G Rfatf ^ 0, and unit
vector m := tf/||tf|| (u\...,uN) £ HN, \\u\\ := £f=1(ua)2 1. If tf 0, take

an arbitrary unit vector u on the rhs of eq. (4.20). c is a positive constant.
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We rewrite eq. (4.20) by

c

4/5' Z(/«)+B«*-/«")^(*)l¥../-.£A{Z(.)}(tf):=exp{-7^(tf2-/2)2}
L —1 CM/"

(4.21)

Then, we see that the renormalization condition eq. (4.14) is equivalent to

Za(X|(/,0)) 1, ^Zx(X\(f + p,0)) 0, (4.22)

for all polymers X and 0 G Rw_1 is the null vector.

The renormalization condition eq. (4.14) fixes the function Fx'- [0, Ao] —> [0, Ao]

and normalization factor Co(X).

By definition, the bare partition function ZA(tf and the partition function

ZA(X|tf are 0(7V)-invariant, for all polymers X.
We see in our examples, that the renormalization conditions eqs. (4.11) and

(4.14) do not depend on the positive constant c, which appears on the rhs of the

definitions (4.15) (4.17) and (4.20).

In the following, we want to discuss symmetry properties. Let S: R —»

RM be a field transformation. For a function P:RM —? R, define a function

S(F): RM -? R by

5(P)(tf := P(5tf (4.23)

for all tf G RM. Suppose that a model is defined by a function ZA:RM —? R+,
which is <S-symmetric, i.e.

S(Zx) Zx (4.24)

and suppose that the Gaussian measure d//7(tf) is 5-symmetric, i.e.

d/i7(5tf) d/i7(*). (4.25)

We see that, if
[£x,x,S] 0 (4.26)

holds, then ZA(X|.) is «S-symmetric, for all polymers X. Models, for which the

thermodynamic limit X /" A exists and the eqs. (4.24) and (4.26) are valid, are

called anomaly-free. It is possible that the existence of the thermodynamic limit
requires the definition of operators £x,x which violates eq. (4.26). For such models,
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the partition functions ZA(X|tf) are not 5-symmetric. Nevertheless, the "bare"

partition function ZA may be 5-symmetric. In this case, we say that such models

have anomalies.

In the following, we discuss how to determine explicitly the renormalization

group flow functions Fx by the use of renormalization conditions (4.11) Suppose

that the renormalization conditions eq. (4.11) are equivalent to

gx(X,X')\x,=Fx{x) 0. (4.27)

Consider (A0,A'0) G Ö2, such that gx(Xo,X'Q) « 0 dx'gx(Xo, A'0) ^ 0 and define

fx(X, A') := A' - (dx'gx(X0,X'o))-1gx(X, A'). (4.28)

For fixed A, we consider the fixed point equation /x(A,A') A'. The solution A'

of this fixed point equation fulfils <?x(A, A') 0. In the following, suppose that
the iteration procedure for this fixed point equation is well defined and converges

to its solution A' Px(A).
Let A be in a small neighborhood of Ao. Define A^x(A) recursively by

Ao,x(A) := A0,
(4.29)

Al+1,x(A):=/x(A,A!,x(A)).

If lim^oo A^x(A) exists, we have

Px(A) lim A,,x(A), (4.30)
i—t-oo

for all A in a small neighborhood of Ao.

In the remainder of this section we shall discuss the question how to construct
the Moebius transform Px of the functions Px. Let fx be the Moebius transform

of fx- For fixed X' G V and X G Vx with X D X' and Y £ V(X,X') define
¦A')
fv,x'(x) by

/x-(A,Aî,x(A))= E Kx'W- (4-31)

Yev(x,x')

Then the Moebius transform A(]x(A) of A^x(A) is recursively defined by

Ao,x(A) := X06Xtx,

a m- ^fa f{) m (4-32)
Ai+i,x(A) := 2_j Jx,X'(X).

X'£V(X)
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Then we obtain

Px(A) lim A,-,x(A), (4.33)
Î—»-OO

if the corresponding limit exists. This is shown by

E âî+1,x(a)= e E ?xMx)
X£V(Q) X€V(Q) X'€V(X)

- E E &!*'(*)
X'€V(Q) XeV(Q,X')

E fx'^Xi,QW)
x'ev(Q)
/q(A,AÌ)Q(A)).

An explicit cluster expansion formula for the Moebius transform fx x'(X) ls given

in section 6, corollary 6.4.

5. Renormalization group equations for the Moebius transform PA

We have seen in the first section, that to show the thermodynamic limit of

a polymer system, we have to estimate Moebius transforms. In this section, we

present an explicit method to construct recursively the Moebius transform of PA

for convex-polymer and (n)-renormalization part polymer systems. We perform
these constructions in four steps. These steps are presented in detail for convex-

polymer systems. For the (n)-renormalization part polymer system, we explain
these steps only briefly, since they are analogous with the steps for the convex-

polmer system.

The general approach is described as follows. Suppose that we know already

PA(P|tf), for all P G P with |P| < N. We want to construct PA(X|tf), for all

X £ V with |X| N. Furthermore, suppose that Co(X) and Px are known.

By definition of the Moebius transform, we know PA(P|tf for all P G V with
|P| < N. Using the renormalization group equations of PA, we may compute

PA(X|tf for all X G V with |X| N. By definition of the Moebius transform,

we obtain PA(X|tf In the following, use the abbreviation

Tlx,x := 1 - £x,x (5.1)
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and for a function F: RM —? R, define

H(F) := JdM7(tf)P(tf + L'-d'2(.)). (5.2)

If £x is polymer-independent, i.e. £A>x — £a> then we see that the Moebius

transform 7£A of Kx :— 1 — £x obeys

Kx,x 6i,\x\K\- (5-3)

5.1. Convex-polymer system

We shall discuss the recursive construction of the Moebius transform PA in
four steps. In the first step, perform the Gaussian integration and set Co(X) 1

and Px(A) X' £ O. We take into account, in the first step, the polymer-
dependence of the operator £x,x- In the second step, we have regard to the

polymer-dependence of the normalization constant Co(X) and in the third step,

the polymer-dependence of the function Fx- In the fourth step, finally, we recover
the Moebius transform PA for larger polymers.

1. Step (Integration):

This step is the most important one. Here, we get suppression factors, which

control the entropy factors. This works only if the operators £A>x are defined

correctly and if the model is renormalizable. Consider the not normalized and not
renormalized renormalization group equations (3.21), i.e. setting

c0(X) 1, Px(A) A' (5.4)

ineq. (3.21) for all X G V. Denote 1 - £A,x of the rhs of eq. (3.21) by P^v(X|tf).
Then determine the corresponding Moebius transform Bx v(X|tf).

Define P^A,(X|tf for A, A' G O, X £ V by

B^A,(X|tf):=PA)x{-ZA(.)+ E ^(ZA-)(.)|F-p|n^(^'(^yl-))}(*)-
^ P-.PCx yÇ.P *

(5-5)

The following lemma gives the relation PA< t-+ B\ A, where B\ x, is the Moebius

transform of B^ x,. Let 7tA be the Moebius transform of 7cA.
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Lemma 5.1 The Moebius transform Bx x, of Bx x, is given by

P^A,(X|tf) -7lA>x{ZA(.)}(tf)

+ E ^A,y{^(ZA0(.)l{9^ P»=0}l n ßy(Rx'(Py\-))}(n
Y.PeV'X): *• yÇx: '

YUPz=X Py^t
(5.6)

and if £x,x is polymer-independent (£x,X £-\),

Blx,(X\*)=Kx\-8Ux\{Zx(-)}

+/,7(Zv)(.)^^ x>=w û ^(Ry(Xy\.))\(n (5'?)

„CT- 'y£x:
Xy*t

for all polymers X.

2. Step (Normalization):
For this step, we need the normalization constant co(X). Define PAiA<(X|tf)

by 1 — £A]x of the rhs of the not renormalized renormalization equations eq. (3.21),

where Px(A) A'. Then determine the Moebius transform PAiA< in terms of

the Moebius transform Bx x, Denote the Moebius transform of c0 by Co. For

A, A' G 0,X £ V, define PA,A,(X|tf) by

PA,A-(X|tf):=7lA,x{-ZA(.)+ E co(X)/x7(ZA0(.)|l_P|

j] H(Rx>(xy\.))\(n
„HP '

P-.PZ.X
(5.8)

The following lemma gives the relation Bx x, i—> PA)A<

Lemma 5.2 The Moebius transform Bx,x' of Bx,x' for A, A' G Ö and X £V is

pA,A,(x|tf) p:A,x{zA(.)}(tf)+ e
P\,P-l£V(X):

PrUP2*rX

co(Pi) 7lp2{ZA(.)}(tf)

(5.9)

+P^A,(P2|tf)

and if £x,x is polymer-independent (£x,X — £\)>

PA,v(X|tf) Kxl (-^,,x|+co(X))Za(.)

+ E 2b(Pi)5X,v(P2|.)}(tf).
(5.10)

P1,P2€:V(.X)
P1UP2=.X
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3. Step (Renormalization):
For this step, we need the renormalization group flow function Fx ¦ For a fixed

polymer Q £ V, define the Moebius transform PA(P, Q|tf) of PAjirp(A)(<3|tf), for

all polymers P D Q. A cluster expansion formula of PA in terms of PA,v is given

in section 6, corollary 6.4. By renormalization condition (4.11), we see

£x,x{Bx,Fx(x)(X\.)}m 0 (5.11)

and therefore, by definition,

PA,Fx(A)(X|tf) PA(X|tf), (5.12)

for all polymers X.
Let us remark that we could have replaced the operator Tlx,x by 1 in the

definitions eqs. (5.5) and (5.8) of Bx x, and Bx,x'- Then we would also get the

relations eqs. (5.11) and (5.12).

In this third step, take the polymer-dependence of F into account. For this,
define the following Moebius transform. For a fixed polymer X', define the Moebius

transform PA(.,X'|tf) of PA]F(A)(X'|tf), for all X G V with X D X', by

Bx,Fx(x)(X'\V) E 5A(Q,X'|tf). (5.13)
Q€V(X,X')

An explicit cluster expansion formula of PA is given in section 6, corollary 6.4.

4. Step (Induction):
In the last step determine PA by PA. We present the relation Bx *-* Rx by

Lemma 5.3 Por all polymers X, the following relation holds

PA(X|tf)= E Bx(X,Q\V). (5.14)
Qev(X)

In the following, we present the proofs of lemma 5.1, lemma 5.2 and lemma 5.3.

Proof of lemma 5.1: We have by eq. (5.5) and the definitions of the Moebius

transforms P.A and Rx

BiAxm ¦-- E nx,y{-Zx(-)+ E E
YeV(X) v P:PÇxyex-P<-QyeV(Xy)

(5.15)

^(Zv)(.)'*-p| II H(RAQy\-)) (*)•
y€P i
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We may replace the second and third sum on the rhs of eq. (5.15) by a sum over

all polymers, which are contained in X,

P£>A,(X|tf) E £a,y{-Za(.)

ì (5-16)
+ E A^vX.)1*»6*1 P»=0}l n ^(ÄA'(PylO) (*)•

Furthermore,

" r
-7lA>Q{ZA(.)}(tf)+B£)A,(X|tf)= E

Q€V(X)

+ E ^A,y{p7(ZA-)(.)l^|P»=0}l û H(Rx'(Py\-))\m
v P£-pto\ v »er 'YUP Q Py*t

(5.17)

This proves the eq. (5.6). If £A,x is polymer-independent, then by eqs. (5.3) and

(5.6) follows eq. (5.7).

Proof of lemma 5.2 : Using definitions (5.5) and (5.8), we obtain

PA,v(X|tf) -ftA;x{ZA(.)}(tf)
+c0(X)[^A,x{ZA(.)}(tf) + Blx-(X\n

-£a,y{Za(.)}(*) (5.18)E
YÇ.V{X)

+ E [co(Pi)(^A,P2{ZA(.)}(tf) + P^A,(P2|tf))

p.up,=r

This proves eq. (5.9). If £A>x is polymer-independent, then by eqs. (5.3) and (5.9)

follow eq. (5.10). D

Proof of lemma 5.3 : From the definitions of PA,PA and PA follow

E E ^A(x',Qitf)= e E ^A(x',Q|tf)
X'eV(X)Q€V(X') Q€V(X)X'€V(X,Q)

E *WA)(GI*) Bx,Fxix)(Xm (5-19)
Qev(x)

=PA(X|tf) E ^A(X'|tf).
X'€V(X)
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This proves the assertion.

The scheme for a recursive construction of the Moebius transform PA is

Pa ¦-» PA,A« ¦-» Pa,a< ^ Pa ^ Pa-

5.2. (n)-Renormalization part polymer system

In this section, we shall show how to construct the Moebius transform „Pa
recursively. Since the steps for the calculation of „PA are in analogy with the steps

in the foregoing section, we state the formulas for the Moebius transforms without

proofs.

We use the following abbreviation. For a function F: R —> R and

yn<L--- GyiGyo x, X := {x,yi,... ,y„}, A := (Ai,..., A„),

define

&F) ¦¦= n /dHi®y
TT<n-l J

yex-
ra-l

i=l
n n z^ (*. + E $(y"+1) + Pfa+1)(1-d/2)(0)
fc=Oyeyi.-{yk+i}

fc

P(E#y?)+in(1_<i/2)(-))-

(5.20)

»=i

Let „TZ be the /in(P)-Moebius transform of the operator TZ 1 — £. We

shall define nP^A,(X|tf) and „PA)A,(X|tf), for all X G hn(V) and A G O. If |{y G

äf| Xy ^ 0}| > 2 or X [[y],*] + Xy,y £ X, \j(y) - j(x)\ < n, then nPA,A-(X|tf)

(„P£A,(X|tf is equal to P.A,x of the rhs of eq. (3.45), where Px(A) A' (c0(X)

l,Px(A) A'). If X {x} + Xyn, \j(yn)-j(x)\ », then A' (A1;. ..,A„) G On,

„PA,v(Xitf):=nPA,x{-ZA(.) + c0n)(X)/i^(zA„(.) + nPA„(X!/J.))|. (5.21)

nBl A,(X|tf is equal to the rhs of eq. (5.21), where c0n)(X) 1.
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1. Step (Integration):

Let nBx x' be the Moebius transform of nBx x,. The 1. step is given by the

relation „Rx >-* nB^x,. Suppose that X G h„(V). If |{y G x\ Xy ^ 0}| > 2 or

x [[y],x] + Xy,y £ X,\j(y) - j(x)\ < n, then

nP^A,(X|tf) -„PA,x{ZA(.)}(tf)

+ E äyLä-xo1^ n=0}l n ßy(RAPy\.))}m
Y,P£T>(X): *- yÇW. '

YUP X Py^t
(5.22)

If X {a:} + XSn, \j(yn) - j(x)\ n, then

nPA,A-(X|tf):=nPAix{-ZA(.) + ^(ZAn(.))}(tf)
+ E nKxMrf&RxM» !•))}(*)• (5-23)

Y,P£hn(V)(X):
YUP X

In the next step, we have to take the normalization constants „co(X) into account.

2. Step (Normalization):

Let „Co be the /i„(P)-Moebius transform of the normalization constant. Then

in analogy with lemma 5.2, we obtain the relation nBx x, i—> „Bx,x<-

3. Step (Renormalization):

By renormalization condition (4.11), we see

£x,x{nBx,x>(X].)}\x>={Fyw F(„,(A)) 0 (5.24)

and therefore, by definition,

„PA,AKX|tf)|A,=(Fu)(A)) ^)(A)) „PA(X|tf), (5.25)

where F-% k £ {1,... ,n} is defined by eq. (3.33). For a fixed polymer X', define

the Moebius transform nPA(.,X'|tf) of PA]A-(X'|tf), where

A' (pW(A),...,Px")(A)),

for all X G hn(V) with X D X', by

„PA,v(X'|tf)|A,=(Fa)(A)i. ..>F(„)(A)) E Bx(Q,X'\n (5.26)
Q£V(X,X')
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Then, the 3. step is given by „Pa,A' l~+ jjPa-

4. Step (Induction):

The last step is given by the relation „Pa *-* „Rx- In analogy with lemma

5.3, we have, for all X G h„(V),

„PA(X|tf) E J?A(X,Q|tf). (5.27)

Q£hn(V(X))

The scheme for a recursive construction of the Moebius transform „Pa is

„Pa >-» nBxtX' l_> nBx,X' *->¦ nBx •-» n-Rx-

6. Explicit representations of Moebius transforms
The Moebius transform B: V —? C of a function P: P —» C can be expressed

by an alternating sum in terms of B(P), P £ V. Since alternating sums are hard

to estimate, we shall present in this section a more convenient way to express a

Moebius transform in terms of P. We shall answer the question how to relate the

Moebius transform E and e, if E and e are related by E H o e where H: C —? C
is a differentiable fonction This problem is solved by proposition 6.1 which gives

a cluster expansion formula for E in terms of ê. We are going to apply this formula
¦Ai) ~

to the Moebius transforms fx and Px (see corollary 6.4).

In the following, we introduce some notations and summarize properties of

Moebius transforms. We show that Moebius transforms and Fourier transforms

share analogous properties.
For P G M(V, C), where

M(V,C):={B: V -> C}, (6.1)

let M(B) be the Moebius transform of P. The inverse At-1 of Ai is given by

m-\b)(x)= e B(n (6-2)

Y€V(X)

This is an immediate consequence of the definition 2.8 of Moebius transforms in
section 2. Let V Ç Vfi„ := P/;„(A) — {0} be a general polymer set. Suppose that
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(V, Ç) contains a least element X* G V, i.e. X* Ç P, for all P G P. Then for the

function J G M(V, C) defined by I(X) := 1, for all X G V, the Moebius transform

I M(I) is jf (Sx*, where

Sx(Y) 6x,y, (6-3)

for all X, F G P. This corresponds to the property of the Fourier transform, that
the Fourier transform of 1 is the Dirac distribution.

We shall define an algebra A(V) for polymer sets V. M(V, C) is a vector

space with a sum and scalar product defined by

(Px + P2)(X) := B1(X) + B2(X), (XB)(X) := XB(X),

for all B,Bi,B2 £ M(V,C),X £ V, X £ C. Then {6P,P £ V} is a basis of

M(V, C). Define a product • by

(Pj ¦ P2)(X) := B1(X)B2(X). (6.4)

Then A(V) := (M(V, C), -, +) is an algebra The Moebius transform A4 : A(V) ->

A(V) is a linear mapping. Let us remark that A(V) is a commutative algebra with

identity I, in the case that (V, Ç) contains a least element.

Define a convolution-type multiplication * in M(V, C) by

(B1*B2)(X):= E B1(P1)B2(P2), (6.5)
Pl.P2i.T(X):

P!+P2=X

for all X G P. Then A*(V) := (M(V,C),*,+) is a commutative algebra. Let

us notice that the convolution-type multiplication in M(V, C) is trivial, if there

exists no disjoint P\,P2 £ V. A*(Vfi„) contains no identity element if |A| > 2.

But 8$ is the identity of the algebra A*(Vfi„ U {0}).
Define a homomorphism ""

: (C, +) —» (M(Vfi„, C), *) by

q(X):=qW, (6.6)

for all q £ C, X G Vfin. Define the function Mfin:M(Vfi„, C) -? M(Vfln,C) by

Mfin(B) := (fai) * P, (6.7)

for all B £ M(Vf i„, C). Since ~ is a homomorphism, we obtain

M]în(B) (+ï)*B, (6.8)
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for all P G M(Vfin,C). Define the injective mapping i:M(V,C) -*• M(Vfin,C)

wHoB(n ~ <-)
and the characteristic function \v 6 M(V/in, C) by

^¦¦={1: otw£, <6-io>

We get the following relation for the Moebius transform M

M(B) xvMfin(i(B)), (6.11)

for all B £ M(V, C). Thus we get by eqs. (6.7) and (6.8)

M(B)(X)= E (-l)|XHY|P0n- (6.12)
Y-.YeV(X)

We have used the explicit expression

(q*B)(X)= E qÌXÌ-ÌY{B(Y), (6.13)
Y-.YÇX

for all q £ C,P G M(Vfi„, C), X G P/i„.
We may define another convolution-type multiplication *u in M(V, C), for

all P Ç P/m by

(P!*uP2)(X):= E B1(P1)B2(P2), (6.14)
P1,P2ÇP(A'):

P!UP2=X

for all Pi,P2 G M(V,C) and X G P. Then A*U(V) := (M(V,C),*U,+) is a

commutative algebra. ê$ is the identity of A*u(V/i„ U {0}) and 6x* defined by

eq. (6.3) is the identity of A*U(V), if X* G P is the least element of V. We obtain

the following relations

AT^Pi *u P2) A4_1(Pi) • M~l(B2) (6.15)

and

M(B1-B2) M(B1)*UM(B2), (6.16)
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for all B\,B2 £ M(V,C). These equations correspond to the property of Fourier

transforms that the Fourier transform of a product is equal to the convolution

product of the Fourier transforms.

In the following, suppose that a polymer system on A is given by a subset V
of Vf in, such that

Q P =: XV 0 (6.17)
PEV

and X* G V, i.e. X* is the least element of (V, Ç). Consider the following problem.

Suppose that the functions H: C —> C, e: V —> C and E: V —? C are related by

E(X) H(e(X)), (6.18)

for all X £ V. How is the Moebius transform E of E related to the Moebius

transform e of e Define the induced mapping P*:M("P, C) —> M(V, C) by

P*(e) := Poe for all e G M(V, C). We are looking for a functional H*:M(V, C) ->

M(V,C), such that

P^fe) jaf.(ê) (6.19)

or equivalently

H*=MoHtoM-\ (6.20)

where Ad is the Moebius transform. To formulate an answer of this question, we

introduce some definitions and notations. Define the set of all n-clusters by

i

C„(X*) := {(Pi,... ,P„)| Pi £ V,P1 X*,Pi+1 n A - (J Pa ± 0} (6.21)
a=l

and for X Ç A, the set of all n-clusters in X

Cn(X,X*) := {P G C„(X*)| supp P Ç X}, (6.22)

where supp (Pj,... ,P„) := IJ"=i ^V ^be set of all complete n-clusters in X is

defined by

C„(X,X*) := {P G C| supp P X}. (6.23)

We omit X* in the notations of n-clusters, i.e. write in the following, for notational

simplicity, C„(X*) C„ C„(X,X*) Cn(X) and C„(X,X*) C„(X).
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For an n-cluster P (Pj,... ,Pn) and parameters si,...,sn-i £ [0,1] and a

function e: V —» C, define recursively

èsu...,Sk,P(Y) := c'ü-.n-i,p(n if7 S IU Pa; (6.24)
l5fceai]...]Sfe_1;p(F), otherwise,

for all k G {1,..., n — 1},Y £ V. We use the notations

s.„-i :=(si,...,s„_i)

/ ds„_1 := / dsi ds„_i

ra

/U.„-i) := Y[(s1...sa-2).

(6.25)

a=3

When it is clear from the context or when it is irrelevant what n is, we omit the

subscript n — l, i.e. we write s„_1 s_. Define e^p: V —» C by

e,,p(X):= E ^P(n (6.26)
Y€T(X)

i.e. ê^p is the Moebius transform of e£;p. e£;p is called the interpolated function
of e.

The answer of our foregoing question, i.e. the relation of E and è is given in

Proposition 6.1. Let H: C —? C be a smooth function and E,e £ M(V,C) be

complex valued functions, such that

E Hoe. (6.27)

Then, we obtain
Ê jf.(ê), (6.28)

where H„:M(V, C) -> Af(P, C) is defìned by

P,(P)(X):=E E [dsJ(S_)[f[B(Pa)]dr1H(X)\x=M-HB)^ix),
n>l Pec„(x): ^ a=2

P=Cl -Pn)

(6.29)

for all X G P and P G M(V, C).

In order to prove proposition 6.1, we will show E — H(e) for the special case

H exp.
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Lemma 6.2 Let E, e £ M(V, C) be complex valued functions, such that

P(X)=exp{e(X)}, (6.30)

for all X £V. Then, we have for all fc G {1,2,...},

fc-l nA, X r, ll

£W =E E / d«n-l/(ân-l)[II^P-)] exp{e3n_i)P(6WppP)}
n=1 P€C„(X): a=2

P=('l, -.Fn)

I* '
+ e / ^-iM-iiin^^fvpp^}'

— V oP6Ck(X): a=2
P=(P1,...,Pt)

(6.31)

Remark: For k > |X|, we have Ck(X) 0. Thus, the second term in eq. (6.31)
vanishes. Using the definition 2.8 of the Moebius transform E, we see then by

eq. (6.31) that proposition 6.1 holds, for H exp.

Proof of lemma 6.2: The proof is done by induction. The assertion holds trivially
for k 1. Suppose that eq. (6.31) is valid for k. For P (P1}... ,Pk) G Cjt(X)
and 5A_1 (s1,...,sk-i),sk £ [0,1], define

,v, f^.pCn, ifyçP!U...UPfc;
eä*-i^-p^fa-\5fceäjk_i,p(F), otherwise ^*^

and

^k-^k,P(X) := E ^-^.pOO- (6-33)
re-P(X)

Then,

exp{eJU_1,p(Jf)} =exp{eâjt_ii8t]P(X)}|Sjb=i

exp{elk itp(suppP)}+ / dskdSkexp{eÊ_kitSktp(X)}
Jo

exp{eLki>P(suppP)}

+ E / rfsfcoStê£feip(Pfc+i)exp{e3fc)p-(X)},

(6.34)
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where Sj. (sa,... ,sjt),P' := (Pi,... ,Pk,Pk+i). Since

fi 7 r*(P Ì-J0' ifP'^Cfc+1(X); r
dSke^P(Pk+1) - | si si_i?(pw)) if p, € Ck+iix)t

(6.35)

we get by inserting eq. (6.34) into the second term on the rhs of eq. (6.31), the

assertion for fc + 1.

Proof of proposition 6.1: Eq. (6.27) is equivalent to

E(X) exp{e(X)—} P(A)|A=0- (6.36)

From the remark after lemma 6.2 follows

exp{e(X) A} P(A)|A=0 E E E /&&
X'€V(X)n>l P£C„(X'):€V(X)n>\- p=(p1,...,P„)

[nè(Pa)]ôr1^(A)|A=e.P(X).
a=2

(6.37)

This proves the assertion. D

For bounds on Moebius transforms, the following lemma is useful.

Lemma 6.3 Por all n> 2, we have

/*«-i/(*--i)=(^rï)r (6.38)

Proof: Use
n

fUn-i) Risi *B_2) ^"24"3 • • ¦ 4-2- (6-39)
a=3

This proves the assertion. D

We state as an application of the abstract cluster expansion formula eq. (6.29)

the following

Corollary 6.4. Suppose that f and Bx are defined by eqs. (4.31) and (5.13).

Then the following cluster expansion formulas hold, for all polymers X, X' £ V
with X D X',

fx,x-W E E fdsj(s_)[f[ À.-,Pa(A)]o^1^(A,Â)|~=(Aîx)ip(A),
n>\ recn(x): J a=2

p=(p1?...,p„)
(6.40)
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iA(x,x'itf)=E e /d^)[n^(A)]ör15A,Ä^'i*)ii=(^).p(A)'
„>1 P6C„(x): J a=2

p=(Px,...,p„)
(6.41)

where Cn(X) C„(X,X').

In some cases, the conservation of positivity in cluster expansion formulas is

important. Suppose that e G M(V, C) is positive, i.e. e(P) G R+, for all P £ V.

Then the interpolating function eSjp is positive, for all n-clusters P (Pi, - - -, P„)
and s_= (si,... ,sn-i). This is shown by

k k

e,fc,p(X) 5,eife_i,p(X) + (l-5fc)[eâi_iiP(|JPa) + eit_i,P(X-|JPa)], (6.42)
a=l a=l

for all X D Ua=i P« and

e^,p(X) e^_liP(X), (6.43)

for all X Ç Ua=1Pa. We have used here the abbreviation s^ := (si,..., sk).

In other words, etp is constructed by a successive application of linear convex

combinations. Since linear convex combinations preserve positivity, we see by

induction that the interpolating function e^p is positive, for positive e.

7. Summary and Outlook
We have studied in this paper the renormalization theory of models in hierarchical

approximation. Iteration of the hierarchical renormalization group equation
leeds to definitions of multigrid polymer systems. We have presented two versions

of introducing an ultraviolet cutoff for multigrid polymer systems. The first (more

conventional) version of a polymer system, was defined by starting the renormalization

group equations with a "bare" Boltzmann factor, given by "bare" coupling
constants. In the second version, an explicit use of an ultraviolet cutoff was not

necessary. Instead of "bare" coupling constants, we introduced polymer-dependent
renormalization group flow functions. These renormalization group flow functions
relate the corresponding coupling constants before and after one renormalization

group step. Using these functions, we may reconstruct the "bare" coupling
constants. The ultraviolet cutoff in this version is given by the finiteness of the

polymers. The ultraviolet limit is equivalent to the corresponding thermodynamic
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limit of the multigrid polymer system. In later sections, we used only the second

version of a multigrid polymer system.

We have studied the use of renormalization conditions of polymer activities.

The renormalization conditions determine the renormalization group flow functions

(or some components of it). The renormalization conditions were formulated

by requiring that the application of an operator £A]x to the irrelevant activities

PA(X|tf) gives zero. As examples of the operator £A,x, we considered the

tf4-model in 2 and 3 dimensions and the 2-dimensional nonlinear O(N) (7-model.

We have studied the explicit and recursive construction of Moebius transforms

of irrelevant activities. For this, a general cluster expansion formula (proposition
6.1) was helpful. This recursive calculation method is necessary for a proof of
recursive bounds and ultimately, the proof of the existence of the thermodynamic
limit. The necessity of renormalization conditions, i.e. the introduction of operators

£, becomes evident by a thorough investigation of the recursive calculation
scheme for the Moebius transform of irrelevant activities.

In the renormalization theory of hierarchical models studied here in a general

point of view, there are some items lacking, which are of importance. In the

following, we shall present a list of these missing items.

a) Specification of running coupling constants A G Ö Ç Rm and the region

Ö; global and local renormalization group flow; distinction of relevant and

irrelevant coupling constants (operators)

b) Universality classes: In which way is the model uniquely specified by the

"bare" partition functions ZA:RW —> R+?
c) Explicit definition of the normalization constants co(X); definition of the

vacuum

d) The problem of stating recursive bounds on polymer activities

e) Large field problem, stability bounds, positivity, etc.

f Convergent multigrid expansions of Green functions

These foregoing items have to be studied, if one is considering concrete models.

These items may also serve as starting points for further investigations on

renormalization theory of hierarchical models.

The strategy for a renormalization theory of hierarchical models, suggested in

this paper, can also be used as an outline for a renormalization theory of complete
field theoretic models (without hierarchical approximation). The consideration of



152 Pordt H.P.A.

hierarchical models is not very restrictive for an investigation of a general
renormalization theory.
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