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Spectral Phase Diagrams in Different Ensembles

for Bipolaronic Superconductors

By T. Gerisch!, R. Miinzner?, and A. Rieckers®

Institut fiir Theoretische Physik, Universitat Tlubingen
Auf der Morgenstelle 14
D-72076 Tibingen, Fed. Rep. of Germany

Abstract. We start from the set of KMS-states for the global C*—dynamics of a class of weakly inho-
mogeneous bipolaronic superconductors, which we have determined in a previous work. We discuss the
spectral properties of the generator for the unitary implementation of the global Heisenberg dynamics in the
GNS-representation over those KMS-states, which have minimal free energy density and unbroken internal
symmetries. It is shown that the stable and hence macroscopically detectable part of such a spectrum is
given by the spectrum of the homogenized model. The stable energy values depend on the temperature and
doping of the system and lead to so—called spectral phase diagrams. The latter are meant to supplement the
thermodynamic phase diagrams elaborated in earlier investigations. The different behaviour of the stable
spectra for phase transitions of the first and second kind is especially significant. A classification of the factor
types for the pure phase states — occurring in the central decomposition of the stable invariant KMS-states
- is carried through. As a remarkable fact we found in certain phase regions a dense subset of pure phase
states, which belong to factors of type III;, having type III, states with A $ 1 in each neighborhood. Thus,
in these weakly inhomogeneous quantum lattice systems one has representations with dynamical relaxation
features.
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1 Introduction and Preliminary Results

For the characterization of the macro-states of a many body system one uses not only the tra-
ditional thermodynamic potentials but frequently also parameters, which arise directly from the
microscopic-statistical treatment of the pertinent models, being often related to certain ordering
phenomena. For superconductors such a parameter is in first line the so-called gap. In the present
investigation we analyze the spectral properties of a class of bipolaronic superconductor models
and reveal peculiar stability features for certain energy values. Only these stable eigen—-energies,
which are invariants of the model class, are well-defined functions of the thermodynamic state
variables. This is not so for the first excitation energy over the equilibrium state, which depend on
the very details of the interaction potentials. Since each preparation of a macro-system produces a
different kind of impurities and defects, the macroscopically relevant gap has to be associated with
the stable part of a many body spectrum. These stable eigen—energies, which are not restricted to
the superconducting phase region, are the main topic of the present work. In dependence of the
temperature and density they illustrate characteristic features of the thermodynamic phases and
of the phase transitions.

The model class treated here may be derived from Hubbard-like Hamiltonians [1], [2], [3].

' 1
H'= Z tij CigCio — §|U| Zniani—a +3 Z Wij NigNjo' s
(1,5),0 i,0 (i,7),0,0'
where (1, j) indicates as usual summation over nearest neighbors. By means of perturbation theory.
(%)

canonical transformations, and the introduction of pair operators b; ’, one arrives at bipolaronic

model Hamiltonians

H= Zvl—jninj —2Zt,-jb;'bj. (1.1)
(1.3) (1,3)
Many treatments of such kinds of models, aimed to describe high-T, superconducting features.
involve anti-ferromagnetic effects and thus are connected with a bipartite sublattice structure
Here our model is treated from the outset on a bipartite lattice K in position space. Especially the
algebra of observables has to reflect this structure and is, therefore, constructed over a composite
one site-algebra 8 = B®B, where B = M;(C). Below we will see that %8 describes the observables
of a fermion pair, while B describes the operators of two such pairs in different sublattices. As usual
we form for each local sublattice region A € £:= {A"' C K | |A’'| < oo} the algebra 2Ap := ®icaBi.
where B; is an isomorphic copy of B, placed at site i. The algebra 2 of the infinite lattice is the
union of all local observables, mathematically obtained by the C*-inductive limit of %5, A € £
with the canonical embedding of A in Ay, for A C A’ [4]:
= & B,
1EX

The local algebras 24 can be considered as subalgebras of 2, justifying the notation & = J,c¢ QLA”'“

A specific model is characterized by the set of all local Hamiltonians Hpy € A5 C U, A € £. Drop:

ping the nearest neighbor subsidiary condition and employing now sublattice indices we get fron
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(1.1) our inhomogeneous model Hamiltonians [1], (5], [6], [7]:

D viipAhRL —2 D (tiinblbE +HnbhbE) € Up. (1.2)
i1,i2€A i1,i2€A
We use the notation z' =z®1, 22 =1®z € B for z € B. Then br('), r = 1,2 is the annihilation
(creation) operator of a local pair (bipolaron) at site 7 in sublattice r, and A := b7*b is the number
operator. One stipulates the commutation relations, which are characteristic for so—called hard core
Bosons:

57, b5) = 0785 — B5bE" = 6y (28 — 1), {b" 67} = BB + 6" = 1, B7 =0,

forr =1,2 and ¢ € K. All commutators between operators in different sublattices vanish.
Without specifying the asymptotic behavior of the interaction constants in (1.2) the models are
far from being sufficiently described. In our previous investigations the above models have been
treated under the extreme long range assumption namely, that the interaction constants v;,;, and
t; i, are only weak deviations from their average values v and t. More precisely we have required
the following relations for a model to be in the allowed class:

Model Assumptions: For the interaction constants in H we stipulate:

v=1m AP |A|2 2 vain  t=lmo IAP 2 tain 3)
i1,i2€A 11,i2€A

and with the abbreviations

0Viy ig 1= Vg — U and Obiy g 1= iy ig — (1.4)
we demand
lim v, i, = v;y, lim 68ty 4, =4dt;;, lim dv;; =0, lim é&¢;, =0, (1.5)
i) =00 i1 —00 i]—00 11 —00
as well as
lim = I AI"’ Z |6vi, 4, — Ovs, — Buy,| = m ) Al2 Z |8ty iy — Oti, — Otiy| = 0. (1.6)
1,12 1, 2

The foregoing describes analytically, in which sense the actual models are perturbations of the
homogenized model

HY = |A|( Z Al A — 2t Z bl*bfz-i-bflb?;)) € An. (1.7)
i1,12€A 11,i2€A

As we have stated in previous papers, the local difference Hamiltonians
Py := Hy — HY (1.8)

form in general a strongly unbounded net of operators, and the equilibrium states of two different
models involving the same external parameters may be macroscopically different, that is mathe-
matically disjoint.
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General Strategy: The following investigation is based on the results in [5] on the global C*-
dynamical system and its KMS-states for the inhomogeneous model introduced above . The phys-
ically stable KMS-states corresponding to the canonical and the grand-canonical ensemble, which
are invariant under the internal symmetries of the model, are derived in [5] and [8]. We briefly
review the results from [8)] and [5] and then derive the spectral properties of the unitary implemen-
tation of the global C*-dynamical model system. One main result of our approach is, that under
the above model assumptions the main features of the collective structure of the inhomogeneous

models are the same as those of the homogeneous one.

Symmetries: Our inhomogeneous models Hp of (1.2) have as spatial symmetry the hidden per-
mutation invariance. In fact, only HY is strictly invariant under the action of the permutation
group P(A) of A:

O,(HY) = HY, forallo € P(A)andA € £,

where @, : 2 — 2 is defined on elementary tensors by ©,(®;z;) := ®iz4(;) (for i € A, we have
o(i) =1).

Besides the homogeneity of the Hamiltonian, there are additional symmetries, the so—called internal
symmetries, which leave each one-lattice point algebra 8; invariant, and are exact symmetries
also for the inhomogeneous Hamiltonians. These are the gauge transformations and the exchange
transformations of sublattice indices [1]. The group of the internal symmetries is therefore given
by S; x SU(1) where S; is the two-point symmetric group.

The Global C*-Dynamical System: The limit of the reduced local dynamics

7¢ (1) = exp {it H}} - exp {—it H}} (1.9)
with
Hy:=Hy—puNy=Hy—py (2 +0f) , (1.10)
1EA

exists as a C*—dynamical system ( Cg,R,7; ) on the classically extend algebra of observables
Cg = AR C(Eg) = C (Eg,)

It can be calculated locally by perturbation theory as is shown in [5]. Here Eg denotes the 15-
dimensional differentiable manifold corresponding to the parameterization of G (*8) on which the
classical part of the limiting dynamics is acting. C (Eg) are the continuous functions on Eg and
C (Eg,2) are the 2A-valued continuous functions on Eg. For obtaining the above results one first
calculates the limiting C*-dynamical system for the homogeneous part of the models

2 () = s:lim exp (it (H, — uNp)} Ap exp{—it (HR —uNa)}, VteR with Ayey
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and then determines the sigma-weak limit of this dynamics perturbed by P,
A) = o-w- lim (70)P7 (A)  for |t| <to .
e (4) = o-w- lim (79)™ (4)  for [t <to

For the explicit form of 7 see [5].

Invariant KMS-states: The set of KMS-states for the C*-dynamical system ( Cg, R, 7¢ ) which
are invariant under the group of internal symmetries Sy x SU(1) forms a subsimplex of the simplex

of all KMS-states and is given by the convex combinations of the following, extremal invariant
KMS-states

w=f021r( Qe+ 3 gcgm)dﬂ (1.11)
Here o!% and o4 are determined by
, —~Bhi3(e) ~Bh3i (e)
ol = 't—r“;_mlwa and @b = ma (1.12)
with the following single site Hamiltonians
’i‘% = (vnf? — ,u) Al + (vn'l - ,u) a2 — ZA‘é (e_iw_w")bl' + e+i(‘9—6'9‘)bl)
_ zazi (e-i(a-aa.)bzg n e+iw-50,)bz) (1.13)
5‘% = (vn;} - ,u) A%+ (vn‘l - ,u) Al — 2A§ (e—i("”é‘?‘)bz* + e+i(‘9—6‘9‘)b2)
_ 2A§ (e—(ﬂ-w,-)bx. + e+i(19—619¢)b1)
We use here the notation ni o= (1+ ‘s—;’i )n., AL = |(1+ Lfi)t(g; Y| =11+ 5—:‘ | A; and
§9; == —Arg(1+ %—i ), where the values of these expectations can be determined from (1.12),

which implies an inhomogeneous selfconsistency equation (similar to the gap equation). The phase
difference between the expectation values (g; b") in the two sublattices is equal to a multiple of
7 and is hence set equal to zero. Therefore we set —Arg( {(o; b") ) =: 9. See [5] for a detailed
discussion.

The set of invariant KMS-states does not determine the physically stable phases of the system (see
[8]). For this we need the additional principle, that the physically stable states be minimizers of
the free energy density.

Grand Canonical Ensemble: The grand-canonical ensemble is characterized by a fixed chem-
ical potential and a fixed temperature but allows for non vanishing fluctuations of the particle
density. The free energy density of KMS-states for the inhomogeneous model is entirely deter-
mined by the KMS-states of the homogenized model. As is shown in (8] the function p(n) for
the homogeneous part of the model may be inverted and we can therefore use the parameteriza-
tion (B,n) for the set of KMS-states of ( Cg, R, 7; ) instead of the parameters (3, x). We show in
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Figure 1.1: (n,T)-phase diagram for the grand canonical ensemble.

Fig. 1.1 the phase diagram of the grand-canonical ensemble given by the invariant KMS-states,
which minimize the free energy density. (The phase diagram of all KMS-states is depicted in [5])

The phase structure may also be seen by studying the homogeneous limiting Gibbs states: To
fix a certain mean particle density n €]0, 2[ in the homogeneous local Gibbs state, we introduce the
chemical potential p via H3(u) := HY := H3 — uNa, N := 3,02 (A} + A2). Since [HY, Na] =0,
for each n €]0,2[ there is a unique u € R, such that

1
—I(wﬁ’Hg(‘“) s Np) =n.

|A
For each local region A, the unique p € R is denoted by pp. The remarkable fact is, that the
limiting Gibbs state

Wi = W:'elémwB’Hg(#A) (1.14)

is unique for each n €]0,2[ in all phase regions [1].

Canonical Ensemble: The canonical ensemble which is realized by a fixed temperature and a
fixed particle density with vanishing fluctuations can be obtained by adding a perturbation

N, 2 :
RA:=gA|A|(-—A—n) with gA—)oo,g—A—>0
|A] |A|
to the local Hamiltonian Hy, that suppresses the fluctuations of the particle density in the thermo-
dynamic limit. Applying this perturbation to the inhomogeneous dynamical system means that the

set of KMS-states is reduced to only those KMS-states with vanishing fluctuations of the particle
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v/4
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Figure 1.2: (n,T)-phase diagram for the canonical ensemble (thermodynamic limit at particle
density n €]0, 2[ with suppressed fluctuations (8]).

density.

The free energy density is now given by the Legendre transform of the one for the grand-canonical
case. This leads to a different phase diagram for the minimizers of the canonical free energy density
as is shown in Fig. 1.2

In comparison with the grand canonical ensemble the CO-S coexistence region is replaced by
the so—called M-phase with broken gauge symmetry and broken sublattice exchange symmetry.
Note, that the phase boundaries S-M and CO-M are shifted with respect to the previous ones of
the CO-S coexistence region. Apart from the choice of v, ¢, and the parameterization of G(B),
these are the boundaries as given in (7).

Again there exist the unique limiting Gibbs states for the homogeneous part of the system (8] which
are given by

BHY . R, .
wg’n := w*-lim (W4 Ra - Ra)

AL (waHR ; RA)

(1.15)

The pure phases - resp. the stable extremal KMS-states — of the system are characterized by the
broken internal symmetries of the model class (see Table 1.1). Equivalently, each broken symmetry
leads to a nontrivial sum or integral in the decomposition formula (1.11) for the extremal invariant
KMS-states. See [5] for a detailed discussion.

We close this Section with a list of all extremal invariant KMS-states wf" = wy, ws, wco, WCo/ss

wym occurring in Figs. 1.1 and 1.2 and indicate their central measures.
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State Broken Symmetry Macroscopic Pure Phase

tr(o'Al) = tr(o'n?),

. . Normal phase (N
tr(o'b') = tr(e*b?) =0 rmatp (N)

tr(g'at) = tr(o'n?),

: ; auge invariance Superconducting phase (S
tr(gt 1) = tr(gt 2) £ 0 gaug P g phase (S)
t ial t 152 ,

r(g‘nl) # r(glnz) sub-lattice permutations Charge Ordered phase (CO)
tr(p*b') = tr(p*b°) =0
tr(o'nl) # tr(o'a?), sub-lattice permutations

: : . . ‘Mixed’ phase (M)
tr(o'b') # tr(o' %) #0 gauge invariance

Table 1.1: Characterization of pure phase states ®p’ in terms of broken symmetries and expecta-

tion values.

Proposition 1.1
With the notation from eqns. (1.11), (1.12) and (1.13) we find for the extremal S; x SU(1) invariant
KMS-states of the introduced class of inhomogeneous bipolaronic models:

(i) In the N—phase region of Figure 1.1 or 1.2 each invariant 3—-KMS-state wy is obtained from
eq. (1.11) by setting n} = n} =:n' and A} = A} =0 in eq. (1.13).

(ii) In the so—called charge-ordered phase, the CO-phase, the invariant f—-KMS-states wco are
obtained from eq. (1.11) by setting Al = AL =0 in eq. (1.13).

(iii) In the superconducting region, the S—phase, the invariant the f-KMS-states wg are obtained
from eq. (1.11) by setting n! = n} = n!, Al = AL = A! and §9; = 0 in eq. (1.13).

(iv) In the CO-S coexistence region each invariant f-KMS-state is decomposed into a state
corresponding to the CO- and S—-phases, i.e. we have

“'JCO/S =Wy = )\wco &4 (1 = )\) wg, A E]O, 1[. (1.16)

The value A €0, 1] is determined by the given particle density n = jl\lé% ]71\1 (wr; Na) = Anco+

1 . _ — Vi L :
(1 — A\) ng because we have /1\1&1:11—\1 (wco; Na) =nco #ns = /1\1ér11:m {ws; Na).

(v) The invariant -KMS-state wy in the M—phase region are given directly by eqns. (1.11)
and (1.13).

PROOF: [8], [5]. a
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2 Equilibrium Representations and Spectra of Effective Hamilto-

nians

We discuss the KMS-dynamics 7; and their unitary implementation in the GNS-representations
over the above equilibrium states w = wn, ws, wco, wco/s, WM-

The states w are invariant under 7, i.e. (w; 74 (A)) = (w; A) Vt, and it is a well known result
[9, Theo. 2.3.16 and Cor. 2.3.17] that there exists a unitary implementation of 7y in the GNS-
representation of Cg to the state w, which is decomposed by means of the central measure d (o)

of w:
@
(M Hor Q) = [E (Mg, gy ) d ()
(*]
with the corresponding von Neumann Algebra
' @ S n
m, =11, (CQ) = fmgdﬂ'w(g) = f Hg (Cg)” dpw(o) -
Eg Eg

We remark that, because of the states w being microscopically extended (see [5]), in the case of the
stable invariant KMS-states the GNS-representation of Cg corresponds to the GNS-representation
of 2A.

The unitary implementation is introduced by
Uy’ I, (A) Qu = 7e(T1,(4)) o,
and then extended to all of #,,. It satisfies indeed
(M) :=U’MU eM,, YMeIM,.

The Uy are the only implementing unitaries which leave , invariant. Note that 7; corresponds to
the modular automorphism group [9], [10] corresponding to €, and U}’ is given by

with the modular operator A,. The family ¢t — U}’ is a strongly continuous group of unitaries
with the selfadjoint generator

K = —% InA,.

We will illustrate this result by the two most general forms of KMS-states from Section 1.1, that
are the equilibrium states in the coexistence region for the grand-canonical ensemble and the equi-
librium states in the mixed phase for the canonical ensemble:

Since a state of the coexistence region wco/s is the mixture of the disjoint wco and wg states
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its GNS-representation of the algebra Cg is a direct sum of the GNS-representations over wco and
wg:

(Hcoys: Mcoys: Ncoys) = (Heo & Hs, oo & Is, Qco & Ns) - (2.1)

We give the explicit form of the representing Hilbert space:

e dy
H = | Hi2 & H2 / i
co/s ( 1 1 ) @ ( ] o= )
The generator of the unitary implementation Ugg/s of 7¢ in (Hcoys: Hco/s: coys) has the form
KCO/S KCO ® KS )

A core for KCO/5 is given by CDCO/S = QJTOCO/SQCO/S where

g/ 1= { i ng (A (0)) dituco,s (0) =: My [ there is a A € £ with A (o) € U, Vo = Eg,
4

and ¢ — A (p) is norm continuous } .

On CDE O/5 the typical element is MA§lco s and the generator K CO/S is explicitly given by
~CO0/S
KB MxQcoss = [HAO/ , M ] Qcoyss

with

=(Z(vng—p)mg(ﬁ})+(vn§—u)nl2(ﬁ?)

@Z an HZI( )+(vn'i—,u)H21('r‘z}))

@(/ Z [vn' —p] [Ty (A] ) + g (A7) ] (2.2)

1EA
_ 2Al ( e —i(d— Jﬂg)nﬂ ( b:‘ )+ e+i(l’—519,')na ( btl ) )

— 207 (7O, (3 ) + 0000, (47 ) ) g )-

As the second representative example we give the GNS-representation of Cg over the state wys of
the mixed phase

(Hm, Iy, M) -

A core for the generator K™ of the unitary implementation of the inhomogeneous limiting ¢ynamics
is given by D} := MMy where

WIO g {[ o (A(0)) dpwy, (0) =: MAI there is a A € £ with A (p) € AUy, Vo € Eg,

and o — A (p) is norm continuous }



Gerisch, Miinzner and Rieckers 429

KM is given for each typical element M,Qps by
KMMAQM = [f}MA , Ma :I Om

with

o= [T (S ) )@ (Smu())) 2 &

0 : : 27
1EA tEA

and h¥ from eq. (1.13).
As may be seen from Prop. 1.1 the GNS-representations for all the other invariant KMS-states are
special cases of those two given above.

We remark from the explicit formulas above that the generator for the implemented dynamical
system has the general from

®
K= [ Kfdpu(e) , (2.4)
Eg

that is a direct integral over unbounded self-adjoint operators.

For the spectral analysis we first diagonalize the generators of the unitaries implementing the
limiting dynamics in the GNS-representations (Il,, H,, {2,) for the pure phases.

The eigenvalues and eigenvectors of the selfadjoint generators at finite temperature are derived by
means of a generalized Bogoliubov-Valatin transformation. The transformation is motivated by
the diagonalization of h'(p) in terms of quasi-pair operators. With Proposition 1.1 each h*(p) has
the form

hi(o) = hi(e) ® 1 + 1 ® hi(p), (2.5)
with Al (o) € B for r = 1,2 and
hi(o) = AL (0) 7 — Bl (p) (e7HP=00)p* 4 i(9=89i)p) (2.6)

where AL (p) € R, Bi(p) > 0 and ¥ € [0,27[ are constants which are made explicit below. We
introduce the transformation xj, by its action on a pair operator ", r = 1,2, leading to the
quasi-pairs

q; (o) := X;‘g(b::.) = (uie)g ad (,U:'_g)2 p2i(0—60;) by — uigv::g i(9=69:) [b7, 7], (2.7)

we= L (1 2 s L (1200 g o= @+ B )



430 Gerisch, Miinzner and Rieckers

This transformation extends to an automorphism of 8 and by Xo(® z;) = ®[le9 ® xfg](:ci) to
i€A €A
2. In terms of the quasi-pair operators one obtains in fact the diagonal form:

Ha(0) = D _(2E; (o) a!™(0)a; (o) + 2Ej (0) a7*(0)q? (e)) + const 1.
€A

Since x,(2) = A, the following set of vectors is total in H,:

vo®) =[] art@) [ (@ I ¢ [I (o) e (2.8)
11EN; 12€A2 i3€A3 14€A4
for all A = (A1, Az, Az, Ag) € £4. Moreover, it holds:
Koy (K [ S B -2Y ER+2Y ER-2Y E‘ﬂ]w,_, (2.9)
11EA 12€A2 i3€A3 t1€A4

implying

o(k)={2Y El-2Y Er+2) Ep-2) Ey|Resgt}. (2.10)

11EA 12€A2 i3€A3 14€A,

where we have simply set E: := E! (p) because we are dealing here with an extremal equilibrium
state corresponding to one point p € Eg.

To treat the multi—phase representations corresponding to the stable invariant KMS-states from
Prop. 1.1 we piece the pure-phase informations together and set

o

il = / 45 (0) d (o) (2.11)

Eg
leading to

= I[ aér@) I ah) [T ) J] diw (2.12)

11EA) i2€A2 13€A3 i4€A4

for A = (Ay,Az,A3,A4) € £% In this way one obtains particle operators and states with good
quantum numbers, also for the broken symmetry generators. We find for the energy eigenvalues

K@) = | ” Koy(®) d () (2.13)
¢
= [23 B @v@in- [ 2T By dno (214)
Es ien Es irehs
/ S B (o) o(E) d (e -[ > B (0) %o(B) d o)
Eg i3€EA3 Eg i4€A4

The single particle excitations E:(p) are given by

Ei:\/(vni—u)2+16(Af;)2 with r#s . (2.15)
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From eqns (2.2) and (2.3) together with eq. (1.13) we find the p-independence Ei = Ei(p) and
1 = E3(p) on the orbits in eq. (2.13). Thus we get as in (2.9)

Ky, (R) = [z S B -2Y EBr+2S ER-23 Ef ] bo(R) (2.16)
i11€A) 12€A2 13€A3 i4€A4
and

{2 Bl -2y Br+2 Y Bp-2Y By |Reg'}Co(kv) (2.17)

11 €Ay 12€A2 13€A3 14€A4

Note, that the set of 1, (A), A € £4, is, in general, not total in H,, , cf. e.g. [11). While the Hilbert
space vectors 1, (A) express quasi-pair excitations they do not include classical particle structures.

For the KMS-dynamics these classical parts have only the energy value zero. This is expressed by
the equation

K Zy,(A) = ZK“p,(A), forall Z e Z, =, NO,. (2.18)

The set {Zy,(A) | Z € Z,,A € £} is total in H,, and thus suited to give the spectral information
on K*“. Especially in the case of p-independent energy values as in (2.17) we may conclude

o(K“)=42) E{-2) EP+2) Ep-2) Ej|Reg!
11€EA 12€A2 13€A3 14€EA,
We use the preceding insights in

Thecrem 2.1

Let us choose an arbitrary, but fixed tupel (8,n) € R x [0,2], observing that then p is fixed, too.
We further select a model of the considered class and study the effective Heisenberg dynamics for
a KMS-state belonging to this model.

(i) In the GNS-representation over every KMS-state w, independently of its location in the phase
diagram, the Heisenberg dynamics can be unitarily implemented, so that the corresponding
selfadjoint generator K“ annihilates the cyclic vector Q. The spectra of all K“ are the same.

(i) All E € o(KY) are limit points of eigenvalues.
(iii) E € o(K¥) implies —E € o(K"*), but E, E' does not imply E + E' € o(K“), in general.
(iv) Every E € o(KY) has infinite multiplicity.

(v) The spectrum o(K “’0) for a homogeneous model is a subgroup of the additive group R, which
is made explicit in Table 3.1. It is contained in every o(KY), where w belongs to a model,
which has the given homogenization. It holds the module property:

E € o(K¥)andE, € o(K“") implies E + E, € o(K*).
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PROOF: (i) We have observed above, that the pure phase spectra for fixed (8,n) € R x [0,2]
are the same, which then takes over for a mixture of those pure phases in terms of an arbitrary
probability measure. (ii) follows directly from the arguments given above. (iii) K“ involves a
commutator and its spectrum is symmetric around zero. For the second assertion observe, that
two operators, which excite in application to the cyclic vector two energy eigenstates, may have the
product zero, so that the sum of eigenvalues may not be realizable. In each GNS-representation
one has the quasi—pair excitations and the central excitations — with zero energy — as the total set
of eigenvectors. (iv) This is clear from the explicit formulas above. (v) In the homogeneous case
the sums over positive and negative one-particle energies reduce to integer multiples of - at most
three different — generator values, which are listed in Table 3.1. From the model assumptions we
find for the one-particle spectra

: ; g 1 i
11_1)1510 El!=FE and E, = ,I\‘é‘i‘: A ieZAE, .

Here the single particle excitations for the homogeneous models are explicitly given by

Er=\/(vns—-u)2+16(As)2 for r#s.

with n, = lim; ni and A, = lim; Ai . Thus the homogeneous energy spectra are always

accumulation points of the inhomogeneous spectra.

To an arbitrary energy eigenvalue we may add an homogeneous one, because we can approximate the
latter in terms of sequences which are localized on A regions, which do not intersect with the region
belonging to the given eigenvalue (in contrast to the problem of adding arbitrary inhomogeneous
eigenvalues). Now replace the given eigenvalue by a sequence of eigenvalues, which approximate
a given spectral value. This gives a sequence of sums, eigenvalues plus homogeneous eigenvalue,
which converges within the spectrum. Q
The set of stable energy spectral values for the quasi pairs has much similarity to the set of energy
eigenvalues for condensed particles, e.g. condensed Cooper pairs, in spite of the fact, that the latter
have central field operators commuting with all other operators, whereas the quasi pair operators
have non-trivial commutation relations: Both sets constitute a subgroup of R which has the module
property for the total energy spectrum. In a certain sense we may also in our discrete lattice system
formalism state, that the stable spectral values have a high density of states: By being spectral
accumulation points there are many quasi pair excitation vectors with close or identical energies.

3 Spectral Phase Diagrams

In the following we will only deal with the stable spectral group generators, which are indentified by
the spectrum of the homogenized model. For the convenience of notation we introduce 7 := (g; 2")
and %—e""’ := (p; b") for r = 1,2, where we assume, that v and ¢ are both greater than zero and
we set ¢ = 1.

We use the quasi—pair transformations (2.7) and (2.11) to determine the robust one-particle spec-

trum for all regions of the phase diagrams in Figures 1.1 and 1.2.
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N-Phase: The N-phase states are factor states with heg = (v%——u)(ﬁ,1+ﬁ2), i.e. in the notation of
(2.6) it is A; = A2 = v —p and By = By = 0. This leads to a unique EN = E} = E} = [v} — p|.

S—-Phase: The limiting Gibbs state in the S-phase region has a non-trivial central decomposition
according to Prop. 1.1. Nevertheless, each state in the support of the central measure has the
effective Hamiltonian heg = (v3 — p)al — A(e™b!* + €b!) + (v} — p)A? — A(e 0> + *b?)
and thus it is A} = A = v} — p and B; = B, = A. Consequently we have ES = E} = E§ =
Vv = p)? + AL

We see that for the N- and the S—phase regions all one-particle excitation energies have the same

value, independent of the chosen sublattice and the chosen pure phase state in supp u,. Thus the
corresponding spectrum of K¢ is given by o(K*) = ENZ and ESZ, respectively.

CO-Phase: The pure phase state ®p in supp p,, of a charge ordered limiting Gibbs state have
different one-particle Hamiltonians in the two sublattices and in general there are different one
particle energies E; # E;. With hlgz = (vn, — p)it, 7 = 1,2, and n; # ny we have either
heg = héﬁ ®1+1 ®h§ﬁ or heg = h§ﬂ® 1+ ]I®héﬂ-. Thus the two energy values are Erco = |lun, — yl,
r = 1,2, and they are equal for the two pure phase states in suppy,, according to Prop. 1.1.

M-Phase: The pure phase states in the M-region lead to one-particle energies as in the charge
ordered case, except that here A;, # 0 as well. For all states in suppu, we find the single
particle excitations EM = \/(un, — u)? + A2, where in general n, # ny and A; # A,. Due to
the independence of these energies from the chosen pure phase state we have found again the one-

particle excitations of K“.
For the CO- and the M—phase regions it is E; # E,. Obviously it is

O'(Kw) = {2E1 ny + 2E;no I ny,ng € Z}

There are two possibilities for o(K") either if E) and E; are commensurate, or not. If

E, _p
= — ,q € N
E, q p,q
then we find
o(K¥) = EZ, with E:= Epl- = -}?—

In the other case it is o(K“) = R.

CO-S-Phase Coexistence: As given in Prop. 1.1 each state in this region has the form w =
Mws + (1 — ANwco with the values A €]0, 1], depending on the given particle density n. Thus the
GNS-representation decomposes as

Icoss = Mco @ Ils
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Macroscopic Phase Spectrum of K¥
N-region 2BV Z
S-region 2ESZ
CO-region 2EC0Z if ECO/ESC € Q

2ECCZ +2ESOZ =
R if BY°/EF° ¢ Q

M-region 2EMZ if EM/EM e Q

R if BY/E)' ¢ Q

2E}‘4Z+2E§"Z={

CO/S-coexistence region 2ESZ U (2ECC°Z + 2 ESC Z)
2ESZ U 2ECC if ECO/ESC e Q
R if BY°/E5° ¢ Q

Table 3.1: Spectra of the macroscopic Hamiltonians K“ in the various region of the phase diagrams
(Figures 1.1 and 1.2).

In the different sectors, corresponding to the CO- and the S-phases respectively, the one—particle
energies ECY and Es differ. They are distinguished in terms of the classical properties (central
projections)

cco ' =1lco®0 and cs:=06 1s.

With (2.18), we find for all Z € Z_ and A € &4

K¥ccoZ ¢u(R) = [2ELC (IA1] — |A2]) + 2E5° (|As] — |A4])] ccoZ ¢ (R) (3.1)
and
K¥csZ v, (R) = 2E5 (|A1] — |Ag| + |As] = |A4]) s Z 1, (R). (3.2)

Since these eigenvalues of K“ are determined by a total set of vectors in H,,, the spectrum of K“
is given by:

o(K¥)=2E5Z U (2ECO Z 4+ 2 ESC 7).

If ECO and ES© are incommensurate, we have — as above — o(K*) = R and o(K¥) =2ESZ U
2 EC© Z otherwise.

All stable spectra of the effective Hamiltonians in the (possibly multi-phase) equilibrium repre-
sentations are compiled in Table 3.1. In Figures 3.1 and 3.2 we picture the one-particle energies
EX with X = N,S,CO,M,S/CO and their negative mirror values for various fixed temperatures
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Figure 3.1: One-particle energies EX with X = N,S,CO,S/CO of the macroscopic Hamiltonian
for the grand canonical ensemble at different temperatures (v=8).
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Figure 3.2: One-particle energies EX with X = N,S,CO, M for the canonical ensemble (thermo-
dynamic limit at particle density n €]0,2[ with suppressed fluctuations) for different temperatures

(v=8).
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in dependence on the total densities n, where first the grand canonical and then the canonical
ensembles are used.

The preceding discussion motivates the following definition.

Definition 3.1
For the considered class of weakly inhomogeneous models we introduce the notion of a spectral
phase diagram as the bundle

PSP ={(E1 (ﬁ3n)""1 (Ek(ﬁ!n)) (61 n) € ]R'+ X [01 1] ) with El(ﬁn) (3 3)
the generators of the stable spectral group }.

4 Classificatory Conclusions

In the foregoing Section we have identified in each effective energy spectrum an additive group,
which consists of the integer multiples of certain one particle energies, and which is stable under
the allowed perturbations. This group coincides with the spectrum of the homogenized models
and depends on the equilibium state, giving rise to the notion of a spectral phase diagram. It
is interesting that this structure is related in many cases with the Connes spectrum for the von
Neumann algebras of the pure phase equilibrium representations.

4.1 Classification of the factor types of the pure phase representations

Recall, that the Connes spectrum has been introduced to classify the factors of type III. Starting
from the W*-dynamical system (90,,R,7) for the pure phase state w, one defines according to
Connes first the spectrum

I'(r?) = ﬂ{Sp(T"P | P runs over the time invariant projections in 91,}, (4.1)

where 7¢F is the restriction of 7¢ to PO,P. The Arveson spectrum Sp(7¢F) of the restricted
automorphism group may be shown to equal the operator spectrum o(PK,P), K, the selfadjoint
generator of the implementing unitary group, since the cyclic and separating vector €2, is also time
invariant for the restricted dynamics. Second one introduces the Connes invariant for 91,

S(M,) = (" o(Aw) (4.2)

w

where w ranges over all normal faithful states of 91,, and A,, is the corresponding modular operator.
It then holds

E € T(1) & exp (-E) € S(9M,), (4.3)

which is one way to express the fact that I'(72) is a characteristicum of 9,, independent from the
choosen dynamical system. The following cases are discriminated in [12]: If S(9,) = [0, co[ then
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Macroscopic Phase A
N-region exp(—B EN)
S-region exp(—B ES)

exp(~FEC) if Ef°/Ef° € Q,
CO-region

1 if ECO/ESO ¢ Q.

. exp(-GEM) if B}/EY € Q,

M-region

1 if EM/EM ¢ Q.

Table 4.1: Factor type of the pure phase state representations in the various regions of the phase
diagrams (Figures 1.1 and 1.2).

9, is a factor of type III; and if S(9,) = {0} U {A\" | n € Z} for some A €]0, 1], it is of type III,.
If S(9,) = {0,1}, M, is of type ITI. If S(M,) = {1} then M, is not of type IIL

It has been proved by Connes [12] and, for type III;, by Haagerup [13], that there is — up to
W*-isomorphisms — only one injective factor of type III (c.f. also the overview in [14]). As may
be shown in complete analogy to [15] it holds for the homogeneous Hamiltonians K, belonging to
the state w) with the 2-restriction ®p

S(M,) = o(exp(~BKY)) (4.4)

and only one spectrum, the homogeneous one, has to be evaluated for determining the type A. We
can now read out the type A for 91, directly from the spectra in Table 3.1 and are led to Table 4.1.

The short look on the Connes theory on the factors of type I11, displays a very peculiar stability

of the homogeneous spectrum. First it occurs already in each restriction of the dynamics to an
arbitrary one-lattice point algebra. Second it is stable not only against the perturbations of our
model class but against all perturbations P affiliated with 91,. Since the 91, are hyperfinite they
are injective and thus represent the unique factor types I11.
In the diagrams 4.1 and 4.2 we illustrate the classification at hand of the numerical results for the
one particle spectra for the grand canonical and the canonical ensemble. Note, that for n = 1 in the
N-phase region the factor of type II; can be located . In the M- and the CO-region with E;, # E
the value of A is in the hatched region (especially it is A = 1, if E; and E» are incommensurate).
There is one exception in this region: if one of the energies E; 2 becomes zero, say E) = 0, then we
have A = exp(—BE,), i.e. A # 1.

We see that the Connes spectrum is only partially suited to characterize the stable energy spectra.
While A of a factor of type III, corresponds in the N- and the S—phase states to well defined
one particle energies, this structure is lost completely in the CO- and M-phases. Here, A jumps
discontinuously for continuously varying density n and takes the value A = 1 for all pairs E; and
Ey with Ey/E; ¢ Q. Thus the true structure of the spectral phase diagrams cannot be resolved
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Figure 4.1: Factor type of the pure phase state representations in the grand canonical ensemble

at different temperatures (v=8).
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Figure 4.2: Factor type of the pure phase state representations for the canonical ensemble (ther-
modynamic limit with suppressed fluctuations) at different temperatures (v=8).



Gerisch, Miinzner and Rieckers 441

from the factor type of the representation. In this sense the correspondence between the spectra of
homogeneous lattice systems and the factor type of the representation, as worked out previously
for the Weifi-Ising model [16] and the BCS-model [15], seems to be of accidental nature. In the
case of two or more different stable one particle energies, which characterize a global inhomogeneity
of the collective structure ( here charge ordering), one cannot compress this information into one
single number.

Also for the ground states, which are obtained in the limit 8 — oo, we have a similar situation .
Beside the loss of reflection anti-symmetry about zero, the spectral phase diagrams at T' = 0 have
qualitatively the same form as in Figures 3.1 and 3.2 for T > 0. Nevertheless, all these ground
state representations (for the pure ground states) are factors of type I.

In summary, the see that the mathematical classification of the factor representations is not suffi-
cient for our purposes, and we have need for the more detailed spectral phase diagrams.

4.2 Phase Transitions

It is clear from the outset, that the spectral phase diagrams cannot replace the thermodynamic
phase diagrams. They rather supplement the purely thermodynamic information and give ad-
ditional features of the collective phenomena. Nevertheless it is surprising, how well the phase
boundaries are reproduced in terms of the spectral behaviour. Thus we want also to inquire, how
well the type of a phase transition is exhibited by the spectral phase diagrams. We use the defi-
nition and classification of phase transitions as proposed in [17]: A phase transition occurs, if the
equilibrium properties of the thermodynamic system undergo a qualitative change. The equilib-
rium properties are given here by the set G (5, n) of all states w with minimal free energy density
f(B, po,w) or f(B,n,w), respectively. These sets are determined by the pure phase states ®p of
the extreme boundary with the free energies f(8, uo, ®p) or F (B,n,®p), used for the discussions of
the phase diagrams.

Definition 4.1
(i) The thermodynamic phase structure is given by the bundle

Py = {G&1u(B,n)|(B,n) € R x [0,2]} (4.5)
(ii) A phase transition is a continuous curve of the form

v={(B(2),n(#)) [ t € R},

on which a qualitative change of the sets G4(8,n) occurs, that is, the number of connected
components and/or the dimensions of the connected components and/or the type of broken
symmmetry undergoes a change.

(iii) A point (5% n®) on a phase transition ~, which has both types of equilibrium sets in every
neighbourhood, is called transition point.
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Let us use the partition of phase transitions into two kinds (cf., e.g., [18], [19], [20], [21]), where the
well known basic idea is that some relevant quantity may behave discontinuously or continuously
at the transition point. This leads to

Definition 4.2
A phase transition vy is called to be of the first or the second kind if the set function

t = Sru(v(t))

is discontinuous or continuous, respectively, at to. The transition points y(to) = (8o, ng) of phase
transitions of the second kind are called critical points.

These definitions at once imply features of the spectral phase diagrams:

Proposition 4.3
(i) Let be (8% n%) € v a point where the stable one particle energies change discontinuously.
Then (3°,n°) is a transition point of a phase transition of the first kind.

(ii) Let be (8° n%) € v the critical point of a phase transition of the second kind. Then the
stable one particle energies behave continuously at (3% n®). (Nevertheless, there may appear
bifurcations!)

PRrOOF: Follows directly from the definition of the phase transitions, and their partition into types,
if one takes into account that a continuous behaviour of the sets Gn(v(t)), as we have introduced
it in [17], implies the continuous behaviour of their elements. Q

Especially, the S/CO-transition in Figure 1.1 is of the first kind and the S/CO-region is the
coexistence region of the transition, with two values of E/© and one value of E°. The difference
to the mixed phase situation M is brought out very clearly, if one compares the two spectral phase
diagrams for the different ensembles, i. e., Figure 3.1 with Figure 3.2.

In many cases the dependence, or independence, of the stable energy values on the state parameters
is a valuable indication for itself to identify the nature of the collective ordering phenomenon under
discussion.
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