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Reciprocity theorems for holomorphic representations of
some infinite-dimensional groups

Quelques théorémes de réciprocité pour les représenta-
tions holomorphes irréductibles de certains groupes de di-
mension infinie

By Tuong Ton-That

The University of Iowa
Iowa City, IA 52242-1419 USA
tonthat@math.uiowa.edu

(29.XI.1998)

Abstract. Let pu denote the Gaussian measure on C*** defined by
du(Z) = m " exp [—Tr (ZZT)] dZ,

where Tr denotes the trace function, Z' = Z7, and dZ denotes the Lebesgue measure on C***. Let
Faxk denote the Bargmann-Segal-Fock space of holomorphic entire functions on C***¥ which are
also square-integrable with respect to u. Fix n and let F,, xo denote the Hilbert-space completion of
the inductive limit limg_, o Frxk. Let Gy and Hy be compact groups such that H, C G C GLk (C).
Let G (resp. Hoo) denote the inductive limit (J7o; Gk (resp. Jpe; Hk). Then the representation
Rg,, (resp. Ry, ) of G (resp. Hoo), obtained by right translation on Fpxeo, is a holomorphic
representation of G, (resp. Hy) in the sense defined by Ol’shanskii. Then Rg, and Ry, give rise
to the dual representations R’c;, and R’Hi. of the dual pairs (G,,G,) and (H,, H,), respectively.
The generalized Bargmann-Segal-Fock space Fpxo can be considered as both a (G},,G,)-dual
module and an (H),, H_)-dual module. It is shown that the following multiplicity-free decompo-
sitions of Fpxeo into isotypic components Fpxeo = 9.0 I,(I)QOO = ZGBI,(;‘QOO hold, where () is a
(A) (n
common irreducible signature of the pair (G],G,,) and (1) a common irreducible signature of the
pair (H}, H,.), and I3 (resp. T

nxoo) 18 both the isotypic component of the equivalence classes

PACS codes: 02.20.Tw, 02.20.Qs, 03.65.Fd
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(Mg, (resp. (u)g_) and ()\’)G:1 (resp. (1) H:‘). A reciprocity theorem, giving the multiplicity of
(1) g, in the restriction to Heo of (A)g_ in terms of the multiplicity of (N )G;‘ in the restriction
to G, of (u') g , constitutes the main result of this paper. Several applications of this theorem to
Physics are also discussed.

RESUME. Soit u la mesure de Gauss definie sur 1’espace vectoriel C*** par la formule
du(Z) = 7™ exp [— Tr (ZZT)] dz, z e Ok,

ou ’on désigne par Tr la trace d’une matrice, Z! = ZT, et par dZ la mesure de Lebesgue sur
C**k. Soit Fnxi l’espace hilbertien de Bargmann-Segal-Fock des fonctions entiéres holomorphes
f: €%k 5 C telles que f soient de carré-integrable par rapport & la mesure p. On fixe n et
I’on désigne par Fnxeo le complété de la limite inductive par rapport & k des espaces Fpxk. Pour
chaque k soient Gy et Hy deux groupes compacts tels que Hy C Gy C GLk (C), et 'on suppose
aussi que Hy_y C Hy C Hiyy C -+ et Gy C G C Ggy1 C -+-. Soit G (resp. Hyo) la
limite inductive de la chaine {Gk} (resp. {Hg}). Alors la représentation Rg,, (resp. Ry, ) de G
(resp. Hy), obtenue par translation a droite sur Fy,x o0, est holomorphe dans le sens de Ol'shanskii.
Les représentations Rg, et Ry, donnent lieu aux représentations R"G,n et R}{g, respectivement,
des paires duales (G,,G,) et (H}, H,,). L’espace hilbertien generalisé de Bargmann-Segal-Fock
Fnxoo peut étre consideré en méme temps comme un (G}, G, )-module et un (H),, Hy )-module.
On montre que 'on a les décompositions suivantes de F,xoo €0 uniques composantes isotypiques

fﬂxw = ZQIf(z):()oo = Z@I#Qoos
() (#)

ol (A) est une signature irréductible commune de la paire (G}, G,) et (u) celle de la paire (H},, H),
et ou I,(l);?oo (resp. Iff,?oo) est & la fois la composante isotypique de la classe d’équivalence de (M)
(resp. (u)g,) et celle de (X)g (resp. (u')y.). On donne une démonstration d'un théoréme de
réciprocité, donnant la multipligité de (u) g dans la restriction & Ho de (A)g,, en fonction de la
multiplicité de ('), dans la restriction & Gy, de (p') g, . L'article se termine par une discussion de

plusieurs applications en Physique du théoréme précédant.

1 Introduction

In recent years there is great interest, both in Physics and in Mathematics, in the theory
of unitary representations of infinite-dimensional groups and their Lie algebras (see, for
example, [Kal|, and the literature cited therein). Starting with the seminal work of I. Segal
in [Se] the representation theory of U (co) and other classical infinite-dimensional groups
was thoroughly investigated by Kirillov in [Ki], Stratila and Voiculescu in [S&V], Pickrell in
[Pi], Ol’shanskii in [Ol1], Gelfand and Graev in [Ge&Gr], Kac in [Ka2], to cite just a few. A
more complete list of references can be found in the comprehensive and important work of
Ol’shanskii in [O12].

In [O12] Ol'shanski generalized Howe’s theory of dual pairs to some infinite-dimensional
dual pairs of groups. Recently in [TT1] and [TT2] we investigated the generalized Casimir
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invariants of these infinite-dimensional dual pairs. In [TT3]| we gave a general reciprocity
theorem for finite-dimensional dual pairs of groups which generalized our previous results in
[KT1] and [LT1]. In this article we give a generalization of this reciprocity theorem to the case
of dual pairs where one member is infinite-dimensional and the other is finite-dimensional,
and discuss the general case where both members are infinite-dimensional. If Section 2 we
will review the reciprocity theorem given in [TT3] which serves as the necessary background
for the generalized theorem, and more importantly, discuss several interesting applications
of this theorem. Section 3 deals with our main theorem, and the paper ends with a short
conclusion in Section 4.

2 The Reciprocity Theorem for Finite-Dimensional
Pairs of Groups and Its Applications

In [TT3] our reciprocity theorem can be applied to the more general context of dual rep-
resentations but for this paper we shall restrict ourself to the case of the oscillator dual
representations and where one of the members is a compact group.

Let C™* denote the vector space of all nx k complex matrices. Let x denote the Gaussian
measure on C"** defined by

dp(Z) =7 exp [-Tx (22')] dZ,  Z € C*, (2.1)

where in Eq. (2.1) Z! denotes the adjoint of the matrix Z and dZ denotes the Lebesgue
measure on C**V . Let Fox = F (C’”‘") denote the Bargmann—-Segal-Fock space of all
holomorphic entire functions on C*** which are also square-integrable with respect to dy.
Endowed with the inner product

(flg) = | f(Z2)g(Z)du(Z); [0 € Foxr,y (2.2)

Fnxk has a Hilbert-space structure. It can be easily verified that the inner product

(f|9) =f(D)g (Z)|z=o (2.3)
where f (D) denotes the formal power series obtained by replacing Z,; by the partial deriva-
tive 3/0Z,; (1< a<n,1<j<k). Infactif (r) = (ry,..., k) is a multi-index of integers
Taj 2 01let Z) = Z[1 ... Z* and (r)! = 713!+ ! then it is easy to verify that

z(r) F) Z(r) Z("
T T = ;i T ) =00 (2.4)
()] 1)) [(r)1]2 | [(r)1]

It follows immediately from Eq. (2.4) that {Z(') / [(r)!]% }( | forms an orthonormal basis for

Faxk When (r) ranges over all multi-indices; moreover Ppxx = P (C***), the subspace of all
polynomial functions on C***, is dense in F,xx.
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Let G and G’ be two topological groups. Let Rg and Rl be continuous unitary and
completely (discretely) reducible representations of G and G’ on F,«« such that R¢ and Ry,
commute. Then we have the following definition of dual representations (for the definition
of dual representations in a more general context see [TT3]).

Definition 2.1. The representations R and Ry, are said to be dual if the G’ x G-module
Faxk 1s decomposed into a multiplicity-free orthogonal direct sum of the form

ank = ZEB I,(li)k, (2~5)
(»

where in Eq. (2.5) the label (A) characterizes both an equivalence class of an irreducible
unitary representation Ag of G and an equivalence class of an irreducible representation
o, and Ir(l):()k denotes the ())-isotypic component, i.e., the direct sum (not canonical) of
all irreducible subrepresentations of Rg (resp. R, ) that belong to the equivalence class Ag

(resp. Ag/). Moreover the G' x G-submodule I,(lf()k is irreducible for all signatures (A); i.e.,

I, 2 Vo) @ W) where V) (resp. W(¥e)) is an irreducible G-module of class (A)
(resp. G'-module of class (Ag/)).

We refer to the decomposition (2.5) as the canonical decomposition of the G’ x G-module
-7'-n><k~

In this context we have the following theorem which is a special case of Theorem 4.1 in
[TT3].

Theorem 2.2. Let G be a compact group. Let Rg and Ry be given dual representations
on Foxi. Let H be a compact subgroup of G and let Ry be the representation of H on Fp«i
obtained by restricting Rg to H. If there ezists a group H' D G' and a representation RY, on
Frxk such that Ry, is dual to Ry and Ry, s the restriction of Ry, to the subgroup G' of H'
then we have the following multiplicity-free decompositions of F,xx into isotypic components

Frxk = ZEB Ii/:()k = Z@Ifi@k (2.6)
(A) (1)

where (X) is a common irreducible signature of the pair (G',G) and (i) is a common irre-
ducible signature of the pair (H', H).

If A¢ (resp. A\g) denotes an irreducible unitary representation of class (N\) and py
(resp. py.) denotes an irreducible unitary representation of class (u) then the multiplic-
ity dim [Homy (uy : Aclu)] of the irreducible representation uy in the restriction to H of
the representation Ag is equal to the multiplicity dim [Homg (A : phy|cr)] of the irreducible
representation Ay in the restriction to G' of the representation pl..

Remarks. In many cases Hompy (p: Ag|y) and Homg (A : pfy|g) are shown to be isomor-
phic and can be explicitly constructed in terms of generalized Casimir operators as given in
[KT2] and [LT2].
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To illustrate this theorem we devote the rest of this section to some typical examples and
discuss their generalization.

Examples 2.3. 1) Consider Fj,; with k& > 2; then Fj«x is the classical Bargmann space
first considered by V. Bargmann in [Ba]. Then P; . is the algebra of all polynomial functions
in k variables (Z),...,2x) = Z. Let G = U (k) and G’ = U (1); then the complexification of
U (k) (resp. U(1)) is G¢ = GLi (C) (resp. Gz = GL; (C)). An element f of Fxi is of the
form

o0
f(Z2)= ) ¢n2” (2.7)
|(r)|=0
with (r) = (r1,...,7), |(r)] = 71 + -+ + 1, and Z( = Z1 o Zk, ) el C such that
> imi=0 1€) 2(r)! < oo, where (r)l = r!---r!. The system {Z(’)/[(r)!]f}, where (r)

ranges over all multi-indices, forms an orthonormal basis for Fixx. Rg. and Rg are defined
by

[Rac (9) £1(2) = £ (29), g€ GL(C), 2.8)
[Ro (w) £1(2) = £ (Zw), weU(k).

R, and Re, are defined by

{ [Re (61 1](2) = £((9)'2), ¢ €GLI(©), (2.9)
[Re () f1(2) = f ()" Z), ' €U).
The infinitesimal action of Rg, is given by
Ry = Zl-a—, 1€4i5k; (2.10)
0Z;
which form a basis for a Lie algebra isomorphic to gl (C).
The infinitesimal action of R’GE is given by
=~ _
L:;Z*EZ’ (2.11)

which forms a basis for a Lie algebra isomorphic to gl; (C). If p,qg € Pixx then from Eq.
(2.1) of [TT4] we have

Rec (9)p(D) Ree (97%) = [Re (97) p) (D),  9€GL:(C), ¢" = (¢7')", (2.12)
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so that if u € U (k) then

(Re (u) p| Re (u) q) = [Re (u) p) (D) (Ra (v) q) (Z) (2.13)

=p(D) Rg (u'a) g (Zu")

Z=0
= (plq),

since u'% = 1. A similar computation shows that

Ry (0)p(D) B (0)7') = [R(69))] (0),  gdeCLi(©, (214
so that if u € U (1) then

(Rg (u)p| R (v) q) = (p|g)- (2.15)

Note that all equations above from (2.12) to (2.15) remain valid if we replace C** by C***
and GL, (C) (resp. U (1)) by GL, (C) (resp. U (n)).

It follows that Rg, G = U (k) (resp. Ry, G' = U(n)) is a continuous unitary represen-
tation of G (resp. G') on Fpxk.

Let Pl(:flz denote the subspace (of F;«x) of all homogeneous polynomial functions of degree

m > 0. Then by the Borel-Weil theorem (see, e.g., [TT4]) the restriction of Rg. to ’Pl(':,l is
an irreducible subrepresentation of Rg. with highest weight (m,0,...,0) and highest weight

k
vector cZ[*, ¢ € C*. In fact, by letting the infinitesimal operators R;; act on P|., one

can easily show that Pl(f:,)c is an irreducible subrepresentation of Rg.. By “Weyl’s unitarian
trick” the restriction of this irreducible subrepresentation to G gives an irreducible unitary
representation of 7.

Let 0 # p € P{). Then (Rp (¢)p)(2) = p((¢)°2) = p(¢'2) = (¢)"p(2) for all
g € GL; (C). So the one-dimensional subspace of Fi. spanned by p is an irreducible
Ge-submodule with highest weight (m) and its restriction to G’ is an irreducible unitary
G’-submodule. In fact, Euler’s formula implies that

Lp=mp, forallpe P (2.16)
Thus the canonical decomposition of the G' x G-module Fjy is simply

Fisk =Y &P, (2.17)

m=0

Let H denote the special orthogonal subgroup SO (k). Then H¢ = SO (C). Then the
ring of all H (or Hc)-invariant polynomials in P;yx is generated by the constants and
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Po(Z) =3 1cick Z?. The ring of all H (or H¢)-invariant differential operators with constant
coefficients is generated by the constants and the Laplacian A = pg (D) = 37, ;< 0%/ 0Z?.
To find the dual representation of Ry we follow the method given in [TT3] by setting

)(+ = %p(h X = %po (D) = %A ) and E= g_l_ L. (218)

Then Xt (resp. X™) acts on Fixx as a creation (resp. annthilation) operator and E acts
on Fixx as a number operator. In fact, ifp € Pf’:,l then X*p = %pgp, Xp=3Ap, and
Ep = ((k/2) + m)p, so that X+ raises P} to P{TH) | X~ lowers PT) to ’Pf':[z) and H
multiplies (elementwise) Plxk by the number (k/2) + m. An easy computation shows that

[E,X*] =2X*, [E,X7]=-2X", [X,X']=E (2.19)

Eq. (2.19) gives a faithful representation of the Lie algebra sl, (R). Thus the dual action of
H is given by this representation. The integrated form of this Lie algebra representation
is more subtle to describe: it is the metaplectic representation of the two-sheeted covering

—_——

group SL, (R) of SL, (R) (or Sp, (R)), and this group is not a matrix group. Its concrete
description can be obtained by applying the Bargmann-Segal transform which sends the
Schrédinger representation of this group to its Fock representation Fi.x. However, for our
purpose, its infinitesimal action (2.19) together with the action of its maximal compact group
G' = U (1), which is particularly simple, will suffice. Indeed, it is easy to show that we have
the following decomposition of P{7):

Pla= 2.0 ik (2:20)
:0,...,{?11/2]
where [m/2] denotes the integral part of m/2, and H\7;>" denotes the subspace of all
(m—21)

harmonic homogeneous polynomials of degree (m — 2i), i.e., all functions p € P}, " such
that Ap = 0. For an integer 7 > 0 then it can be easily shown that the restriction R( ") of Ry
to ’Hlx x is an irreducible representation of H with signature (r,0,...,0) and highest weight

[k/2]
vector

2y +iZ0), ifk=2s
w (7) = 4 (G1 T Zen), ’ 2.21
! ( ) {(Zl +T;Zs+2)r, ifk=2s+1, 1 =x/=1. ( )

For each integer j > 0, the restriction of Ry to the subspace p%?{(’) is equivalent to R(HT)
since p) is H-invariant. Set

Il(;)k Z@ T’%’Hlxka (2.22)

then Z\7), is the (r,0,...,0)-isotypic component of R'. From (2.20) and (2.22) we see that
k

Fisk =Y OL). (2.23)

r=0
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Obviously, Ry (u) = Rg(u), u € G', leaves each one-dimensional subspace cphh, © € C,
invariant, since Ry; (u) (pjh) = ™% (pih) (alternatively, E (pih) = ((k/2) + 1 + 27) (PhR)),
for all h € H\7),. Clearly, X* (p}h) = 1pi*Vh, h € #\7),. Finally from the equation

X~ (pof) = (k+25) f+5m & f (2.24)
if f is a polynomial function of degree s, we deduce by induction on the integer j > 1 that
X~ (gh)=jk+2(r+5-1)p " h,  heH) (2.25)

For each fixed h € ’nggk let Jh denote the subspace of Iﬂ)k spanned by the set

{mh|j=0,1,2,...}.

Then it follows from the previous discussion that the subrepresentation of the Lie algebra

—_

slo (R) on Jh is irreducible, and thus the metaplectic subrepresentation of SL; (R) on Jh
is irreducible as well. As a U (1)-module Jh is reducible, and for this special case each
one-dimensional subspace cpéh, ¢ € C, is an irreducible submodule, and the lowest one is ch
which has weight 7 (or (k/2) + r) since

k
R; (u)h = u"h, uve U(1), or Eh= (5 + 7‘) X (2.26)

In general, if a holomorphic discrete series of a noncompact semisimple Lie group such as

—_—

SL; (R) considered as a K-module, where K is its maximal compact subgroup, decomposes
into a discrete sum of irreducible submodules, each one of them can be characterized by a
signature (highest weight, for example) and the one with the lowest highest weight (under
the lexicographic ordering) is unique. This lowest K -type highest weight which corresponds
to the Harish Chandra’s or Blatiner’s parameter, can be used to label the given holomorphic
discrete series. We shall call this label its signature. In our example, the holomorphic discrete

e

series Jh of SL, (R) has signature r. If dim (’r’{(r) ) = d (actually, d = ("*:‘1) —(*72%) GaLl

1Xr r—=2 1xk

is the r-isotypic component (of the metaplectic representation of SL, (R)) which contains d
1somorphic copies of signature r.

Now let us verify Theorem 2.2 for this simple example. From Eq. (2.20) we have

dim Homso(k) (T‘, 0, “ vy 0 so(k) - (M, 0, & iy 0 U(k)

(k72 K S0(%)

__{1, ifr=m-2ifori=0,...,[m/2],

_ (2.27)
0, otherwise,

and from Eq. (2.22) and Eq. (2.26) we have

1, if2j+r=m
dim [Hom m T = ’ , 2.25
[ U(1) ( U(®) - "SL,(R) U(l))] {0, otherwise, ( )
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which are obviously identical.

For arbitrary n such that n < k Eq. (2.7) remains valid with (r) = (r11,...,7n) and
Z) = Z ... Zi Eq. (2.8), (2.12), (2.13), (2.14) remain valid. Eq. (2.10) is replaced by

Ry=3 Zuse—, 1<ij<k (2.10)
a=1 ol
Eq. (2.11) is replaced by
: ]
Log = ;zm-%, 1<a,B<n (2.11)

Let B, denote the lower triangular Borel subgroup of G¢ = GL, (C), let () be an n-tuple
of integers such that A\; > Ap > --- > X, >0, let A\: B, — C* be the holomorphic character
defined on B], by

by
M) = (By)™ - ()™ if ' = belongs to Bj,.

/
bﬂﬂ

Let 'P(A)k denote the subspace of all polynomial functions on C***¥ which also satisfy the

nx
covariant condition

FUZ)Y=X)f(2), (V,Z)€ B, xC>* (2.29)

Let Ry denote the representation of G obtained by right translation on ’P,S’:()k. Then by the

Borel-Weil theorem (see, e.g., [TT4, Theorem 1.5]) R, is irreducible with highest weight (A)
and highest weight vector

efx (Z) = e (Z) A2 (Z) -~ & (2], ceC, (2.30)

where in Eq. (2.30) A; (Z) denotes the i*" principal minor of Z.

Similarly let B} denote the upper triangular Borel subgroup of G¢ = GLj (C) and let
A': Bf — C* be the holomorphic character defined on B} by

b .‘ . )
N@)=bl.bd  ifb= byn belongs to BE.

A bik
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Let Pﬁil denote the subspace of all polynomial functions on C*** which also satisfy the

covariant condition
f(Zb)=X(b) f(2), (b, Z) = B x C**¥. (2.31)

Let R, denote the representation of G’ on ’an . defined by

Ry () 1(2) = (9)'2), g €@ (2.32)

Then R), is irreducible with highest weight (A’) and with the same highest weight vector
given by Eq. (2.30). By Weyl’s unitarian trick the restriction of Ry (resp. R),) to G = U (k)
(resp. G’ = U (n)) remains irreducible with the same signature.

Let Z») denote the G x G¢ (or G' x G -cyclic module in F, « generated by the highest
nxk Cc C

vector fy given by Eq. (2.29); then by Theorem 3, p. 150, of [Ze], I(xk is irreducible with
highest weight (', A). For the sake of simplicity we say that the G¢ x Ge-module YA oy has

signature (A). To prove that I(Xk ~ ’P(Xk ®'Pm<k we define a map ®: P(xk ®'P(xk =¥ Ifl):(k
as follows:

Let f'® f € PX) &@PY) . Then f' and f can be represented in the following form:

f'=2 dRy(g) v F=D_ciRalg;) (2.33)

i€l jel
where in Eq. (2.33) ¢j,¢; € C, g; € G, g; € G¢, and I' and I are two finite index sets. Set
(I) (f’ ® f) = Zie]’,JeI C‘lC]T (gv g]) f,\i Where [T (gza g]) f)\] ( ) f ((g:) Zg]) Slnce

Rl’\f f Z C R’ ' g gl
el
and
9)f =Y _ciRi(99;) fr
JjeI

it follows that

Ry (&) @R () (f ®@NI= > cie;T(9'9h99;) fi

1€l,jeT
=T(q,9)®(f'®f)

for all ¢' € G, and g € G¢. This means that @ is an intertwining operator and by Schur’s
lemma @ is either 0 or an isomorphism. Since

Q(fr®fa)=1fa
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it follows that ® is an isomorphism. Since P,k is dense in F,xx Theorem 3 (p. 150) of

[Ze] (see also [KT1]) implies that we have the Hilbert sum Foxx = > @ I,(l':()k for the pair
(U(n), U (k)). ()

Now suppose k > 2n and set H = SO (k), Hc = SO (C). Let J,«x denote the ring of all
H (or Hc)-invariant polynomials in P, xx. Then J,« is generated by the constants and the
n (n + 1) /2 algebraically independent polynomials

k
Pap(Z) =Y ZaiZp, 1<a<f<n (2.34)
1=1

It follows that the ring of all H (or Hc)-invariant differential operators with constant coef-
ficients is generated by the constants and the Laplacians

k

0? -

Dap = Pap (D) = E 32,075 l1<a<p<n (2.35)
i=1 at 1

The infinitesimal action of R is generated by

k
0
chﬁ = ZZCH'E, 1 S a, /6 S n. (236)
1=1 *

Set Pag = —Papy Eap = Lag + 3kbag, and Dog = Agp; then it follows from [KLT] (see
Eq. (3.3)) that {E,p, Pag, Dag} defines a faithful representation of sp,, (R) on F,xx. By
construction this representation is dual to the infinitesimal action of Rgy. The global action

Ry is a unitary metaplectic representation of Sp,,, (R), the two-sheeted covering of Sp,,, (R)
(see |KLT] for details). As in the case of the pair (U (n), U (k)) the common highest weight
vector (for R, the lowest K'-type highest weight vector) of signature (1) = (..., iy,)

with g, > --->p, >0 and p, € Ny 1 <7 < n, of the pair (szn (R) ,SO (k)) is

fulZ) = A7 (Z29) A7 (Zg) -~ A (Z4), (2.37)

where the k x k matrix ¢ is given by

1 1, | 1, ha
E[’&ﬂu —iﬂy ] lfk—QI/,
and
1 1, O 1,
— |0 v2 0 if k =2v+1,

V2 1, 0 -1,

and where 1, is the unit matrix of order v.
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An element p of P,k is called H-harmonic if Aqapp = 0 for all o, 8 = 1,...,n. Let
Hnaxk denote the subspace of all H-harmonic polynomial functions of Ppxx and let H,«x (1)
denote the subspace of all elements h of H, . which also satisfy the covariant condition

h(HZ) = (B)" - ()" h(Z), VU € B, (2.38)

Then according to Theorem 3.1 of [TT4], the representation Ry of H which is obtained by
right translations on H,xx (1) is irreducible with signature (u).

The infinitesimal action of Ry is given by

s, 0
RH — 7 7 ; ]
i = E ( aigT 7o T Lajuo Zm) ) 1<i<j<k (2.39)

a=l,...,n

From [KLT] the dual infinitesimal action of Ry is given by the system { Eg, Pag, Dag} which
satisfies the commutation relations

] [Eaﬁ’ E.uv] = 5ﬁuEav - 60vEuﬁ
[Eaﬁa P;u/] = 0guPov + dpu Pay
[Eaﬁr Dw] = —bauDpv — davDpy
[Pegs Dy = bapBug + 0avEyg + 6puBya + 05, Eyn
[PaﬁmP.uu] = [Daﬁs D.uu] =0
Pop, Ppay Dag = Dga
Plo=y By=F, BE,=E,

a «,

N

(2.40)

\ forall o, B, u,v=1,...,n.

By Corollary 3.11 of [TT4] the p-isotypic component in Hnxx consists of d,, copies isomorphic
to Hnxk (1), where d,, is the degree of an irreducible representation of G’ = U (n) of signature
(i, ..., py,). Since from Eq. (2.40) and the fact that f, is H-harmonic

Dquaﬂfu = [Duw Eaﬁ] f.u + Eaﬁthf.u
= ‘SouDﬁuf,u + 5auD6.uf#
=0,

it follows that E,sf, is H-harmonic for every a, = 1,...,n. Since [E,;, R] = 0 for all
a,f=1,...,nand ¢,5 = 1,...,k it follows that E,p5: Hpxk () = Hnxk are intertwining
operators, and thus are either 0 or isomorphisms. It follows that the g’-module generated
by the cyclic vector f, is irreducible with signature (p,,...,u,). In fact, from Eq. (3.14)
of [TT4] this space is a G'-module. Let G'f, denote this G’-module; then by construction
G’f,u - ank-
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If h € G'f, then from Eq. (2.40) we have
Dw,PQgh [D,w, P 5] h+ PaﬁDuyh

- (‘SanEuﬁ 4 6avEuﬁ T 6ﬂuEva *+ ‘5ﬂvE.uU) h,

and therefore D, P,sh belongs to G'f,. It follows that J,xxG'f, is an irreducible sp,, (R)-

module with signature (u). Let X, (1) denote this module and let YA i be the H' x H-cyclic
module generated by fu; then a proof similar to the case I( )k shows that H' ., (1) ® H,.»\ (1)
is isomorphic to Z e k By the “separation of variables theorem” 2.5 of [TT4| and from the
fact that ank 1s dense in F,xi it follows that the orthogonal direct sum decomposition

Faxk = ZGB nxk holds. Therefore the reciprocity theorem 2.2 holds for these pairs (G, G)
(r)
and (H', H) as well.

2) Let k = 2! and consider again the dual pair (G’ = U (n),G = U (k)). Let H =Sp(k); then
He =Spi (C). If | > n > 2 then the theory of symplectic harmonic polynomials in [TT5]
implies that the dual representation to the representation Ry on F, 4 is a representation
of the group SO* (2n) = H' whose infinitesimal action is given by Eq. (4.2) of [KLT]. Using
Theorem 2.1 of [TT5] and the “separation of variables theorem” for this case we can show
similarly that Fnyxx = S @ for this dual pair (SO* (2n),Sp (k)). Thus the reciprocity

nxk
(1)

theorem 2.2 holds again for these pairs (G',G) and (H', H).

3) The case of the dual pairs

(G'=U(p) xU(g),G =U(k) x U(k))

and

(H' =Ul(p,q),H = U(k))

can be treated in a similar fashion using the results of [TT6| and the infinitesimal action of
H' on F,x is given by Eq. (6.4) of [TT3]. However, its generalization to the case H = U (00)
in Section 3 is quite delicate and requires a quite different embedding that we shall describe
in detail below.

Let p and g be positive integers such that p + ¢ = n. Let k£ be an integer such that
k > 2max(p,q). Let (A) be a g-tuple of integers such that A, > Az 2 -2 X > 0. Let
R, denote the representation of GLy (C) (or U (k)) defined on P k given by Eq. (2.29) and

(2.30) with n replaced by g. We define the contragredient (or dual) representation of Ry as
follows.
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Let s, denote the 7 x r matrix with ones along the reverse diagonal and zero elsewhere:

(19.61) |

If W e Ck let W = sqWsk. Thus W is of the form

Wor -+ Wy

W = (2.41,

Wik - Wiy

¥

A : o i : :
Let Pq(xk) denote the subspace of all polynomial functions in W which also satisfy the
covariant condition

f (B'W) =) f (W) (2.42)
for all b' € By, where B, is the lower triangular Borel subgroup of GL, (C), and b = s,b's,.

Define the representation Ry of GL, (C) (or U (k)) on ’P(:k) by

q

[Ry (9) f] (W) =J (Wskg-‘}k) , g€ GL(C). (2.43)
Then R, is irreducible with signature (9,...,0,—Aq,—Aq_1,...,—/\11) and lowest weigh:
vector v
efs (W) = ANR (P AR N (). AN (@), ce (2.44)
of weight (—A;, =Ag,...,=24,0,...,0).

a Y L : .
Let ’Pq(x k) denote the subspace of all polynomial functions in W which also satisty the
covariant condition

f (VI/B) — () f (W) , (2.45
where b = sgbsi, b € B (it follows that b is a lower triangular matrix of the form b =

b 1
( k;' : O )). Let R’(,\ y denote the representation of GL, (C) (or of G’ = U (¢)) on Pq(:k)
by

defined by
[RE,\ v (9) f] (W) = f (sq (g"" qu) , g € GL, (C). (2.46

Then R|, , is irreducible with highest weight (\*)" and with lowest weight vector given by
cfy ;€ €, of weight (—Ay, =X, .., —Ay).
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As in the case (A') ® (A) it can be shown that P(S:k) ® ’Pq(:k) is isomorphic to Iq(:k) and
we have the Hilbert sum decomposition Fyyx = > @Iq(:k) for the pair (U (¢q), U (k)).
(A)

Now let G = U (k) x U (k) act on F,«x via the outer tensor product

[RU(’C)®RU(}:) ] (91,92) f ([éD =1 ([WiZ;SkD ) (2.47)

where Z € €%k W € C™* p+q=mn, g1,9. € U (k). Then G' = U (p) x U (q) acts on Fnxk
via the outer tensor product
) ; (2.48)

- - Z (¢ Z
R ®R 5 ([..__..:l) = .....-..1......-._:.
[ U(p) U(q) ] (gl g2)f W f Sq (gé)_l SqW
It follows that we have the isotypic decomposition for the dual pairs (G', G)

where (g}, g4) € U (p) x U ().

v A
Foxk = Z @I,ix)f( ), (2.49)
(&K )

)

. _ ¥ A
is isomorphic to I;(Jx)k ® Iq(xk .

where I:;)f()‘ )

Let H = {(g,9) : g € U(k)}; then H is isomorphic to U (k) and H acts on F, 4, via the
inner (or Kronecker) tensor product Ry = Ry ® RU(k) . Let J,xx denote the ring of all
H (or H¢ =~ GLj (C))-invariant polynomials in P,xx. Then from [TT6] and [TT3| Jyx is
generated by the constants and the p x ¢ algebraically independent polynomials

k
Z it
s = = : : < < < < q. i
Pag ([W]) (ZS;JV )aﬁ ; ZaiWpi, 1<a<p 1<f3<q (2.50)

It follows that the ring of all H or (Hc¢)-invariant differential operators with constant coef-
ficients is generated by the constants and the Laplacians

k

52

/—\aﬁ=Paa(D)=Zm, l1<a<p 1<B<q. (2.51)
1=1 az !

Together with the infinitesimal action of GL, (C) on Fpxk the pag’s and A,p's generate a
Lie algebra isomorphic to su(p, ¢) with commutation relations given by Eq. (6.4) in [TT3].
The global action of this infinitesimal action defines a representation RYy, of H' = SU (p, q)
on F,xx which is dual to the representation Ry;.

An element p of P,xi is called H-harmonic if A.pp = 0 for all @ = 1,...,p, and
B=1,...,q. Let H,xx denote the subspace of all H-harmonic polynomial functions of P, xx

and let H,xx (1) denote the subspace of H,«x generated by the elements f € P;(,';)k ® 'Pq(:k)
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a<p 1<f<q Lt R% pn=()® (]
efined by

w0 ([#]) -7 (b)) 5

for all g € H. Then Theorem 5.2 of [TT3] implies that:

which also satisfy the condition A,z = 0

, 1<
denote the representation of H on H,xx (1) d

The representation Rg’,‘) of H=U(k) on Huxk (i) is an irreducible unitary representa-
tion of class (u) which has signature

(1) = (11, 1,0, 0, =4y, ..., = A1), (2.53)

-

k

where in Eq. (2.53) v, 1 £ @ < p,and Ag, 1 < 3 < g, are integers such that v, > .-+ > v
and Ay > -+ > A, > 0. Let f, (lvﬂ) = 1,(2) (W) where f, is given by Eq. (2.30)
with v replacing A and f, is given by Eq. (2.44). Let IT(I’Q,C be the H' x H-cyclic module
generated by f,; then a proof similar to the previous cases shows that H/, (1) @ H, .k (1)

nxk

1s isomorphic to Ir(:;)k- By the “separation of variables theorem” 1.5 of [TT6] and Theorem

5.1 of [TT3| it follows that the orthogonal direct sum decomposition F,xx = Y & I,(l’;)k holds.
(1)
Therefore the reciprocity theorem 2.2 also holds for these pairs (G',G) and (H', H).

4) This example is a generalization of the previous example. Consider r copies of one of
the following groups: U (k), SO (k), or Sp(k), with k even for the last, and let each of
them act on a Bargmann-Segal-Fock space Fp, xx, 1 < ¢ < 7, by right translations. Let
p1+p2+:--+p, =n, and let G denote the direct product of r copies of each type of group.
In the case of U (k) we allow the r*" copy to act on Fooxk €ither directly or contragrediently;
for the other cases it is not necessary to consider the contragredient representations since
they are identical to the direct representations.

On each F,, «x for the U (k) action we have the dual action of U (p;) by left translations,
and with possibly the dual (left) contragredient representation in the case i = r. For SO (k)
we have the metaplectic representation of S/I;Q—; (R), and for Sp(k) we have the corresponding
representation of SO* (2p;). Let G' denote the dual group of G thus obtained. Let H denote
the diagonal subgroup of G; then in the case of U (k) an element of H is of the form
(u,u,...,u) or (u,...,lu,u), u € U (k), and in other cases an element of H is of the form
(w,u,...,u), u € SO (k) or u €Sp(k). Let H' denote the dual group of H thus obtained.

T —
Then H' is isomorphic in each case to U (n), Sp,, (R), or SO* (2n). As in previous examples
it is straightforward to verify that the reciprocity theorem 2.2 holds for these pairs (G', G)
and (H', H).
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3 Reciprocity Theorems for Finite-Infinite Dimensional
Dual Pairs of Groups

Let H be an infinite-dimensional separable complex Hilbert space with a fixed basis

{61,62,...,6k,...}.

Let GL (C) denote the group of all invertible bounded linear operators on H which leave
the vectors e,, n > k, fixed. We define GL (C) as the inductive limit of the ascending
chain of subgroups

GL,(C)c---CcGL(C) C---.

Thus

GLx (C) = {A = (a;5), ¢,j € N| A is invertible
and all but a finite number of a;; — d;; are 0}.

If for each k& we have a Lie subgroup Gy of GL; (C) such that Gy is naturally embedded in
Gr+1,k=1,...,n,..., then we can define the inductive limit Go = lim Gy = Ure; Gk For
example, U (00) = {u € GLy (C) : u* = u™'}, and thus U (oo) is the inductive limit of the
groups Uy of all unitary operators of # which leave the vectors e,, n > k, fixed.

Following Ol’shanskii we call a unitary representation of G, tame if it is continuous in
the group topology in which the ascending chain of subgroups of type {(101‘ S) } y & =
1,2,3,..., constitutes a fundamental system of neighborhoods of the identity 1,,. Assume
that for each k& a continuous unitary representation (Rj,Hj) is given and an isomorphic

embedding #§ ., : Hx — Hes1 commuting with the action of G (i.e., i, ,0 R (g) = Ry41(g)o0

if.,) is given. For j < k define the connecting map @;x: G; x H; — Gi x Hy by

wik (95, ;) = (9, Zk) » (95, ;) € Gj x Hj, (3.1)

where in Eq. (3.1) gx (resp. zx) denotes the natural embedding of g; (resp. x;) in G (resp.
‘Hy). Then obviously the diagram

R;
GyxHy — Hy
9’jkl lii:i,’:"on.oijfiéoijfﬂ (&:2)
Ry
G % Hir — Hi

is commutative. Let H, denote the Hilbert-space completion of |-, Hi and define a
representation R, of G, on H; by

R () = H (g) = if g € Gy and z € H;. (3.3)
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Then obviously R, is a unique continuous unitary representation of G on |J;~, Hx which
can be extended to a unique continuous unitary representation of G, on H. Let ¢, denote
the canonical map of (G, Hi) into (G, Heo) and 2, denote the canonical map of Hy into
Hoo; then obviously the diagram

R,

Gk X ?{k — Hk
ol i (3.4)

1s commutative.

The following theorem, which is well-known when ¢, is an isometric embedding (see,
e.g., [012]), is crucial for what follows.

Theorem 3.1. If the representations (Ri, Hi) are all irreducible then the inductive limit
representation (R, Hoo) S also irreducible.

Proof. Let A be a bounded operator on ‘H,, which belongs to the commutant of the algebra
of operators generated by the set {Ru (9),9 € G} Since Jpo, Hi is dense in Ho and
all the linear operators involved are continuous we can without loss of generality consider
them as operating on |Jgo, H« and satisfying 4 (if (z)) = Az for k < ! and for all z € H,.
Let P; denote the projection of |J;—, Hx onto Hi. Let Ag denote the restriction of A to
Hy; then Ay is a bounded linear operator of Hy into (oo, Hn. It follows immediately that
P Ar: Hy — Hy is a bounded linear operator on Hi. Let x € H, and suppose Ayz = Ax
belongs to H,. If | < k we may use the isomorphic embedding i = if ™' o---0dl ,: H; = Hy
to identify Az with an element of H; so that P, Ayz = Ayxz = Az, and thus

Rk (gk) PkAk.’IT = Roo (gk) 413 = AROO (gk) r = PkRk (gk) z, ng € Gk.

If | > k then use i} to identify H, with a subspace of H,. Write Az = y + z where y belongs
to the identified subspace of Hy and z belongs to its orthogonal complement in H;. Since all
representations are unitary and for gx € Gy we have if o Ry (gx) = Ry (gx) o %f it follows that

PiR (9x) Axz = PeRy (9x) y = Roo (9) PeAx.

By assumption Ry (gx) Az = AR (gx) z, therefore

Ry (9x) P Arz = Reo (gk) PrAz
= PrReo (9k) Ak = PrArRoo (gk) T = PrAkRy (i) 2.

Since this relation holds for all z € Hy; and gr € Gy it follows that P,Ax belongs to the
commutant of the algebra of operators on H; generated by the set {Ry (gx),9x € Gk}
Schur’s lemma for operator algebras (see, e.g., [Di, Proposition 2.3.1, p. 39]) implies that
PrAr = AIy, where )\ is a scalar depending on k and I is the identity operator on H;.
Now A is a map of inductive limit sets such that P, Ax: Hy — Hi, and it follows from the
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definition of an inductive limit map that A, = A, for sufficiently large k, { with k < /. Indeed,
if z € Hy and Arx = Az € H; with j < k then P Ayr = i} (Az) = Agx. For [ > k we then
have

it (z) = PA(if (2)) = RA (if (z)) = PA |
=] (Az) = 1 (4 (Az)) = (Peds (2)) = Ny (2).

On the other hand, if Az € H; with j > & then for all [ > j we have

P (1 () = RA G () = PiAz = Pid, (5 ()
= PPjA; (z;‘ (z)) = A ()\]—z'f (g)) = i (Ajzf (z)) = /\ji{ (% (2)) = Asif ().

Since P A; (if (z)) = Aif (z), we must have A; = A, for all { > j. This implies that A = M
where A € C is a constant and I, is the identity on Ho,. By the same Schur’s lemma quoted
above the representation R, on H. must be irreducible. O

Now fix n and consider the chain of Hilbert spaces F,xx from Section 2 with £ > 2n.
Let (G, G,.) denote a dual pair of groups with dual representations (R;, R,) acting on F,xx
as in Theorem 2.2. Then we have the chain of embedded subgroups Gy C Gg4+1 C ---; for
example, U (k) is naturally embedded in U (k + 1) via the embedding u — (49), v € U (k).
Therefore we can define the inductive limit G, = li_n;Gk = Uz‘;Zn Gr. We also have an
isometric embedding if_,: Faxk — Fnx(k+1) such that

i§+1 o Ry (9) = Ri41 (9) e z-£+1-

To see this we take the case n = 1: then an element f of F,  is a function of Z = (2, ..., Zk)
of the form given by Eq. (2.7), and the verification of the equation above is straightforward.
Let F,xoo denote the Hilbert-space completion on U;‘;zn Fnxk- Then it is clear that the

inductive limit representation R., of G, on F,xe 1 tame and satisfies the relations (3.2),
(3.3), and (3.4).

If G is a compact group then every irreducible unitary representation of G is of the form
(Pre»> Va,) with highest weight (Ax) = (my,ms,...,m;,...), where m;, m,,... are nonnega-
tive integers satisfying m; > my > --- and the numbers m; are equal to 0 for sufficiently
large 1. Consider the decomposition (2.5) of Definition 2.1 of the dual module F, . into
1sotypic components

Fxr =) OIL4

(Ak)

where the signatures (\;) actually depend essentially on n, but since n is fixed, to alleviate
the notation we just tacitly assume this dependence. Also for k sufficiently large if (\y) =
(my,...,my,...) then (Aky1) = (mq,...,m,...,...) and we write succinctly (Ax) C (Ags1)-

For sufficiently large k we can exhibit an isomorphic embedding if, ;: IT(I’:(",E — Ifl);"(‘;:zl).

If Hy is a subgroup of Gy such that H), contains G|, and (H,, H,) forms a dual pair then the
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same process can be repeated for the chain (H), H,) C (Hp, Hyyy) C ---. If Gi (or Hy) is
of the type U (k) x - -+ x U (k) then each ¢, is an isometric embedding; for other types of

-

T
G (or Hy) the definition of if, is more subtle. This can be examined case by case although
the process is very tedious. To illustrate this we consider the case Fixx with Hy = SO (k)

—_—

and G; = Sp, (R) = SL, (R). Then Eq. (2.22) and Eq. (2.23) imply that

[o 0]
Fiak= Y ®L0%  with ll’zﬂzeapsmm

r=0
where poy (Z) = Z2+---+2Z2, (1), = (r,0,...,0), and H\), are the subspace of all harmonic

k
homogeneous polynomials of degree r. Obviously a harmonic homogeneous polynomial . of

degree 7 in k variables can be considered as a harmonic homogeneous polynomial of r in
k +1 variables. So we can define an isomorphic embedding if ;- Ii;); =¥ Il(:()(":;]) by sending

p'é,kh into pf;,(k“)h, and clearly

Ry (u) (Pé,(kﬂ)h) = pé,(k+1)RH (uk) h = i’é+1pé,kRH (uk) b
= ii1 (Rur (we) 0hx) (R (w) B) = iy (Rar (wi) (ph.ih))

for all uy € Hy. Thus, Ry (ux) o z’tﬂ = z"gH o Ry (uy) for all u, € Hy. It follows that
ix,, can be extended to the whole space F\xx and that if ; (Fixk) = ZEB iy i (Il(;),t) is an

isomorphic embedding of F;«j into Fixk+1). Also note in this very spec1al case (1), C (7)1
for all £ > 2 and that no other signatures (r),_, occur in Fiyk+1) without (r), occurring in
T1xk; this fact is an exception and almost never happens in the general case (c.g., n > 2).
By Theorem 3.1 the tensor product representations RE;’\,;) ®Rg‘i and R%‘) ®R(}‘;3° of G}, x G,

and H, x H_ on I,(,);oo and I,(l‘,‘()oo, respectively, are irreducible with signature (\)_ and (u),
respectively, where if (A\¢) = (mq,ma,...,my,...) then (A) , = (my,mg,...,my,...,0,...,0)

"
o o]

and similarly for (). Note that as n is fixed, the group G}, remains fixed; however, its

representation R'G:1 on F,yx does depend on k, and should be written as ( ’G;‘)k, and as
k — oo, ( G )oo has to be considered as an inductive limit of representations, although for
k sufficiently large all the representations (Rgn)) are equivalent. The same observations
apply to ( ’H;)k and (R%‘;))k. To illustrate this let us consider again the case U (1) x U (k)
and Sm) x SO (k) acting on Fixk. Indeed, the infinitesimal action of R’G, is given by Eq.

(211) as Ly = Y5, Z:0/0Z; and Lyyy = Y54 2:8/82;, and for p € P{7) C Py, ) Eq.
(2.16) implies that

Lip = Liy1p = mp.
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By Eq. (2.18) the infinitesimal actions of R’H,1 on Fixr and Fix(k+1) are given, respectively,
by

k
k . 1 2
Ek=§+Lka A::izzl, Zazzy an
< k+1 | & 11 52 -
Eyy1 = T9 + Lit1, X’j‘“ - Z Xep1 = Z VA
L 1

If hy € 'ngk then Eqs. (2.24), (2.25) applied to {Ek,X:,X’} show that Jphi is an ir-
reducible representation of sl (R) with signature (r). Similarly if hxyy € Hlx(k+] then
Ji+1he+1 1s also an irreducible representation of sl, (R) with signature (r).

Let Fprxoo denote the Hilbert-space completion of | J, Frxk; then Fpxoo = lim Fxk is the
inductive limit of the chain {F,x}.

After this necessary preparatory work we can now state and prove the main theorem of
this paper.

Theorem 3.2. Let G, denote the inductive limit of a chain G, C Gy C -+ of compact
groups. Let Rg_ and R(G, be given dual representations on fnxw. Let Hy, denote the
inductive limit of a chain ofocompact subgroups Hy C Hyyq C --- such that Hy C Gy for
all k. Let Ry, be the representation of Hy on Fpxeo obtained by restricting R, to He.
If there exists a group H, D G| and a representation R(H,) on Fnxoo Such that R’H, 18
dual to Ry and R; (Gh)os 18 the restriction of R(H, to the subgroup G!. of H] then we have
the following multzplzczty -free decompositions of J-"nxoo into isotypic components:

Fusen =) BT =3 Tt (3.6)
(k)

where (X\) is a common irreducible signature of the pair (G,G
irreducible signature of the pair (H,, H_).

) and (u) is a common

If gy, (resp. N ) denotes an irreducible unitary representation of class (A) and py,,
(resp. H) ) denotes an irreducible unitary representation of class (u) then the multiplicity
dim [Homp,, (uy_ : Ao |t )] of the irreducible representation py_ in the restriction to Heo

of the representation Ag,, is equal to the multiplicity dim | Homg: (A’(G;)m - “EHA),,O )] of

the irreducible representation A(G,")m in the restriction to G), of the representation ,u,’(H“m

Proof. As remarked above, the dual (G, G, )-module If;’yw is irreducible (by Theorem 3.1)
with signature (A), and isotypic components of different signatures are mutually orthogonal

since their projections I( ¢ are mutually orthogonal. Finally if a vector in F; xo, which we
may assume to belong to fnx x for some £, is orthogonal to I,ﬁ,)oo for all ()), it must therefore
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be orthogonal to Inx),’; for all (A),, and hence must be the zero vector in F,, and thus zero

in Fpxoo- A similar argument applies to the isotypic components I,(f;)oe, and thus Eq. (3.6)
holds.

Now fix (A\) and (u). Then the restriction of Rg_ to I,(.‘);)OO decomposes into a (non-
canonical) orthogonal direct sum of equivalent irreducible unitary representations of signa-
ture (A)_. A representative of this representation may be obtained by applying Theorem 3.1
to get the inductive limit (Gm, R(,\)m) of the chain (G, Ry, ); for example, when G = U (k),
the representation R), is given by Eq. (2.29) on 'P( ) Considered as a Gl -module I,(fx)m
decomposes into a (non-canonical) orthogonal dxrect sum of equivalent irreducible unitary
representations of signature ('), . A representative of this representation may be obtained

by applying Theorem 3.1 to get the inductive limit (G’ ) ) (note that although G, is a

stationary chain at n, the representations Rz X depend on k even though they are all equiv-
alent and belong to the class ()'),); for example, when G, = U (n) the representation R),

is given by Eq. (2.32) on P(xk“ which is defined by Eq. (2.31). By an analogous argument
we infer that the same conclusions hold for (u), I,(f,‘(oo, (Hoos R(u)m)’ (H,’l, Riu;) )

Now consider the decomposition of the restriction to Hy of the representation R, of
Gk. The multiplicity of (i), in (), |#, is the dimension of Hompg, (R, : Ra,|n,), where
Homyg, (Rﬂk : Ry, | Hk) is the vector space of linear homomorphisms intertwining R, and
R, |n,. Since Gy and Hy are, by assumption, compact, this dimension is finite. If T}: Hy, —
H, 1s an element of Hompg, (R#k Ry lm.), w here H,, (resp. H,,) denotes the representation

space of R, (resp. R,,), then since H, C g xk ¢ and Hak C I();(); it follows that we have an
inductive chain of homomorphisms {T,.c H,, — Ha,}. Let M, (resp. H,,,) denote the in-
ductive limit of H,, (resp. H,,); then there exists a unique homomorphism Too: H, . — Ha,
(see, for example, [Du, Theorem 2.5, p. 430, or [Ro, p. 44]). Again by Theorem 3.1,
Ry, = lim Ry, (resp. R, = lim R, ) is irreducible with signature (\),, (resp. (1)), and
it is easy to show that T, is an intertwining homomorphism. Conversely, all homomor-
phisms of inductive limits arise that way. Consequently, the chain Homg, (R,,k : Ry, |m,)
induces the inductive limit Hompg_ (an : Ry | Hoo)' Obviously for sufficiently large k,
dim [Homp, (R, : Ry lr,)] = dim [Hompy, (R,_ : Ra.ln.)]. By duality, we obtain in

the same way the inductive limit | Homg, R’( ) : B,

(u! ; actually this chain stabi-

n

lizes for k sufficiently large. It follows from Theorem 2.2 (see also the proof of Theorem 4.1

Homg, (AEG;)OO )., G,)

As an example we again consider the case Fjxo With Goo = U (o0), G] = U (1), Hx =
SO (o0), and H] = SL;(R). Then from Eq. (2.17), (1), = (m,0,...,0), A} = (m), and

in [TT3]) that dim [Homp,_ (g : A¢wl#..)] = dim O

k
I&)ﬁ = ’Plxk It follows that (\) = (m, 0,0,6) and I{A)” = P the vector space

xXo0 1xo0
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of all homogeneous polynomials of degree m in infinitely many variables Z,, Z,, etc. The
infinitesimal action of Riy,), is given by Eq. (2.10); Ly = Zle Z;0/8Z;, so the infinitesimal

action Lpy)_ is given the formal series 2, Z;0/8Z;. For Hy, = SO (00) and Hj = SL; (R)
the actions are more delicate to describe. From Eq. (2.22), (i), = (r,0,...,0), where 7

[k/2]
is an integer > 0, and therefore (u),, = (r, 0,0,5). Let ?{lxk denote the space of all
harmonic homogeneous polynomials of degree r in k variables Zi,...,Z; then from Eq.

(222} Z lxk Z@p{}k?{m, where pox (Z) = SO, Z?. We define the actions Rso(oo) and

R’(Sm)) as follows
2

Consider the algebras (s, (R)), with the bases {Ek,X:,Xk‘} given by Eq. (3.5); define
the projective or inverse limit of the family {(Slz (R))« ,I&),‘;} as follows: For each pair of

indices I,k with | < k a continuous homomorphism ¢f: (slz (R)), — (sl (R)), by sending
Ei to By, X;F to X[F, X7 to X~! and extends by linearity to (sl; (R)), — (sl» (R)),. Clearly
¢F satisfies fhe following:

a) ¢ is the identity map for all k,

b) if i <1<k then ¢F = ¢! o gF.

The inverse limit of the system {sl; (R),} is denoted by

sly (R) o, = limsly (R), = (B, X5, X3) ,

) i i N s . 1= 0
Whel‘eEoo:’z'Ioo'Jf'LOO’ Xoo_EZZi’szigaZ?'

1=1

Then {E_, X5, X2} acts on Fixe as follows: If f € Fiyo then we may assume that
f € Fixk for some k and

Eof=Ecf, Xef=X{f and X f=X.f. (3.8)

If ’Hlxoo denotes the subspace (of Plxm) of all harmonic homogeneous polynomxals of in-

finitely many variables Z;, Z,, etc. (i.e., h € Hixeo if and only if h € Plxw and X_h = 0)
then

)= = Z@ (XY =, (3.9)

where in Eq. (3.9) 2XZ = (o), = Y io; Z7. Note that ’Hlxoo corresponds to the inductive
limit of the chain {H&Q’,‘c} Let R(Sé(oo) denote the inductive limit representation of the



244 Ton-That

chain Rg(%’kﬁ then R(S’g‘” together with Eq. (3.8) describes completely the action of the
dual pair (SLZ (R),SO (o0 )) on the isotypic component If x)oo and thus we have the isotypic

decompositions for the dual pairs (U (1), U (c0)) and (SLQ( R), SO (oo ))

oC
Fixo =9 OILms = Zes £z,

and thus Theorem 3.2 is verified for this example.

Since the next two examples are very important by their applications to Physics we shall
state them as corollaries to Theorem 3.2.

Corollary 3.3. Let G, denote the direct product of r copies of Hy where Hy, (oo),
SO (00), or Sp(c0). If Goo acts as the exterior temnsor product representation V o ®
@ Ve where each V*ie, 1 < i < r, is an irreducible unitary Hy-module, then Hs

acts as the inner (or Kronecke'r) tensor product representation on Ve @@ V)

If Ac,, denotes an irreducible unitary representation of class (M)g ® -+ ® (/\,)Goo and
lp, denotes an irreducible unitary representation of class (u)y  then the multiplicity
dim [Hom (“Hoo : )\Gm|gm)} of the representation (u)y_ in the inner tensor product
(A1) oo @ ®( r)eo @5 equal to the multiplicity of (u)Hk in the inner tensor product

(M) ® - ® (A,), for sufficiently large k.

Proof. If (\;),, = (AL,A%,...,X,...) where X are integers such that A} > A? > --. and
)\f = 0 for all but a finite number of j, let n denote the total number of all nonzero entries
M, 1<i<r; then VMo @ ... ® V)= can be realized as a subspace of the Bargmann—
Segal-Fock space Fpxoo- From Theorem 3.2 it follows that V*e @ - .. ® V{*)s belongs to
the isotypic component Zur®® of Fryeo, thus Ve @ - ® Ve is the inductive limit
of the chain {V(’\l)* Q@ -® V()")k}. If py is an irreducible unitary representation of class
(#4) g, then by Theorem 3.2

dim [Homp,, (g, : Acwlt.)] = dim [Homc'n (/\EG;)N K ), o )} ’

where /\(G, (resp. ,u(H,) ) is the representation of G, (resp. H, ) dual to Ag,, (resp. uy_).
For suﬁic:lently large k every py  is the inductive limit of a chain uy, and for such a k
Theorem 2.2 implies that

GL)]

)

and this achieves the proof of Corollary 3.3. O

dim [HOIIIH’€ (,LLHk i ’\Gk|Hk)] = dim HOIHG;' (/\(G’ iy H')k

oo
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Remark. The reason that this corollary only holds for sufficiently large k& can be seen in the
following example. Let Gy = U (k) x --- x U (k) and H, = U (k) and consider the tensor

-

—

4 times
product (},O,...,(D®(2,0,...,@8)(\,0,...,@@(&’»,0,...,@; then for £ = 2 we have the

koo k k k
spectral decomposition

(1,0)® (2,0) ® (2,0) ® (3,0) = (8,0) +3(7,1) +5(6,2) + 5(5,3) + 2 (4,4),

for £k = 3 we have

(1,0,0) ® (2,0,0)®(2,0,0) ® (3,0,0)
= (8,0,0) +3(7,1,0) + 5(6,2,0) + 5 (5,3,0) + 2 (4,4,0)
+3(6,1,1) +6(52,1)+5(4,3,1) +3(4,2,2) +2(3,3,2),

for £k > 4 we have

(Ls o502 0) B IZ 0, 26440 ®(g,0,%.,@®(§,0,;‘,@

k k k
= (8,0,...,0)+3(7,1,0,...,0) + 5(6,2,0,...,0) +5(5,3,0,...,0)
+2(4,4,0,...,0)+3(6,1,1,0,...,0) +6(5,2,1,0,...,0) +5(4,3,1,0,...,0)
+3(4,2,2,0,...,0)+2(3,3,2,0,...,0) + (5,1,1,1,0,...,0)
+2(4,2,1,1,0,...,0) +(3,3,1,1,0,...,0) + (3,2,2,1,0,...,0).

Thus we can see that the spectral decomposition of (1, 6) ® (2, 6) ® (2, 6) ® (3, 5)

o0 o0 oo o0
is the same as that of order k for £k > 4, with infinitely many zeroes at the end of each
signature.

Note also that this corollary applied to the tensor product (1, 6) ®: (1, 6) to-

~

r times

gether with the Schur-Weyl Duality Theorem for U (r) implies the generalized Schur-Weyl
Duality Theorem proved by Kirillov for U (co) in [Ki].

Corollary 3.4. Let VMo Ve and VMo be irreducible unitary representation of
Hy. Let Ve be the representation (of Hy,) contragredient to VW . Let I® denote the
equivalence class of the identity representation of Hy. Then the multiplicity of (u)., in the
tensor product (A1) @+ ® (Ar),, is equal to the multiplicity of I in the tensor product
Moo ® @ (M) ® (1) -

(o c]

Proof. To prove this corollary we apply Corollary 3.3 to Goo = Heo X -+ X Hyy and

~

Gr = Hix---x Hy, then apply Theorem 3.2 to Go = Hoo X --- x Hog X HY and

o "

Gy = Hy x -+ x H, ® HY, and finally apply Theorem 2.1 of [KT3] to obtain the desired

"
r
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result at order k. The main difficulty resides with the definition of the identity representation
on Vile @ ... @ Ve @V (¥ )oo, which we will construct below.

For each k let I* denote the identity representation of Hx on VA @ ... @ VO @ vie )

This means that if I¥ occurs with multiplicity d in V* e @ - - - @ VA @ V(& )i then there
exist d nonzero vectors f;x, ¢ = 1,...,d, such that Ry, (u) fix = fix for all u € H. By
construction each f;x is a polynomial function in F,x for some n. Thus f;; is an H-
invariant polynomial in F, k. If J;x denotes the one-dimensional subspace spanned by f; k,
then for sufficiently large k and for each fixed : = 1,...,d we have a chain of irreducible
unitary representations {Hk, I* Ji,k}k. We can define the isomorphism v,b,fﬂz Jik = Jipaa
by ’l[);:_ﬂ (cfix) = cfik+1, ¢ € C; then obviously

wf-i-l (RH;: ('tL) fi,k) = R”H-x (u) fi,k+l = RHk-H (u) ¢.f+1 (fi,k):

for all u € Hy. Also for all k, {, m with k < [ < m we have 9% = ¢!, o+f. Thus we can
define the inductive limit representation { Hy, I, J; o}, where the action of Ho, on J; o is
defined as follows:

Let u € Hy; then v € Hy for some k. If f € J;; for some [ then
Ry, (u) fi = R, (u) ¢ f  for I <k,
and
Ry, (v) fi= Ry, (u)ff  fork <L

Then it follows from Theorem 3.1 that {H, I, J; »} is irreducible with signature (6)

(e @]
The only problem with this approach is that the isomorphism embedding 1§, is not the
isomorphic embedding ziﬁ +1: Faxk = Fax@sr)- To circumvent this difficulty we define the
wnverse or projective limit of the family {Hk,Ik, Jk} where J;. denotes the subspace of all

Hy-invariants in VO & ... @ VO @ (¢ )k, as follows: For each pair of indices {, k with
I < k define a continuous homomorphism ¢f: J, — J; such that

1) ¢F is the identity map on J;,

ii) if i <1< k then ¢F = ¢! o ¢F.
Here we can take ¢f as the truncation homomorphism, i.e., ¢¥ is defined on the generators
fix by

& (fix) = fir.

The projective limit of the system {Hy, J, ¢f } is then formally defined by

Joo._ = &il’_an= {(fk) EHJkIf¢=¢::(fk), VlSk}
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Let m: Joo_ — Ji denote the projection of J,_ onto Ji. Let /°°< denote the representation
of Hy on Ju, ; then mp (I%°<f) = 1 (f). Recall that if P,«x denotes the subspace of all
polynomial functions on C*** the P, i is dense in Frxk. Let Prxoo = UZO=1 P,.<xk denote the
inductive limit of P,xx; then clearly Ppryoo is dense in Fryoo. Let Pp o (resp. Fii, ) denote
the dual or adjoint space of Ppxeo (resp. Frxoo). Then since Ppyeo is dense in Frxoo, Frxi
is dense in P, .. By the Riesz representation theorem for Hilbert spaces, every element
f* € Fr o is of the form (- | f) for some f € F,xeo, and the map f* — f is an anti-
linear (or conjugate-linear) isomorphism. Thus we can identify F2 with F_ and obtain the
rigged Hilbert space as the triple P, oo C Frvoo € Prxoo (see [G&V] for the definition of
rigged Hilbert spaces). However, generally an element of J., does not belong to P,
but can still be considered as a linear functional (not necessarily continuous) on P, and
furthermore, in this context the identity representation I°°+~ will respect the isomorphic

embedding sz: Faxk = Fax(k+1)- O

4 Conclusion

We have studied thoroughly several reciprocity theorems for some dual pairs of groups
(G1,,G,) and (H], H_.), where G, is the inductive limit of a chain {G}} of compact groups,
Hy is the inductive limit of a chain {Hy} such that for each &, Hj is a compact subgroup of
G, and G;, C H,, are finite-dimensional Lie groups. These theorems show, in particular, that
the multiplicity of an irreducible unitary representation of H, with signature (u),_ in the
restriction to H, of an irreducible unitary representation of G, with signature (A),_ is al-
ways finite. This is extremely important in the problem of spectral decompositions of tensor
products of irreducible unitary representations of inductive limits of compact classical groups.
This type of problems arises naturally in Physics (cf. [K&R]), and in [H&T] tensor product
decompositions of tame representations of U (co) are investigated. In [O12] Ol’shanskii gen-
eralized Howe’s theory of dual pairs to some infinite-dimensional dual pairs of groups. This
is the right context to generalize the reciprocity theorem 3.2 for the infinite-dimensional dual
pairs (G, G ) and (H. , H_) which will be part of our work in a forthcoming publication.
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