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Abstract. We consider curvature-induced resonances in a planar two—dimensional Dirichlet tube
of a width d. It is shown that the distances of the corresponding resonance poles from the real
axis are exponentially small as d — 0+, provided the curvature of the strip axis satisfies certain
analyticity and decay requirements.
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1 Introduction

Spectral and scattering properties of Dirichlet Laplacians in curved tubes have attracted a
wave of physical interest attention recently, because they provide models of some quantum
systems which new experimental techniques made possible to construct, such as semiconduc-
tor quantum wires — see, e.g., [ABGM, Ba, CLMM, DE, Sa, SRW, VOK1] and references
therein — or hollow—fiber atomic waveguides [SMZ], and because they exhibit some unex-
pected mathematical properties leading to new physical effects.

The key observation is that a nonzero curvature gives rise to an effective interaction which
produces localized solutions of the corresponding Helmholtz (or stationary Schrodinger)
equation — cf. [ES, GJ] and the review paper [DE] — with eigenvalues below the bot-
tom of the continuous spectrum. The same mechanism is responsible for a nontrivial struc-
ture of the scattering matrix manifested by resonances in the vicinity of all the higher
thresholds. These resonances modify substantially transport properties of such a “quan-
tum waveguide”; they have been observed in numerically solved examples, for instance, in
[SM, VKO, VOK1, VOK2, W§].

On the mathematical side, it was shown in [DES] that if a curved planar strip has a
constant width d which is small enough, and if the strip-axis curvature satisfies certain
regularity and analyticity assumptions, there is a finite number of resonances in the vicinity
of the higher thresholds (which coincides with the number of isolated eigenvalues below the
bottom of the continuous spectrum). Moreover, an expansion of the resonance-pole positions
in terms of d was derived and the imaginary part of the first non-real term given by the
“Fermi golden rule” was shown to be exponentially small as d — 0+.

The present paper addresses the question whether also the total resonance widths are
exponentially small as d — 0+ . We give an affirmative answer under essentially the same
assumptions as used in [DES] and obtain the same expression for the exponential factor
in the bound. Furthermore the exponential factor we obtain coincides with the heuristic
semi-classical prediction, c¢f. [LL, DES].

As explained in [DES] and in section 2.3 below, the mechanism behind the formation of
these resonances is a tunneling effect, however, in the “momentum direction”. To estimate
this effect we therefore need exponential bounds on eigensolutions in the Fourier representa-
tion. This is a novelty and a difficulty, since the Schrédinger operator becomes nonlocal in
this representation. To deal with such nonlocal operators we have developed an appropriate
functional calculus based on the Dunford-Taylor integral. This made possible, in particular,
to extend to such a situation the complex deformations of operators and the Agmon method
[Ag]. These new techniques has already been announced in [DM1]. Here they are presented
in detail for the case of bounded nonlocal operators; an extension to some unbounded cases
will be given in [DM2].

Rigorous analysis of tunneling in phase space is a rather new field of interest. Some recent
works on this topic based on micro-local analysis and pseudo-differential techniques can be
found in [HeSj, Ma, NJ]. In particular L.Nedelec [Ne| has recently obtained our Theorem 2.2
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with such methods.

2 The results

2.1 Preliminaries

Let us recall briefly the problem; for more details we refer to [DES] The object of our
interest is the Dirichlet Laplacian —A$} for a curved strip Q@ C IR? of a fixed width d. We
exclude the trivial case and make a global restriction:

(a0) € is not straight and does not intersect itself.

If the boundary of Q is sufficiently smooth — which will be the case with the assump-
tions mentioned below — one can check using natural curvilinear coordinates that —A% is
unitarily equivalent to the Schrédinger type operator

H = —0,b0,— 2 +V (2.1)

on the Hilbert state space on the “straightened” strip, H := L*(IRx (0,d),ds du), with the
Dirichlet condition at the boundary, u = 0,d, where b, V are operators of multiplication
by the functions

b = (1+uy)7?, (2.2)

1 1 9
V o= — Zbyi4 Zp¥ 2" — Zp2y24"2 2.3
4b7+2b uy 4bu’y , (2.3)

respectively, and the function v : IR — IR in these relations characterizes the strip boundary
u = 0 through its signed curvature 7(s) at the point tagged by the longitudinal coordinate
s — ¢f. [ES, DE].

Let us list now the used hypotheses. In addition to the assumption (a0), we shall suppose
that

(al) v extends to an analytic function in . = {2z € € : |arg(£z)| < o or
Imz| < o} with ap < Z and 0 < 7; for the sake of simplicity we denote it by the
same symbol.

(a2) For all o < g and all n < 7y there are positive constants c¢,, and ¢ such that
17(2)| < ca(1+]2])71~¢ holds in Z,, .

By an easy application of the Cauchy formula, the assumptions (al) and (a2) imply that the
derivatives of v satisfy
Y(2)] < cram(l+|2l)7H 7
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in ¥,, for any a < ap and any n < ny. This yields for the potential (2.3) the bound
V(z,u)| < cop(l+]|2])7>7 (2.4)

with some ¢, , > 0 for all d small enough.

We are interested in resonances of H which are understood in the standard way [AC,
RS, Hu|: suppose that the function z — Fy(z) := (H — z)"!4, %) admits a meromorphic
continuation from the open upper complex half-plane to a domain in the lower half-plane
for ¥ from a dense subset A C H. If F,, has a pole for some 3 € A, we call the former a
resonance.

Resonances are often obtained as perturbations of an operator with eigenvalues embedded
in the continuous spectrum. This is also the case in our present situation; the corresponding
comparison operator is

HY = A-92, A:=-8+V°, (2.5)
with V(s) := V(s,0) =—1+(s)? and domain D(H°) := H*(RR) ® (Hj N H?)((0,d)), where
‘H™ and ‘Hf are the usual Sobolev spaces. The perturbation is defined by

W = H- H°. (2.6)
The spectrum of the operator H? is of the form
o(H®) = {\+E : A€ o(A), E€a(-80) },

where
0(A) = { M}y U[0,00),  o(-82) = {E;}o,

with E; := (1(11)2. Since [RrV(s)ds < 0 due to (a0), the discrete spectrum of A is

nonempty. The eigenvalues ), are negative, simple, and their number N is finite in view
of the bound (2.4) — ¢f. [RS, Sec.XIIL.3]. Then the eigenvalues

E;},n 1= /\n + E]‘

above E, are embedded in the continuous spectrum of H? ; for small enough d this occurs
forall j >2and n=1,...,N.

An alternative way to express the operator H° and functions of it, is through the
transverse-mode decomposition. Denote by

2 . (TJu )
x;(u) = 7 sin (—';—) ; e 1 By (2.7)

the eigenfunctions of —8?2 corresponding to the eigenvalues E;. Let J; be the embedding
L*(R,ds) — L*(R,ds)® x; C M ; the adjoint of this operator is J; : H — L*(IR,ds)
acting as (J; f)(s) = J& f(s,u)x;(u)du. Given j € IN, we denote by P; the projection
onto the mode with index j, P;:=J;J, and set Q; := Iy— F;.

The perturbation W consists of operators which couple different transverse modes. As
a result the embedded eigenvalues turn into resonances. With our assumptions the result of
[DES] holds:
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Theorem 2.1 Assume (a0)-(a2). For all sufficiently small d each eigenvalue EJ, of
H°, 7>2 n=1,...,N, gives rise to a resonance E;,(d) of H, the position of which is
given by a convergent series

E;n(d) = EJ, + }: el (d (2.8)

where 0™ (d) = O(d™) as d — 0+. The first term of the series is real-valued, and the
second satisfies the bound

0 < -Imed™(d) < iz g A A=1/d (2.9)

for any n € (0,m0) , the constant c,; depending on 1 and j.

2.2 Main theorems

Our aim in this paper is to show that similar bounds can be proven for the total resonance
width. This is the contents of the following two theorems:

Theorem 2.2 Assume (a0)-(a2). Then for any n € (0,7m),J 22 andn=1,...,N there
is Cy; > 0 such that
0 < —ImE;,(d) < C, e 2mVa-1/d (2.10)

holds for all d small enough.

Theorem 2.3 In addition, assume that vy ertends to a meromorphic function in X,
with my > no. Let m, < m be the minimal distance to the real azis of the poles and assume
that the marzmal order of the poles at this distance is 1 < m < oo ; then there are positive
constants C and C’(2 such that

0 < —ImE;,(d) < CV exp{-—z’;”” V2i-1 (1-¢ d‘/("‘“))} (2.11)

holds for all d small enough.

Remarks 2.4 (i) There is an heuristic prediction for the value of Im E;,(d) based on a
formal semi-classical analysis where the role of the semi-classical parameter is played by
d as d tends to zero. What one expects according to this prediction (for the details we
refer the reader to [DES], in particular Remark 4.2 therein and also to the scheme of the

proof below) is that Im E; ,(d) should behave like C;(d) exp ( il d"?o 25 — l) where C;(d)

is polynomially bounded in d~!. However there is no chance to get such a precise behaviour
without knowing the type of singularity that the curvature v exhibits at distance ny from
the real axis. This is why in Theorem 2.2 we lose an arbitrary small part of the exponential
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Figure 1: A schematic phase-space portrait of a bent waveguide

decay rate and get a prefactor C;, which may eventually diverge as n tends to 7. This
kind of bound is typical in such a semi-classical context, see e.g [Ag].

(i1) The merit of Theorem 2.3 is to show that with a precise assumption on the type of
singularity of y we are able to produce a bound which has a leading behaviour in accordance
with the heuristic prediction. We would like to stress that, to our knowledge, this is the
most precise bound obtained so far on the total resonance width in such a situation.

Since we shall deal in the following mostly with a single resonance, we drop the subscripts
J,n as well as the argument d whenever they are clear from the context.

2.3 A sketch of the proofs

Consider first the system described by the decoupled Hamiltonian H°. Each state ¢ of this
system can be decomposed into the sum of its transverse modes, ¢’ ® Xivd =1 2544+, and
this decomposition is invariant under the dynamics generated by H°. For each channel j
the dynamics of ¢/ is governed by the “longitudinal” Hamiltonian A+ E; = =82+ V° + E;
which, due to the nonzero curvature of the guide and its decay at infinity (by (a0) and (a2)),
possesses either bound states for energies below E; or scattering states otherwise. Fix now a
j > 2 and suppose that d is small enough so that a given bound-state energy E° = E;+\,
of A+E; is embedded in the continuous spectrum of the lower modes. The only possible
solutions to the equation H%p = E% are then this bound state in the j—th mode and j—1
scattering states in the modes below. This structure is reflected in the classical phase space
portrait of H® at energy E° (see Figure 1; we recall that for a matrix Hamiltonian H () (q, p)
the energy shell at E° is given by det(H("(q,p) — E°) = 0); the energy shell of H? is the
union of the curves pfcd)(s) i i\/fo— Er—VOs), k=1,...,7. As expected only the
j—th curve is compact.
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Let now ¢ be a bound state of H® in the j-th channel and consider its evolution under
the full dynamics given by H = H® + W. In general, various channels of H° are now
coupled by W and ¢ will undergo transitions to all other energetically allowed channels.
For d small enough there will be no significant changes of the classical phase space portrait
by the addition of W. Thus for the classical dynamics no transition is possible between
different channels. Hence the transitions in the quantum dynamics are of the tunneling type,
but in contrast to the usual situation the tunneling takes place in the p (i.e. momentum)
direction. More precisely, the projection of the energy shell on the p-axis consists of intervals
of classically allowed momenta, one for the 7-th mode situated at the origin and two for all
other modes with index k < j, situated around ++/ E? — E* . They are separated by “gaps”,
i.e., classically forbidden (momentum) regions which have a size of order d=! as d tends
to zero. The existence of such gaps suggests that the solutions of H¢ = E¢, with E close
to E°, decay exponentially as functions of p in these gaps, a key property in the sequel

The main contribution to this tunneling process should come from the transitions from pg Fi)

to pg )1, since it is the first gap that the quantum state has to cross. This motivates our

decomposition of the momentum space into §; U ., with Q; N Q. = 0 and ; := (—w,w),
where w is approximately equal to \/E; — E;_,, the size of the first gap.

Let Hypy = E¢g be the eigenvalue equation for a resonance E and the corresponding
resonance function @y and assume that this resonance is associated to E}, = E° as in The-
orem 2.1. The complex deformation, denoted by @, is chosen as a scaling of the momentum
exterior to £2;, ¢f. (3.1). In the transverse mode decomposition the eigenvalue equation
becomes an infinite system of coupled differential equations in L?(JR) which can be solved
for the j-th component ¢} := J; ¢a of g leading to the following equation

E¢, = (Hj — B}(E))¢}, (2.12)

in L2(R) , where H} := J;HyJ;, B}(E) := J;WeR)(E)WsJ; and R)(E) := Q;(Q;HeQ;—
E)~'Q,. In section 4, w1th the help of (2.12) we prove stability of the spectral value E° of
H} under the perturbation by Wjy. Then we are able to show that for d small enough the
tunneling picture given in the previous paragraph is correct. Indeed we obtain the following
exponential bound on the j-th component of @y: let p be a function obeying (3.2), then

“—ic?s e"(’ia‘)qbgl‘z -+ Hep("ia’)qbé“z < 00, (2.13)

the bound being uniform as d tends to zero. This is one of the main ingredients of this
paper. We turn now to the explanation of how one can use (2.13) to derive our exponential
estimate on Im ¥, which is the purpose of Section 6.

From (2.12) we obtain by straightforward algebraic computations the following equation
for Im E:

ImE = ((ImHj - Zy(E))}, ¢}) (2.14)
Zy(E) = J; {2Re[Im (W) R]W,) — (RIW,)* Im H] RW,} T,

with Hj := Q;HpQ; provided @y is chosen with the unit norm. The merit of this cumbersome
formula is that it indicates that the operator Im HJ Zg(FE) should acts as a localization on
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2, in the momentum space. This is due to the fact that each of its three terms contains an
imaginary part of a scaled operator which is expected to vanish on 2; where the deformation
does not operate. If this localization property would be true then (2.14) combined with
(2.13) would give immediately the desired exponential estimate on Im E:

lIm E| < const e 2°) |

Unfortunately, since most of the operators involved here are non-local in the momentum
variable, this simple reasoning does not work. However we are able to show directly that
this localization property is valid in the following weaker sense

e~?|Im Hj — Zy(E)|e™ < const e~ 2 (=52 + 1)
which is all what we need.

Let us finish the survey of the paper contents. To deal with the Schrodinger operator in
the momentum representation, and in particular, with its image under an exterior scaling in
the momentum variable, we have developed in Section 3 a functional calculus based on the
Dunford-Taylor integral. All the necessary material for the exterior scaling is presented in
Section 3. Finally the extension of our method to the case where the nearest singularity of
the curvature in the complex plane is a pole is done in Section 7.

3 Complex scaling and functional calculus
From this moment on we pass to the unitary equivalent situation by performing the inverse
Fourier transformation in the s variable, denoted by F,!. We introduce the notation:
p = F71id, F, and D = —ig, = F7lsF,
For all other transformed operators we shall use the same symbols as before:
H =pb(D,u)p— 8>+ V(D,u).

Note that now D(H®) := D(p?) ® (K NH?)((0,d)).

3.1 Exterior scaling in momentum representation

Complex dilations represent a useful tool to reveal resonances in systems with Hamiltonians
having certain analytic properties. In the present case, we use the exterior dilation defined
as follows:
t if te:=(-w,w)
pe(t) := _ (3.1)
tw+el(tFw) if teQ.:=R\Q
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where w is a positive number to be determined later. The parameter 6 takes complex
values in a strip around the real axis; defining the sets S, := {6 € €, |Im#@| < a},a > 0 we
have 6 € S,,. The function py is for real 8 a piecewise differentiable homeomorphism of IR
whose unitary implementation on L?(JR) is defined by

1/2
Uayp = py''*¢ 0 pe.

Us and py are both called (exterior) dilation. In general, to denote the image under this
dilation we use the index 6.

Recall how one uses Uy to get a complex deformation of operators. With a given closed
operator T, one constructs the family of operators for 6 € IR:

0 — Ty := U TU; .

If this function has an analytic extension to some S, (in a suitable sense — cf. [Ka, Ch.VII]),
the resulting family is what is usually called a complex (family of) deformation(s) of T .

We begin by considering the complex deformation of p and D:

Proposition 3.1 (i) {p3: 6 € C} is a self-adjoint family of type A in the sense of [Ka]
with common domain D(p;) = D(p?) .
(i) o(p§) = [0,w®] Ups(Qe) .

We would like to remark here that since we are scaling in the Fourier image, we will have to
use @’s with a negative imaginary part to make the essential spectrum turn into the lower
complex half-plane.

Proposition 3.2 (i) {D, : 6 € C} is a self-adjoint analytic family. A vector u belongs
to D(Dg) iff u e H(Q) & H (D) and u(tw +0) = e¥?u(+w F 0), the action of the
operator being given by

—iud (2) if  teq
(Dou)(t) = (p)""(Du)(t) = {

—ie 0u'(t) if tef.
(it) o(Dg) = e’ R.
Proof: (i) By the standard argument — c¢f. [CDKS] for the case of the Laplacian.
(i) This is a straightforward calculation using the explicit expression of the resolvent kernel

of Dy and bounding it by the Schur-Holmgren norm. Recall that the Schur-Holmgren norm
of an integral operator B is defined through its kernel as

|Bllsz = maX{sgple(x, y)ldy, sx;prB(x,y)ldI} ;

(¢f. [Ka, Example I11.2.4]) and majorizes the operator norm. N
To study a complex deformation of operators of the form f(D) we need to develop a func-

tional calculus for Dy .
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3.2 Functional calculus for Dy

Since the operator under consideration contains the metric term (2.2) and the potential (2.3),
we have to define the corresponding operator functions. The standard functional calculus
is not applicable here, because D, is not even normal for complex #; instead we use the
Dunford-Taylor integral. The original theory for unbounded operators is exposed in [DS,
Sec.VIL.9]. But since analytic families of operators are not treated there and since it is
necessary for our estimates to modify the original definition, we present the adapted theory
in detail.

Definition 3.3 Let a function f:C — € satisfy the same requirements as v in (al) and
(a2). Suppose that T is a closed operator in L?(IR) and there is an open set V which obeys
strict inclusions o(T) C V C L4y and whose boundary 0V consists of a finite number of
rectifiable Jordan curves with a positive orientation. Suppose also that (T—z)~?! is uniformly
bounded on V. Then we define

1

F@) = 5 [ HE@T-2)dz.

The operators defined this way will be called Dunford-Taylor operators.

Lemma 3.4 (i) f(T) is a well-defined bounded operator on L?(IR).

(11) If T 1is self-adjoint, f(T) coincides with the operator obtained by the usual functional

calculus.

(1ii) Bf(T)B~! = f(BTB™!) holds for any bounded operator B with bounded inverse.

(iv) For § € R, let Ty := UgTU, " such that {I},60 € S.},0 < a < ap s an analytic

family of operators. Assume that there is an open set V with |J o(Ty) CV C Zqg o, that
6€Sa

(Ts — 2)~ " s uniformly bounded on 8V for all 6 € S, and that 3V obeys the conditions of

the definition. Then for ail 6 € S,

(F(D), = £(Tv)

and these operators form a bounded analytic family on L*(IR) .

Proof: We prove this lemma in appendix A.

In our case T := Dy ; since o(Dy) = e ?IR, it is clear that for any 8 with |[Im#@| < ap
there is a domain Vj satisfying strict inclusions o(Dy) C Vy C E4,,0- But we still need to
control the resolvent of Dy.

Before doing that we want to introduce another operator deformation we shall need later:
T, = e’Te™?,

is usually called the image of 7" under the boost —ip, where p is an absolutely continuous
function. In particular, D, = D + ip/, suggesting the origin of this terminology. We shall
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only consider real functions for the boosting, i.e. only purely imaginary boosts. Furthermore
it will be sufficient for our purpose to use only boosts being constant on §2,. Then, of course,
the boost commutes with the exterior scaling and there should be no confusion concerning
our notation, Ty ,, for the indication of the two deformations of T.

If p' is supported on €;, one has Dy, = Dy + ip’. Note that we write D; , for
(Dg,)* . Finally since p, and therefore also e*” are bounded, we have e’f(T)e™” = f(T,)
by Lemma 3.4 (iii).

Due to group property of the exterior dilation in @ it is sufficient to perform the estimates
for purely imaginary 6 ; we shall write and prove the corresponding bounds for 8 = i3, § €
IR only.

We will use the symbol x4 to denote the characteristic function of a set A.

Proposition 3.5 Let p be a real, bounded, absolutely continuous function on IR which is
constant on §,. Furthermore define Gg, := {z € € : |arg (:l:ze‘iﬁ/Z) | < |B]/2 or Imz| <
lp'llc} — cf. Figure 2. Then for all § with |8] < % and all z€ €\ Gp,

| (Digp—2)7"| < dist(z,Gp,) "

Proof: Let v € D(D;g) and w :=p’_;3v. Then |lw| < [|v||; we have
| (Dig+ip’ = 2)v|| lwll > |(pig(z—ip'=Dig)v,v)| = |Im (pig(z—ip'— Dig)v,v)|

= |((Impigz—p)v,v)|;
The last equality is due to:

Im (p;g Digv,v) = = {(xa,v',v)+ (xa,v,v") + (xa.v',v) + (xa.v,v")}

1
2
X (G A 7

= 0,
using that for v € D(D,s) the discontinuity at £w is just the phase e*/2. |

For the sake of brevity we shall use the shorthand fy := f(Dy) for the Dunford-Taylor
operators under consideration, where ¥ = 6, p, etc.; the superscript ¢ will denote the
complement of a set. The last proposition implies, in particular, that

max { | (Dig,—2)7|, | (Djs,—2)7"| } < dist(z Zigmi.) ™

holds for z € (Zig))1.)¢; the involved domains are sketched on Figure 2. Furthermore we
weant to state the general conditions on p which will be imposed up to the end of Section 6:

{ (i) p is a real, absolutely continuous function on IR which is constant on .,

(i) 12Nl € 1 < Mo (3.2)
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Figure 2: To the definition of the Dunford-Taylor integral (the case Im 6 <0)

The functions b and V' — ¢f. (2.2) and (2.3) — are understood as rational functions of uvy,
uy' and uy”. Notice that their structure is particularly simple; there are only powers of
1 4+ uy appearing in the denominator.

Proposition 3.6 Let p satisfy (3.2).

(i) e, and therefore V,fp , as well as vy , and vy , are bounded self-adjoint analytic families
of operators in L*(IR) in @ provided 6 € S,, .

(11) Let a; < ag. Then for d small enough, depending only on «; and n, the operators
V(Dg,p,u) and b(Dg,,u) in H form bounded self-adjoint analytic families in 6 provided
6e&,, .

Proof: The first assertion is an immediate consequence of Lemma 3.4, Proposition 3.5 and
(al)—(a2). For (ii) notice that we have for a function f obeying the same requirements as
in (al) and (a2) and Im# = G the bound

| (D)1l < (dist(@V, prona)) ™ [ 1)1zl (33)

for any integration path 8V C T4y4 \ Zisl sl Vverifying the conditions in Definition 3.3.
Thus we see that the operators vy, for § € S;, can be bounded by a constant depending
only on ¢ and 7. Choosing d small enough, this immediately implies that ||uvyg,|| can be
made smaller than one. Thus (1 + uvs,)~" exists and is bounded, which is all we need in
view of the structure of b and V and (i). N

When there is no possibility of confusion, we will use for the operators h(Dy,u) the
symbol Ay, too.
Even though formula (3.3) will be useful later on, it is not sufficient. In particular we will
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need more information about the dependence of the norm on S which is provided by the
following proposition.

Proposition 3.7 Let f obey (al) and (a2). Then for any compact subset I of (—ay, ap)
there ezists a constant C such that for all o, B € I,

ﬁ—ai'

| f(Dig)—f(Dia) | < C sin| -

Proof: We have '
fo=fa = 5= [ 1) (rio(2) = ria(2)) dz,
where 7,(z) := (D, — 2)71. For v,w € L*(R) let 9 := rig(z)v and & := 7_;o(Z)w. Then
((rig(2) — ria(2))v,w) = (9, Do) — (Dig0, W)

—-w=0

S —la s i(B-a) _ e
= i {'uw ote vw|+u+0} + (e 1) (xa, Digt, )

—w=0

= ge”i¢ (l—e_i(ﬁ_o‘)/z) ﬁﬁ' + (eim"“)-—l) (xq.Dig0, W),

+w+0
where we used that 9 € D(D,s) and that @ € D(D_;,). We can now rewrite the boundary
term as 10wW|;970 = " (xa, ¥, D-ia®) — € (xa, Disd, W), so that

((ris(2) — 11a(2))v,w) = (1—€70=9/2) (xq,8, D_jatd) + (P22 1) (xq, Digt, ).
This can be written, dropping the argument z in the resolvents, as

Tig — Tia
2
implying by proposition 3.5

Iris(2) = ria(2)| < 2]sin 252 (rig(2)Il + Iria (2] + |21 Iria(2)]] lIria(2)])

= z sin %—“riaxg,rgg + sin ﬂ;—" (e‘i(ﬁ_a)/4xn, rig + ei(ﬁ“"‘)/"rmXQe) (3.4)

dist(z, Em!,o) -+ [Z| —+ dist(z, Elal,O)
dist(z, E|ﬁ|,o) dist(z, 2|a|,0) .

< 2|sin &38|
We also used that since |3 — a| < 7, we can bound |sin g%‘ﬁl by |sin '6;—"‘[ Furthermore we
can suppose without restriction of generality that |3] > |a|. Then we can choose 0V in
Zaom/2 \ Zjg0 such that the last factor on the left side is bounded by a constant depending
only on I; due to (a2) the statement follows. N

3.3 Some estimates on p;g and Wi,

The leading longitudinal part of the dilated Hamiltonian is the operator of multiplication by
p?3 . Here we collect some simple bounds which we shall need in the following.
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Proposition 3.8 (i) For all p € R, any positive integer n, any |B| < 5 and w>0 we

have p*™ > |p%|* > p* cos™ 3. (i1) The function p — pis(p), satisfies on Q. for any w>0
the bounds: Repl; > p?cos2f3 + 2w?sin® § if |B] < 2.

Proof: (i) It is sufficient to consider n = 1. For every real p we have

pisl® = P’xa; + (@ + (Ip|—w)* + 2w(|p| —w) cos B) xa, -
The part on the right side restricted to 2. satisfies
2 2 2 2 _ .2 . -3 2 _
P+ 2(w” —wlp|)(1—cosB) > p* + (w® —p*)(1—cos B) = p“cos B + w’(1—cosf) ;

since the very last term is nonnegative, we obtain the second inequality. Furthermore,
w? —w|p| < 0 on €., so the same expression may be estimated from above by p? and thus
the first inequality follows.

The identity
Rep}; = p?cos2B + w?(1—cos20) + 2w(|p| —w)(cos B—cos 2/3)

yields (ii) on Q. , because cos —cos28 >0 for 8| < 2. 1

Let us fix an ; in (0, qp) and define the weight

1/2 s
(p) = (p2 + T) , 7= sup{|[Vij,Il : 18] < a1, p verifying (3.2)}, (3.5)
The supremum exists by (3.3) and is strictly positive by (a0).

The motivation for the choice of this weight is that it will simplify the statements and
permit us to obtain particularly simple constants in the subsequent resolvent estimates.
Notice that it depends only on the fixed parameters a; and 7, but not on d.

Furthermore we fix dj such that b5, and Vg, exist and are bounded for all |3| < o, and

all p verifying (3.2), if d < dp.

Proposition 3.9 Let |8| < oy, and d < dy. Then there ezists a constant cf:',; > 0 for all
p satisfying (3.2) such that ||(p)~*Wig,(p)7}|| < clid.

Proof: Since Wig, = pig(b—1)ig iz + (V—=V")i5, we get

& = max {2 (161, + 21V -V)i,) }

"~ 0<d<do

which does exist because |(b—1)(-,u)|d™' and |(V—=VO?)(-,u)|d"' obey (a2) for all u €
[0,d], d € (0,dp). Notice that we also used |pig/p| < 1 as proven in Proposition 3.8. [N
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Figure 3: The spectrum of HJ — Stability of the eigenvalues

3.4 The operators Hj and Hy

Let us finally collect some basic properties of the operators HJ and Hj, images under the
exterior scaling of the “free” and the full Hamiltonian, H° and H , respectively.

Theorem 3.10 (i) The operators HY for |Im6| < ag form a self-adjoint analytic family
of type A with the common domain D(H®) = D(p?) @ (Hi N H?)((0,d)). Moreover (cf.
Figure 3),

o(HY) = {M+E;: de (niUvUo®), i=12... },
where v denotes the set of resonances of the operators Ag = p+Vy (which may be empty).

(ii) For all sufficiently small d, the operators Hy with |Im8| < «; form a self-adjoint
analytic family of type A with the common domain D(H?).

Proof: (i) Analyticity of HY follows from the boundedness and the analyticity of ~,, see
Proposition 3.6. The form of the spectrum is due to the analyticity, the structure of the
operator, H} = Ag® I +1® (—0?2), and the p?-compactness of 2 in view of (a2).

(ii) Due to Proposition 3.9, Wig is Hj-bounded with a bound smaller than one if d is small
enough and || < a;. This bound extends by the group property of the exterior dilation to
all 8 € S,, . Thus the analyticity of Hy follows. §

Remark 3.11 (i) The set v of resonances of A, cannot contain embedded eigenvalues due
to the decay assumption (a2) (¢f. [RS, Sect. XIII.13]).

(ii) If w is chosen large enough no resonances of A, will be disclosed at all; the continuous
spectrum is deformed only in a sector with vertex w?, whereas the resonances lie inside a
disc around the origin with a fixed radius of order ||[V?||.
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4 Stability of the discrete spectrum

Our next goal is to estimate the effect the perturbation W;s has on the spectrum of the
operator Hj;.

4.1 Estimates on R); and R},
Let E;-’,n = A+ Ej,7 > 2 be a fixed eigenvalue of HJ. We choose:

F:i={z€C: |z-Ej,|=r}, withr:= "d‘St (An, o (A)\ {An}) W)

to be a circular contour around EO such that no other eigenvalue of Hﬁ is within ', and
denote Dr:={z€C: |z—F |<r}

Having the intention to prove stability by perturbation we have to control R};(z) on
['. For the estimate it is advantageous to pass to the transverse mode decomposition, H?g
being diagonal in this decomposition:

1[3 == Z Jk Jk'; = Jk ﬁJk on Lz(R, dp) .

k>1

Since Hf};k is not self-adjoint (for § # 0) and a part of I lies in the numerical range of H,-Ol;"
for every k < j (cf. Figure 3), simple estimates in terms of the distance to the numerical
range do not work here.

The difficulties for the j-th mode result from our desire to chose the w of the exterior
dilation (see eq.(3.1)) as w = O(,/E; — E;_,) . This d dependence of w implies a d depen-
dence of the deformed operators H %’k so that the usual argument using the compactness of

I' to assure uniform boundedness of RO"(z) are not applicable here. Instead we chose to
perturbate around 8 = 0; it turns out that then the estimate is independent of w, and thus
of d:

Lemma 4.1 Let ¢® := 2max{1,37}. There ezists 0 < f; < min{f,} so that for
|B] < By one has

Si?ll(p)‘R?é"(z)(p)IISC‘”J =0,1 and Szlé?”(P)‘R?éj(Z)IIScm,l:O,l,?-

Proof: We prove the claim using that R?ﬁj(z) — R%J(z) in the operator norm as 3 — 0
uniformly for z € I'. By the resolvent identity,

RY(z) — R™(2) = Ry (2) (p°— pls + V°— V3) R%(2).
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One has for every 8 the inequality [p? — p%| < 6|sing|p?. Let 0 < B < 9. Using
Proposition 3.7 implies that there is a constant C for all |8] < 8, such that [[VO-Vj|| <

C | sin g[ . Thus we get the estimate for every z € I':

| (2= 52+ VO = V3) B (2)|
= [{ (*~ #s) PP+ + (- VR (P+D) R(2) |

< max{6,0}|sin—§| (14 (v -al) 3.

Taking (; small enough one can certainly ensure that for all # with |f] < 3, and all
z € T one has || (pQ-— P+ Vi— V,“B) R%(z)|| < 1. Solving the resolvent identity gives
IR (2)]l < 2. Thus the use of (p)2R%/(z) = 1+ (7+z—E;—V°) R%(z), and of the facts
that in our situation ||[V? — \,|| < [|[V?|| and r < [|[V?]|/2, yields the claim for £ = 2 in the
second formula. The statement in the case of only one weight present is then obtained by
an obvious quadratic estimate. The symmetric case with one weight on each side of the
resolvent is handled by following estimate:

e} R (2)() I < I{PYR™ () (oM + (7 + 27) 1) R (2)]I>.

The restriction || < § is not necessary in this lemma, but for later convenience we prefer
having it stated. Indeed to simplify the statements we work from now on with a fized 3:

B € [-p1,0), with 3, given by Lemma 4.1. (4.2)

Consequently, the dependence of the constants on 3 will be no longer specified.

For k # j the resolvents R?[;k(z) are estimated considering V3 as a perturbation. We

use the fact that the distance between Dr and the spectrum of Hfl? * = By + pZs tends to
infinity as d tends to zero whereas V;% is bounded, independently of d. We choose w to be

w = -g\/(Zj—l)(l—fd), (4.3)

where ¢ is a supplementary positive parameter specified below to govern the distance of the
spectrum of H?A)’J"l to the contour I' — ¢f. Figure 3.

Lemma 4.2 Let p verify condition (3.2) and ¢V := 8\/3. Then for all (d,£) verifying

D7

b28d 2 g

d? (4.4)

one has for £=0,1

(2) sup.ep. [|(P)REF, " (2)(P)]| < rgred ™,

(b) sup.ep, [|(p)Ris%, (2) (D] < [Sogpd'™ for all k #j, j—1.

Proof of the lemma is given in appendix B.
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4.2 Stability of the resolvent set of HY

Lemma 4.3 Let I' and (3 be fized by ({.1) and (4.2). Then for all sufficiently small d < d,
such that the condition (4.4) is verified for € > 2¢" max{c(®, 1;:361} (" = cl}), the contour
I' belongs to the resolvent set p(H;g) .

Proof: If we can show that

Ris(z) = R%(2)(p) (1+ () Wis R (2)()) " (p)~"

makes sense for all z € I, we are done. The boundedness of R (z)(p) has already been
proven in the two preceding lemmas. Thus showing that ||(p)~'WisR%(z)(p)|| < 1 will
conclude the proof. First of all one has Rl;(2) = X5, JkR?z,’fp(E)ﬁ‘. Secondly, the opera-
tors Jx, J; commute with (p) and the map J := Sys1 Tk : @r>1 L2(IR,dp) — H is an
isometry. So we can employ Lemmas 4.1, 4.2 and Proposition 3.9 to get

6 WoRA G < 160 W)™ | @ GRS

< ¢d max | (p) R (=) ()
(1) 1
A @ ¢ 2.
c dmax{c ; |sinﬁf§d} S5
recall that 0 <éd<1. |

Corollary 4.4 Under the same assumptions, the eigenvalue ch-"n of H?E gives rise to a
single perturbed eigenvalue of H;z of the same multiplicity.

Proof: By standard interpolation between the respective projections,

po . L 0 . =L 0 (N\( - PO ¢
Py 2ﬂ_/R‘@(z)alz and P : Qﬂ_LRlﬁ(z)(l+W,5R,ﬁ(z))dz. [ |

r 1

5 Exponential decay estimates

Please keep in mind that (3 is now considered to be a fixed parameter, ¢f. (4.2) and that,
up to the end of the proof of Theorem 2.2, p obeys the condition (3.2); these facts might not
always be stated explicitely. Let E = E;, be the resonance associated with E;’n Under
the conditions of the last section the corresponding complex eigenvalue equation

Higpig = E¢is (5.1)
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can be easily demonstrated to be equivalent to the system

(PjHiﬂPj“PjWiﬁﬁgg(E)WiﬁPj) ¢ip = EPidis, (5.2)

Qs = —RI(E)WisPisig (5.3)

for agiven j = 2,3..., as pointed out in Section 2.3. Recall that there we defined ﬁfﬂ(E) =

Q;(Q;(His— E)Q;)"'Q; . We shall introduce the analogous notation, A7, also for a general
closed operator A: we define A7 := Q;AQ; meaning that the operator is restricted to the
orthogonal complement of the subspace associated to the mode H®7 . In the case of resolvents

the hat designates the resolvent on Q;# , that is (,4:;)“1 = Q;(Qi(A—2)Q;)7'Q; .

Using the embedding operators (see Section 2.1), we find that (5.2) is further equivalent

to
(Hi;—BH(E)) ¢l = E¢ly, Bl(E) = J;WigRl;(E)WipJ; (5.4)

on L?(IR). First we have to establish that these equations make indeed sense.

Proposition 5.1 Under the conditions of Lemma 4.8 on d and £ and the condition (5.2)
on p the following bounds are valid

() VR (B <
(i6) 11(2)~" Wip o (0)~ | 1|0} R (B) @) < 1 and,
(iii) [1(p)~ Bl (E)(p)™| < ¥d.

Proof: We can write

Rl (B) = (@3HS,Qi+QWis,Q—E) " = RY(E) (I+ Wi, BS,(B) Qs (5.5)

Now since Rzﬁp( ) = iz ij,ﬁp( )Ji one has by the argument in the proof of Lem-
ma 4.3 and by Lemma 4.2

[0 Fisp BBV < ¢ ma | )RS (EYB)] < -

W " )
Hence ||(p)R1[,’p( Y| < isizTcﬂif—d' The condition on £ ensures then that Tgmfﬂi < 1 and

thus (ii) by Proposition 3.9. The last assertion is due to the estimate

|®) "B (B) )| < [ @) Wisole) || |0) R o(B) B < .

Let ¢;3 be a normalized solution of the above complex eigenvalue equation (5.1). Denote
the boosted eigenfunction e?¢;s by ¢is,, where p obeys (3.2). Then equation (5.4) implies

oYy~ Bip(E) — B)e~bl, = 0,
which in turn gives the relation
R‘e (( iB,p 15 p(E) ) ‘Zﬁ,p’(b{,@,p) = 0. (56)
To be able to apply the usual Agmon technique [Ag], we need the following
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Proposition 5.2 Let d be small enough so that cos 23 — 2Wd > 0. Then p. defined by
l 2 . H 16p“+|R.€E—-—EJ|+QCWTd
2% (cos 28 — 2c¥d) )

is uniformly bounded in d. Under the conditions of Proposition 5.1 the following inequality
holds in the form sense on D(p*®I):

(5.7)

1

Re (i, — Bl ,(E) — E) > (cos28 - 2c¥d) (p2— Epz) .

Proof: The statement on p, is trivial. Then using the estimates on p;g, Wiz, and Blﬁ , of
Propositions 3.8, 3.9, and 5.1 we get

Re (H}y,~Bls ,(E)—E) 2 Reply +Re (W)~ Bl ,(E)) = Vi3 .l - Re (E~Ey)

> cos(2B)p’— 2 d(p) ~ IV lI- [Re E—E;|. W

We conclude this section with the main ingredient for the proof of the estimate on the
resonance width: the exponential decay as d tends to zero of the resonance wave function
¢75 in the H' sense.

Theorem 5.3 Denote ), := (—p,,p.), where p, is defined by (5.7). Then for any B €
[—01,0) and any n € (0,m0) there is a d, < do, such that for d € (0,d,) one has cos23 —
2c%d > 0 and w > p,, with £ as in Lemma 4.3, and for

max{0,p}
pE) =1 [ xana. () dt (5.8)
min{0,p}
we have R
I 1]'.5,.0” < 2 and ”pqﬁlﬁ’p” o2, (5.9)

Proof: The first statement is evident, since § and 7 are fixed parameters and p, remains
bounded as d tends to zero. For the proof of the second statement note that p satisfies
(3.2). At the same time, p' is by definition zero on 2, C £2;. So the use of the preceding
proposition with cos 28 — 2¢¥d > 0 and the relation (5.6) yields

Y 1 . " / ]. 1 ]
((pz—gpf) an‘ﬁ?ﬁ.p’%,p) % ((ﬁpf"pz) X“'%’P’#B"’)

lpf

< 2<12
— 2 XQ'*], —2p*

Evidently we have
1 1
(P*—5P2) Xas 2 5Pixas
Inserting this into the above inequality, we first find ||xas aﬁfﬁ‘sz < 1, and using the same
inequality for the second time, we arrive at the estimate

Ipxas¢l,1I> < P2

The observation that == ' : " < 1 and that ”péfﬁ,pXQ.

proof.

¢! ] < p, finishes the
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6 Concluding the proof of Theorem 2.2

Up to now we have employed the real part of equation (5.4). The imaginary part yields

Im E||¢%||* = (Im (H}; — BJ3(E)) 5, 6l5) ; (6.1)
for the moment we do not need the complex boosts. Using the following simple identity,
Im (ABA) = 2Re [Im (A)BA] + A*Im (B)A, (6.2)

together with resolvent equation, we can express Im Bfﬁ, as

Imeﬁ = Zg+ImE|R Wtﬁjji,

Zig = J} {2Re [Im (Wip) R} Wig| — Wi Rl Im (HZ) RIgWig} T,

where we have already ceased denoting the explicit dependence of the resolvents on E'.
Inserting this into (6.1) we get

Im E ([|6%511% + IR} Wis T;8%511") = ((Im Hy— Zig)¢ls, 615) -
Now the equation (5.3) together with J,7 = IL2(R,4p) yields

187117 + 1R Wis T 035117 = |1 Pidisll3, + 1Qi9usll3 = lldisll3e ;

hence if the complex-scaled eigenvector ¢, is normalized, equation (6.1) is equivalent to
ImE = ((Im H);~ Zis)¢lg, $lp) (6.3)

The following proposition shows that considering the imaginary part means in a sense a
localization of the Dunford-Taylor operators on 2., which is naturally the case for local
operators, i.e. p;3. Together with the estimates on the exponential decay of the resonance
function, this will yield the sought estimate on ImE'.

Proposition 6.1 Assume the conditions of theorem 5.8 and put p. := p(w). Then there
ezists a number c, such that
(i) e Im V3 e~? || < cpe=2-,

(ii) || (p) ~'e=? Im Wige™?(p) || < dc, e~ %" and

(111) there is a number C, such that ||(p)~le=? (ImH Zig) e P(p)7t|| < Cpe~%-.

Proof: Since I, and Iz, are symmetric with respect to the real axis we can choose
the integration path 0V in %,,,, \ £s, invariant under complex conjugation. Using then
the Schwarz reflection principle, it is straightforward to compute for a function f obeying
(a1)-(a2)

1

Imf(Dig) = 5, 5= [ £(2) (rig(z)=r-in(2)) 2
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Now again by the norm convergence of the integral we have

i

e?Im f(Dy) e = — (z)e™* (T"G(Z)_T_m(z)) e Pdz.

- 2m Jay 21

Using equation (3.4) with @ = —( yields, again omitting the argument z for the resolvents,
we get

o (o)
1

= g 2P (Sinﬁ ZT_ig—pXQ.Tig,p +sin & (e“iﬂ/QXQc"'iﬁ.p * Eiﬁ/QT_{ﬁ!—pXQe)) '

Thus we obtain by Proposition 3.5

s ()0l

2dist(z, Zg,5) + |2]
2 '

-2 . .
S e in Bl — gt m )

This justifies the statement for V° as in Proposition 3.7.
For (ii) we have

Im (p(b_l)p);ﬂ = Z2Re (Im (plﬁ) (b_l)iﬁpiﬁ) +p—iﬁ Im (b—l),g Pig
=P (QRe (w (b_l)iﬁ@) + By (b—1)i5 1_’1’_@) P,
P p p p
yielding

H(p)‘le_‘J Im (p(b-l)p)m e"”(p)_lll < gD ”(b——l),—,g,p “+ ”e“p Im b5 e"’”

< g4 e~
for some number c]. We have used here the fact that the imaginary part of p;s is zero on
Q; and that b—1 = uf, with f obeying (al)-(a2) uniformly for = € [0,d], 4 € (0,dy).
Thus we can apply the calculation used in (i) above. This is also possible for Im (V-V?)5.
Now (iii) is easy, since Im H}; = Im (pl; + J;WisJ; + V;3) . Evidently we have
|() e Imply e=2(p)~!| < e

The term e ?Z;3e™” is handled by noting that Im ﬁfﬁ = Q,;Im (pfﬂ + Wig + V,%) Q; and
that ||(p) Rls ,Wis,(p)~!|| < 1 by Propositions 5.1(ii):

“ (p)"le”’Zige"”(p)'l” <2 ” (p)~'ePIm Wige*(p) ™ " +” {p)~'e *Im Ht-ge_"(p)_lll

< (Bcpd+cy+1)e7? . 1



Duclos, Exner and Meller 155

Returning to Im E we know by general arguments that it cannot be positive — c¢f. [RS,
Sec.XII.6], so equation (6.3), the above estimate, and Theorem 5.3 yield

1 _
0 < ~ImE < Gype ™ {lIpglp II* + 7116l I°} < 5C, (D247 e . (6.5)

The assertion of Theorem 2.2 now follows from the observation that 7 and p, are bounded
as d tends to zero and that

exp{~2p.} = exp { -0\ =1 (1+ O(ed)) }

7 Proof of Theorem 2.3

The proof uses the same ideas as the proof of Theorem 2.2 except that due to the strength-
ened assumptions on the function <, we can allow now a boost function p with |||l
exploiting asymptotically the full width of the analyticity strip, i.e. ||¢’||c tending to 7, as
d approaches zero.

The key to this is the representation of f(D;3) below when f is a meromorphic function.
For the sake of simplicity, assume that f has a single pair of complex conjugated poles in
Taom \ a1 ; an extension to any finite number is straightforward. Let the order of these
poles be N ; for the proof of Theorem 2.3 we will have to consider several meromorphic
functions made out of « with poles varying in order, not necessarily equal to m. Without
loss of generality, we also may suppose that the poles lie on the imaginary axis at z, = in, and
Zp - In view of the Schwarz reflection principle, it is sufficient to discuss the behaviour of f
around the pole in the upper half-plane and to translate the results by mirror transformation
to its counterpart; in particular, the integration contour @V in the Dunford-Taylor integrals
will always supposed to be symmetric with respect to the real axis, i.e. of the form 9V :=
KUK with a suitable upper branch K. By assumption, f can be expanded into its singular
and regular part in a pierced neighbourhood of z,,

N
=+ Je 0<|p—2z| <e.
g ooyt fal®), P~z

for some € > 0. Let K now be passing above the pole z,, but lying entirely inside L, ,
Then the residue theorem yields the following

Proposition 7.1 Let f obey the same requirements as « in (al)-(a2) and let f and OV
be as above. Then

N
Dis) = 3 (£ (Dia=2)* +Te (Dua=2)) + 5= [ (2)(Dig=2) ez,

k=1 27
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This proposition together with Proposition 3.5 yields immediately a bound on the boosted
operator:

C
15Dl € oy

note that the integral part can be uniformly bounded, since the integration path K can
be kept at a finite distance, independent of d, from the horizontal z = i||p'||, so that
this formula holds for all ||p'||« < 7, with an appropriate constant C. In view of the basic
decomposition (2.6) we thus have to investigate how we can apply this formula to b1, V-V?,
and V° and how this conditions the maximal ||p'||o to be chosen. For this recall that we
can interpret b and b1 as a simple rational function of uy. Choosing ||0'||e = 7,—d*/(™+1)

implies ||uvig,|| = O(dY(™*1)) and I tﬁp” = O(d~?m/m+1) | the order of the pole of v being
m. Since b—1 = —uy(2+uy)b and V-V = VO(b — 1) + Juy"b%? — 3u?y"2b?, we obtain
the bounds applying the above proposition and inequality (7.1) to the various powers and
powers of derivatives of v observing that ||b;3,|| is uniformly bounded.

(7.1)

But before stating all the necessary bounds in a proposition let us be more precise about
the choice of p. It shall be defined by formula (5.8) with n replaced by n,—d"/(™*1 and
P« by p.d~™/™*! where p. is a quantity uniformly bounded with respect to d to be fixed
later. Note that p, still denotes p(w). We also have to be precise concerning the weight

(p):

(p)? == p*+71, T := c.,d‘z"‘/"‘“.

Recall that 7 had been chosen to be a uniform bound on “ As is confirmed in the
next proposition this is again the case. All previous estlmates mvolvmg 7 used only this
property and remain thus valid. Notice that ﬁvﬁ p“ does not depend on p., ¢f. (7.1).

1

Proposition 7.2 With the definitions above and for d small enough
(i) there exist numbers ¢, and ¢, such that

—- - 1
sup [VS,| < ed™®  and (1) Wig ()M < cod T

0<-B<B1

(ii) There ezists a constant ¢ such that

|| e?ImVje™” ” <cd W e and I(p) e P ImWige™ (p) 7| < ce™ 2.

Proof: (i) The first statement is clear, the second statement is obtained as in Proposition 3.9.
We have here

2m

datr
.

e = max {d7= ([(6-D)igpll + V=V )ig,l)) } ;771 =

0<d<do

By the above discussion it is easy to see that ¢, is uniformly bounded in d. For (ii) we
can use the same algebra as in Proposition 6.1(i)-(ii). It remains only to prove the proper
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localization of the residual parts. We have, switching back to f as in Proposition 7.1 and
using the notation of Proposition 3.7, for some 1<k < N

Im (f_k 'r,-ﬁ(.zp)’c + Erw(z_p)k) =

Re f_xIm (r,-g(zp)" + r_ig(zp)k') + Im f_xRe (T,‘[,'(Zp)k — 'r_,-g(zp)kt)

= Re f_xIm (riﬁ(zp)k - Thiﬁ(zp)k) +Im f_tRe (Tiﬁ(zp)k - T-fﬁ(zp)k)-

The trivial identity A*—B* = (A—B)A*~! + B(A¥~! — B*¥-!) implies e=?(A4*—BF)e=* =
Sh2o Ble7?(A—B)e P Ak- 1 ¢, We obtain by Proposition 3.5

IA

kd= e (rig(z) —ris(z) )|
< ¢ Nd_%%e-zp';

e (ris(zs)* = r—is(25)*)e™?

for the second inequality use (6.4) and majorize k£ by N. We explicitly have ¢’ := |sin 3|(ny+
2dY/(m+1)  Taking the appropriate N for each of the functions concerned yields the result.

Recall that the crucial equations to be justified are (5.6) and (6.3) which means the
justification of the existence of B]; ,(E) and thus of Rlﬁ ,(E) . Of course we still would like to

use the resolvent equation (5.5) of Proposition 5.1, so we need ||(p)~ 1W',5,pR15p( o)l < 1,
which is impossible unless we make w smaller. We modify (4.3) by choosing

w = -Z-\@j-n(l—gdl/(mi)). (7.2)

We follow the proof of Lemma 4.2 in Appendix B. Applying Proposition B.1 with x =
£dVm+) we get:

ROV W @l/m+1)

Vk#] “ iB8,p OOk( )” = 2|smﬁf§d1/(m+l) - 2|Sinﬂ| &

Thus for d small enough choosing 1 > £dY/(™+V) > (¢ |sin §|~1d?*(™+1) implies
|V5,R R k(z)H < 1/2 and we obtain by the resolvent identity (B.4) and (B.5)

)
| sin B¢

Proceeding as in Proposition 5.1 we need that ||(p)~ 1W,ﬁ,pR,ﬁp( )(p)|| € 1/2, which is the
case if £ > 2c(V¢y|sin B|~!. Consequently

d—l/(m+1) ) (7.3)

| ) BYL(E) )| <

. 2B ) _
[@Rs,0)| < g™ and BB E)E) T < eodm,
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The inequality of Proposition 5.2 can be formulated now as

Re (Hl;, - B

i8,p

;2
(E) — E) > (cos 23—-2c¢y dl/(mﬂ)) (pz—%d‘m/(m“))

with the new, but nevertheless uniformly bounded (in d)

p.> ¢y +2cc,d M) 4 @2m/m)|Re E—E;|

2 cos 23— 2¢, d'/(m+1) ’
the inequality is, of course, to be interpreted in the form sense on D(p? ® I). Thus for
all sufficiently small d the formula (5.9) remains valid with p, = p'.d=™/(m+1) when 7 is
changed to 7, —dY(™*1) in the definition (5.8) of p.

Since also the algebra used for Proposition 6.1(iii) can be applied without change, we

just need to substitute corresponding constants to arrive at the following inequality replacing
(6.5)
0> ImE > —C (p? + ¢,) d~++3/(m+1) g=20.

for some constant C'. To conclude the proof, it remains to expand p,:

pe = (mp—d/(mD) (g V(25 -1) (1—€@V/m+1) _p;d—m/(mﬂ))

- %1/2]'—1 (1+0(@/™*))

and to notice that negative powers of d in the prefactor have no significance and can be
absorbed in the error term of the exponential decay rate.

A Proof of Lemma 3.4

Proof of Lemma 3.4: (i) By hypothesis (T — z)~! is bounded on the integration path and
f decays rapidly enough to make the integral converge in operator norm. Furthermore, the
integral does not depend on the path, since both the resolvent of 7' as a function of z and
f are analytic in the considered region. (ii) Since f(7') is bounded, it suffices to show that
(f(T)u,v) = (fsp(T)u,v) holds for all u,v € L*(IR), where f,,(T) denotes the operator
defined by the spectral theorem. One has

(falTuv) = [ () d(Esuv)

i f(2)
./m d(E,\u,v)g fav A—2z G

_ 1 f(2)
B %favdzfm A=z sl )
1

= o [ F@(T-2)"u0)dz = (F(D)u,v),
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where in the third and the last step we have employed the Fubini theorem.
(iii) It follows from the norm convergence of the integral that

B [ @Iz dz B ;ﬂ[ f(z) B(T—2)"'B~'dz = f(BTB™).

(iv) The operators U, are unitary for # € IR, and therefore ( (T))g = f(Tp) by (iii).
Furthermore, the resolvent (7p—z)~! is by hypothesis uniformly bounded on 9V for all
f € S,, and analytic in #. Thus the analyticity follows by the convergence in operator
norm of the integral, since the limit function of a uniformly convergent sequence of analytic
functions is analytic (see e.g. [Di, Thm. 9.12.1]). N

B Proof of Lemma 4.2

We need the following

Proposition B 1 Let RQOk( ) := (p% + Ex — 2)7!, where 0 < || < min{f,a}. Letw >0
be defined by w? = (1-k)(E; — E;_;), where & € (0,1] and ¢V := 8V/3. Then for all (k,d)

such that .
> > ___.__d2 B.l
b2 w2 72| sin | ’ ( )

all z € Dr and €=0,1,2 one has

(1)
; £ p00,7-1 < c 2-¢
() eI RS @) < mmm s and

>t Vk#34,4-1.

s £ p00,k
) o RS < 55

Proof : We first estimate Rj3*(2), k # j. Define (:=z — E; and Ajx = E; — Ej. If
1 PR ,
~§.~;AJ~J_I <Re(<0 and Ime (> EnAj.j_lsm B, (B.2)

then one obtains by simple geometric considerations

k<j-—1, |

RM(z)|| < i—} ks 4

2
Jr <2
i3 (-Z)” = |51n ﬁ|Aj,k

and
2

” ~ |sin B|kA; ;- 1

00_7 l(z
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The condition £ > (w?|sinf|)~}||V?||d? is sufficient to ensure that Dr is for all j > 2
contained in the domain described by (B.2) and we have, of course, ||[V°|| < 7. Thus the
case £ =0 is proven noticing that |Ax;|™! k # j, is uniformly bounded by (372)~'d?.

To treat the case ¢ = 2 we write

@w“um=§§gﬁuw — By + 2)REH2) .

The first factor is uniformly bounded by v/3 for |3| < 7 - Again simple geometric consider-

ations suffice to bound the term |Ej — zHlROO *(2)||. Note that the overall constant is made
d independent by condition (B.1).

The remaining case £ =1 is handled by the inequality

“(p)RDOk ROOk ”1/2”@ 2R00k )“1/2 B
Proof of Lemma 4.2: For ¢ = 0 observe that by replacing x with £d one has
M+ d 1
c\Mr
V3, RE N < WEMIRR I < 5oz < 3 (B3)

by the condition on £, uniformly for all z € Dr and k # j, so that by the above estimates
the bounds follow immediately in this case. To prove the estimates in the case £ = 1 we use
the resolvent identity

(PYRY(p) = (D)RZ*(p) + (P)RE*VS, (1+RB*VS,) ™ RIS (p). (B.4)
This yields

2 oo::z 001: ” ,ap“
IOV R @] < @RS )| + || ) R N ” RGN

Vil IIRi* (2)]]
IIV" ARG )

< 2|’ Rigs(2)| (B.5)

using in the last step (B.3), and in the second to last step the fact that ROOk(z) is a
multiplication operator. So the bounds follow again easily. H}

sn@%W(WWMmm)u
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