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Introduction

Non-relativistic quantum mechanics was founded on the correspondence principle of
Bohr : “When the Planck constant & can be considered small with respect to the other
parameters such as masses and distances, quantum theory approaches classical Newton the-

»

ory”.

Making the Planck constant small in equations of quantum mechanics is a rather singular
limit and then many difficult mathematical problems occur. Until the years 1960/70 the
mathematical tools used came essentially from perturbation theory (like for example in the
book of Kato [92]). In the seventies, Maslov and Hérmander introduced a new efficient tool
which is now known as microlocal analysis and which contains in particular an accurate cal-
culus for classes of operators defined by Fourier integrals which is suitable for constructing
approximations for quantum propagators.

The goal of this report is to show how some mathematical problems arising in semi-classical
approximation have been solved using ideas coming from microlocal analysis, i.e Fourier
analysis in the phase space of the classical mechanics.

Let us say that all the Hamiltonians considered here are smooth. In particular Coulomb

potentials are not considered. Singular potentials need a separate study (see for example
(88]).

In this survey the following topics will be considered.

1. Propagation of quantum and classical observables. How can the classical evolution be
recovered from the quantum evolution?
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2. Time dependent WKB approximations.
3. Trace formulas and eigenvalue asymptotics.
4. Quantum signature of classical chaos.

5. Scattering states, limiting absorption principle, asymptotics for the spectral shift func-
tion (scattering phase).

6. Propagation of coherent states or wave packets.

The parts 1 and 2 introduce the main technical mathematical tools used in the paper. In
the other parts we present more advanced results obtained during the last fifteen years on
the subject. The title of this survey is quite general. The topics we have selected here reflect
only the knowledge, the ability and the taste of the author.

I would like to thank the organizers of the Ascona conference (June 1996) on “Mathematical
Results in Quantum Mechanics”, W. Amrein, M. Demuth, G.M. Graf, P. Martin, the partici-
pants of this conference, in particular R. Brummelhuis, M. Combescure, for their remarks on
a preliminary version of this survey and P. Hislop for his careful reading of the manuscript.
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Main Notations used in the paper

X = R" with its natural Euclidean structure. For z € X,
1 F
= (21, ,Zn), |2| = (23 + - -+ 22)7 and (z) = (1 + |z|*)'/?

X* is the dual space of X, Z = X x X* is the phase space, the natural duality between
AX*and X isdenoted by < 2,6 >,z € X, £ € X*.

S(X) is the Schwartz space of smooth, rapidely decreasing complex valued functions
on X.

S'(X) is the Schwartz space of tempered distributions on X.

L(E, F) is the linear space of linear continuous maps from E to F where E, F arc
topological linear spaces.

If £ = F is a Hilbert space, the norm on E and the operator norm onC(E, E) are both
denoted by || - ||, when it is not confusing.
If T is a linear operator in E, T™ denotes the adjoint of T

For z € C, RNz is its real part, Jz its imaginary part, |z| its modulus, Z the conjugate
of z.
For z € R, z; = max(z,0), z_ = max(-z,0).

If u(h) is a complex valued function of h €]0,1], and {u;} a sequence of complex

numbers,
gy =y mld
320
will denote an asymptotic expansion in the sense of Poincaré : VN € N, 3Cy such

that
i=N

lu(h) — " u;h®| < CnRN*Y, VA €0, 1].
7=0

V is the gradient operator on X, D, = ¢7'V.

The following notations are also used:
Vi=0,:=2,00=0%...92, DY ={1elg2 where
ol =0y + - + o,

A is the Laplace operator on X, A =3}

6'2
dz;?-
H denotes a generic classical Hamiltonian and H denotes a quantization of H.

If F' is a finite set, #F is the number of elements in F'.



Robert 47

1 Propagation of Observables

1.1 Hamiltonian classical mechanics

Let us begin with a quick review of classical mechanics to introduce our notation. (For
more details see Abraham-Marsden [1] or Arnold [9]). Let us start with some well known
facts in classical mechanics. Let us denote by X' = IR" the configuration space of a classical
mechanical system with n degrees of freedom. The corresponding phase spaceis Z = X x X*
which is a symplectic linear space equipped with the symplectic form defined as

oz, &y,m) =& y) - (nz), z,yeX, {,ne X"

A classical Hamiltonian is a smooth real function # : X x X* +— R. The basic example is
2
H(z, &) = LL 4 v(2) (m > 0).

2m
The motion of the system is determined by the system of Hamilton’s equations

dx oH

prE TG

d¢ O0H

= —5;(11,5)- (1.1)

The equations (1.1) generate a flow @ on the phase space Z, defined by &% (z(0),£(0)) =
(z(t),£(1)); ®Y, = 1. Y, exists locally by the Cauchy-Lipchitz theorem for O.D.E. But we
need more assumptions on H to define @, globally on Z. Moreover, 9%, when it exists, is
a symplectic diffeomorphism (canonical transformation) group of transformations on Z, i.e
it leaves o invariant and satisfies ®}° = @4, - @3,

Some elementary examples :

1) H(z£) = & Oh(z,€) = (z +t5, &), the flow is free motion along straight lines.

2m? m

2) Hz,&) = 55 + 25, @4 (2,€) = (2(1),&(1)), with,
() = zeos(— € gin(t
) = :L(,Ob(\/ﬁi) +—= %m(m), (1.2)
£ty = — 777,3:sin(—t——)+fcos(—t-——). (1.3)
m m

So we see that ®t; is a periodic motion along ellipses in phase space.

The main general properties satisfied by ®%; are volume conservation and energy conserva-
tion. That means that the Lebesgue measure on Z is preserved by ®% and the level sets
g =HYFE) ={z € Z, H(z) = E} are invariant under ®%,. Furthermore, if E is not a
critical value for H (i.e VH(z) # 0 for z € £g), we can define the Liouville measure on g
by dLg = I%E_f% which is invariant under ®' (dXg is the natural Euclidean measure on Xg).
Let us recall here a proof of this last property which will be used later.

Let f be a smooth, compactly support function on Z such that for z € supp(f) we have
VH(z) # 0. Then we have the following formula :

Lf(Z)dz = /R (_/ZE f(z)dLE(z)) dE. (1.4)
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We can deduce, for each fixed Ey, the following identity

d
dE Eo<H(z)<E

f@)dz = [ f(2)dLe(2) (L.5)

So the volume invariance of ®% in Z implies the invariance of the Liouville measure on Xp.
A particular and interesting case appears when X g is a compact subset of phase space. With
this property, the Hamiltonian flow is well defined, at every time t € R, on . Moreover
the Liouville measure can be normalized as a probability measure vg on X, dLg = yedvg,
where YE = LE(EE).

A classical observable A is a complex valued function (or a Schwartz distribution) defined
on phase space Z (Examples: coordinates of position z;, coordinates of momentum &;, kinetic
energy, etc...).

The time evolution of a C''-smooth, time independent observable can be easily computed

d
ZA@'(2) = {H, A}(@'(2)), (1.6)
where { H, A} is the Poisson bracket defined by

{HA}—af-a—fi—a—H-a—%. (1.7)

Remark 1.1 1) (1.6) is equivalent to (1.1).
2) The Poisson bracket is preserved by @Y.

3) A is constant along a trajectory of the motion of the Hamiltonian H if and only if the
Poisson bracket {H, A} vanishes along this trajectory.

1.2 Quantum evolutions

Let us start with the usual Schrodinger equation

aw R
ihor = —o =0 + V), (1.8)

2 . . .
where A = 31¢j<n %, t = (z1,---,Ty), are coordinates for x and V is a real function
=J=" 0zj

(potential energy) defined on the configuration space X.

Under mild conditions on V', the Schodinger equation has a unique solution (¢, z) with
P(t,.) € L*(X) where ¥(0,z) = vp(z) is the given initial data. For example, if V' is

bounded below and V' € L (X) then H is essentially self-adjoint (i.e there exists a unique

self adjoint extension of H as a unbounded operator in L?(X) starting from the space of

smooth, compact support f_unctions, see [93]). The quantum evolution is driven by the

unitary group Uy (t) = e % ¥ defined by the functional calculus [121].

Now let us introduce a quantum observable A, i.e a self-adjoint operator in L?(X). The
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time evolution is given by A(t) = Uy (—t) AUy (t) and satisfies the Heisenberg-von Neumann
equation
dA(t)
Cdt
where [H, A] is the commutator HA — AH. For the moment, we will not be careful about
the domain of definition of these operators.
Because we are concerned here with the correspondance between classical mechanics and
quantum mechanics, we shall consider quantum observables with a classical analogue, in
a suitable sense. So we have to define a correspondence between quantum and classical
observables A <+ A according to the Bohr prescription :
(i) A > A is linear
(ii) position observables : x; ¢+ &, : multiplication operator by z;
(iii) moment observables : & <> éj . differential operator ?%
Let us remark that if the observables A, B depend only on the position variable (or on the
moment variables) then A-B = A.B but, this is no longer true for a mixed observable. This is
related to the non-commutativity for product of the quantum observables and the Heisenberg
identity. More explicitly we have [i‘j,éj] = ih so, the quantum observable corresponding to
x1&; is not determined by the rules (i), (ii), (iii).
We do not want to discuss here the quantization problem in its full generality (see for example
[55]). One way to choose a reasonable and convenient quantization procedure is the following,
which is called the Weyl quantization (see [84]). Let L¢ be a real linear form on the phase
space Z, where ( = (a, ), L¢(z) = {(,2), a € X*, f € X. E is a well defined quantum
Hamiltonian (i.e a essentially self adjoint operator in L?(X)). Its propagator Wc(t) = e
can be easily computed; for 1) € S(X), we have explicitly

_ %[ﬁ,fi], (1.9)

We()(z) = ereE+E82y (4 4 1), (1.10)

So, the Weyl prescription is defined by the conditions (i), (ii), (iii) and

(iv) e'the 5 We(t). )
Let us consider a classical observable A € §(Z). The inverse Fourier formula, where A
denotes the Fourier transform of A in variable z € Z, gives

A(z) = (2m)~2 /Z A(Q)ei ¢ d.

A is clearly uniquely defined by the rules (i) to (iv). More explicitly, for 9 € S(X), we have

Ay = @m)7™ [ AQW()dc (L.11)
and with more computations, we get the usual formula
Ayp(z) = (2nh)™ [ [ A (J"c *2’ y,g) e ey (y) dydé. (1.12)

Sometimes, we shall use also the notation A = Op*A (h-Weyl quantization).

Let us introduce now a suitable set of classical observables for which the /i-Weyl quanti-
zation will have nice properties.
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Definition 1.2 A € O(m), m € R, if and only if Z A Cis C® in Z and for every
multiindex 7y there exists C > 0 such that

l(’)z“f (2)] £ C(z)™, Vz € Z.

Let us denote O(+00) = Un,O(m). We have obviously N,,O(m) = S(Z).
For every A € O(m) we have the following elementary properties:

1. Ais a linear continuous mapping on S(X).

—~

2. A* = A and A is a linear continuous mapping on &'(X).

We have an operational calculus defined by :

The product rule for quantum observables

Let A,B € S(Z). We look for a classical observable C' such that A- B = €. Some
computations with the Fourier transform give the following formula

h
C(,€) = exp(-0(Da, De; Dy, Dy))n (2, €y, )l =G (1.13)

where ¢ is the symplectic bilinear form introduced above. By expanding the exponent we
get a formal series in h:

0=

Lg[,_.

0(Dz, Dg; Dy, Dy)Y ay (z, €)az(y, 1) @)= - (1.14)

t\blea

We can easily see that in general C' is not a classical observable because of the h dependence.
It can be proved that it is a semi-classical observable in the following sense.

Definition 1.3 We say that A is a semi-classical observable of weight m if it exists hg > 0
and a sequence A; € O(m), j € N, so that A is a map from |0, hy] into O(m) satisfying the
following asymptotzc condition : for every N € N and every v € N*" there ezists Cy > 0
such that for all h €]0,1[ we have

% (A(h,z) = Z thj(z))

Ay is called the principal symbol, Ay the sub-principal symbol of A.

The set of semi-classical observables of weight m is denoted by Os.(m). Its range in L(S(X))
is denoted Oz (m).

—m

sup(z) z Oyt (1.15)
Z

Now we state the product rule
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Theorem 1.4 For every A € O(m) and B € O(p), there ezists a unique C € Os.(m + p)
such that A - B = C with C = Tiso I C;. The C; are given by

B, &) = = (=" D592 A).(D28? B)(x
J(.’l,‘f)—glaz:m:j (Y!ﬁ! ( TEE )( L€ )(135)

Corollary 1.5 Under the assumption of the theorem, we have the well known correspon-
dence between the commutator for quantum observables and the Poisson bracket for classical
observables, ﬁ[A, B] € Os(m + p) and its principal symbol is the Poisson bracket {A, B}.

Let us recall also some other useful properties concerning Weyl quantization. Detailed proofs
can be found in [84] and [122].

e if A€ O0) then A is bounded in L2(X) (Calderon-Vaillancourt theorem).

e if A€ L*(Z) then A is an Hilbert-Schmidt operator in L2(X) and its Hilbert-Schmidt
norm is
A —n/2 2 /2
IA|lns = (2nh)™ ([7 Al dz) '
o if A€ O(m) with m < —2n then A is a trace-class operator. Moreover we have

tr(A) = (QWTL)"‘/ZA(z)dz. (1.16)

e A, Be L*Z) then A- B is a trace class operator in L2(X) and

tr(A - B) = (2rh)" /A

Now, we come to the main result of this section which gives a proof of the correspondence
between quantum and classical dynamics. As we shall see this theorem is a useful tool for
semi-classical analysis although its proof is an easy application of Weyl calculus rules recalled
above. The microlocal version of the following result is due to Egorov [49]. R. Beals [17]
found a nice simple proof.

Theorem 1.6 (the Semiclassical Propagation Theorem) Let us consider a Hamilto-
nian H € O4.(2) satisfying :

|07H;(2)| < Cy, for [7y|+75 > 2; (1.17)
h*(H — Hy — hI,) € O,.(0). (1.18)

Let us introduce an observable A € O(m), m € R. Then we have :
(a) For h small enough, H is essentially self-adjoint in L*(X), with core S(X), hence the
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quantum evolution Uy (t) = Oxp(—%f.{) is well defined for all t € R.

(b) For each t € R, A(t) = Uy(—t)AUy(t) € Oy(m). Its symbol has an asymptotic expan-
sion, A(t) < ¥jso W A;(t), in Os(m), which is uniform in t, for t bounded. Moreover A;(t)
can be computed by the following formulas

Ag(t,z) = A(DY(2)), (1.19)
t
At z) = f{A(«pf),Hl}qﬂ*f(Z)dr (1.20)
0
and for j > 2, by induction,
t
A= X D) [(0H)EC0S A)@N@ T (@)dr,  (1.21)
H"'ﬁ,)};f_:{“

with

(=) = (1) | as
alp12lal+1A] |

e, B) =

Sketch of proof
We admit here that H is essentially self-adjoint (for a proof see [122]).
Let us remark that, under the assumption of the theorem, the classical flow for H, exists
globally. Indeed, the Hamiltonian vector field (J¢ Hy, —0.H) has a sublinear growing at
infinity so, no classical trajectory can blow up in a finite time. Moreover, using usual
methods in non linear O.D.E (variation equation) we can prove that A(®') € O(m) with
semi-norm uniformly bounded for ¢ bounded.
Now, from the Heisenberg equation and the classical equations of motion we get

d

T Un(=8)A(t = 5)Un(s) = (1.22)

Un(=9) {F10. Zaft = )] = {(H, AaH(@'~*)} Ui (),

where Ag(t) = A(P!). But, from the corollary of the product rule, the principal symbol

of ﬁ[H Aot — 8)] — {Hf,;lo}(fbt‘s) vanishes. So, at the first stage, using the product rule
formula, we get the approximation

Un(—t) AU (1) — Ao(t) = (1.23)
t . -
[ Un=s) (318, Aa(t - 9] - {H, A0}2*~*) Un(s)ds.
Now, it is not difficult to obtain, by induction, the full asymptotics in h. (]
Remark 1.7 If H = H, is a polynomial function of degree < 2 on the phase space Z then
the propagation theorem assumes a simpler form : A(t) = A(®Y;) and the remainder term is

null. This comes from the following ezact formula, for all B € O(+00):

%[ﬁ,é} — (A.B). (1.24)
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In particular for H = L; we have

W(¢)BW (=¢) = B, where B((z) = B(z — (). (1.25)

As a first application of the propagation theorem we show how to recover the classical
evolution from the quantum evolution, in the classical limit & », 0. Let us introduce the
standard Gaussian function ¢y (z) = (7h) =" exp (—E};), and the Gaussian ¢, = W (=)o,
peaked at the point ¢ of phase space.

Corollary 1.8 For every observable A € O(m) we have

(AU (t)pe, Un(t)pc) = A(P(C)) (1.26)

lim

AN
and the limit 1s uniform in time t on every bounded set.
Proof

Let us introduce the orthogonal projector, Il,,, on v and its classical analogue my, such
that 7, = Iy, (i.e 7y, is the Wigner transform of ?). A direct computation gives

122
Tyo(2) = ome=t5-.

Now for every B € O(m) we have
(Bl/,’(h ?!)0) = tl'(BHU,O) (127)
2
= (wh)™ | B(z)exp(— @ dz. (1.28)
h
!
But we have

(AUL (D)o, Un(t)pc) = te[W (Q)Un (1) AUx ()W (=¢)TLy ).

So by the propagation theorem we easily get

s g Ty . . “—n , _L? .
(AU ()oc, Un(D)p0) = lim(en)™ [ A@'(z + ))e™Fdz (1.20)
= A(@4(0)). (1.30)

Remark 1.9 The last result has a long history beginning with Ehrenfest (1930) and contin-
wing with Hepp (1974), Robert [122], Wang [139]. In particular Wang proved that it can be
extended to time-dependent Hamiltonians and unbounded observables.

Corollary (1.8) still holds for more general Hamiltonians, but the proof requires more refined
localization in the phase space (see below).
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Now let us give a geometrical interpretation of the above results by introducing the notions
of essential support and frequency set. These notions are the analogue for the semi-classical
approximation of the wave front sets in optics and micro-local analysis [84].

Let us begin with the following definitions.

Definition 1.10 (A. Voros[138]) Let us consider a map : 0, hio[2 S'(Z).

1. A 1is said to be negligible (semiclassically negligible) in an open subset V of Z if for all
B € C§°(V) we have

(A(h), B) = O(h™).

2. The essential support of A, denoted by ES[A], is the closed subset of Z defined by :
ES[A] is the complement of the greatest negligible open set of Z for A.

9. If A is a map from )0, ho| into L(S(X), (X)) we call the essential support of A the
set ES[A] where A is the Weyl symbol of A (A € §'(Z)). We shall use the notation
ES[A] = ES[A].

Remark 1.11 The Weyl quantization can be extented so that to every A € S§'(Z) we can
associate A € L(S(X),S'(X)) and the correspondence is bijective. This is the Weyl analogue
of the Schwartz kernel theorem (for a proof see[122]). A natural formula , extending the trace
duality, is the following. For u,v € S(X) let us denote by m,, the Weyl symbol of the rank
one operator : P+ (1, u)v,

(Au,v) = (20h) ™A, Ty, (1.31)

Tuw @5 called the Wigner function of (u,v).
A related notion is the following

Definition 1.12 (Guillemin-Sternberg [62]) Let Q be an open subset of X and consider

a map |0, ho) L D'(Q). The frequency set of T, denoted by FS[T], is defined as a subset of
the phase space Z, by its complement, as follows :

we say that zo = (x0,&) € FS[T) if there exists a neighborhood U x V' of (x0,&) in X x X*
such that for every v € C§°(U) and every € € V we have

(Y(x) exp(—ih ™z, €)), Tu(h)) = O(h™), (1.32)

uniformly in € € V. T,(h) means that the distribution T'(h) acts in the z- variable.

FS[T] is clearly a closed subset of the phase space Z. The proofs of the following results
can be found in [122]. Let us consider a h dependent state v(h) for h €]0, hy|, satisfying the
condition

(f) there exists M, ¢ € IN,C > 0 such that ||(=h2A + |z|2)"Myp(h)|| < Ch7

Let us denote by (k) ® 1(h) the operator u — (u,y(h))y(h).
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Proposition 1.13 Under the condition (f) we have

ES[(R) ® % (1)) = FS[y].

Moreover the following conditions are equivalent

1. 2y — (.’I?(),f()) ¢ FS[I/J]

2. There exists an open neighborhood w of zy such that

VA € CP(w), (Ap(h),v(h)) = O(h™).

3. There exists some A € O,.(m) such that A(z9) # 0 ( Ag 15 the principal symbol of A)
and || A (h)|| = O(h™).
Example 1.14 1. FS[p.] = {¢}.

2. Let us us consider a WKB state : ¢(h) = a(z) exp(ih™'S(z)) where a is a smooth
complex valued function and S s a smooth real valued function. The non stationary
phase theorem [121] easily gives

FS[y] C {(z,&), z € supp(a), £ = VS(z)}.
Now we come to the following geometrical interpretation of the propagation theorem

Proposition 1.15 Let us consider the Schridinger equation

oy -
h—— = Hi 1.33
(L 8t l/)) ( )
@D(O) = U)Oa
where ||Yy|| = 1 and H satisfies the assumption of the propagation theorem. Then we have :

FS[y(t)] = &%, (FS[¥]), Vt € R.

Proof

If 2 ¢ % (FS[th]) then there exists B, € C§°(Z) such that B_,(®% (z)) # 0 and
| B-«Ltpo|| = O(R™). Now let us consider B = Uy (t)B_ Uy (~t). Then we have By(zo) # 0
and ||By(t)|| = O(R™) so 2z ¢ FS[(t)]. Using that ®%; is a diffoomorphism we get the
result. ]

Remark 1.16 For an extension of the notion of the frequency set, taking into account
growth in the momentum variable (like in microlocal analysis), see Colin-Parisse [35].
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2 Time Dependent W.K.B Approximations

The starting point of the Wentsel-Kramers-Brillouin approximation for an h-dependent quan-
tum state, ¥(h) € S'(X), is the following ansatz

Yn(e) = [ N0 A(h, 5, 0)d0. (2.1)
where © = R" is some Euclidean space (“frequency variables set”),

¢ is a real phase, and A a complex amplitude which satisfies A(h, z,0) < 3,50 ijAj(.v;, f) in
a suitable sense to be defined. In particular 1(h) can also be the Schwartz kernel of some
quantum observable, by replacing the representation space X by X x X.

The main application we have in mind is to the propagator of the time dependent Schrodinger
operator K (h,t,z,y) which is the Schwartz kernel of the unitary operator Uy (¢) introduced
in section 1. So K'(h) satisfies

'ih%]((h, fny) = f}K(h, t,Y), (2.2)
K, 0,z,y) = d(z—y). (2.3)

The ansatz is to write
KB domm) = /@("ﬁ ‘f’“’”’y)fl(h z,0,y)do. (2.4)

To give a rigorous meaning to (2.1) and (2.4) we review now some facts on classes of Fourier
integrals.

2.1 Fourier Integrals

We shall assume that the phase ¢ satisfics the following cenditions,

¢ € C®(X x ©,R),and ¥y € NV*" 3C > 0, such that

107 0¢(x,0)| < C{(x,0))" 1+, (2.5)
3C > 0 such that C™((z,0)) < ((Vaed(z,0), 7)) < C{(z,0)) (2.6)

and that the amplitude A satisfies,

A(h) € C®(X x ©,€),and 3m € R,Vy € N¥*"3C > 0, such that
|07 0 AR, x,0)| < C((z,0))™. (2.7)

We shall denote by T'(¢, A, h) the distribution defined by the r.h.s of (2.1), when it has a
meaning. So we have, for ¢ € §(X),

(T($, A, 1), ) = /@xk N0 A (B, 3, 0)p(x)dOdz. (2.8)
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Now we recall the principle of the non stationary phase method in order to give a rigorous
meaning to the above Fourier integrals. Let us introduce x € C§°(R), x(u) = 1 for u €
[—1,1]. To use assumption (2.7) we split the amplitude into two pieces,

A(h,0,2) = AYh,0,z) + AV (h,2,60), where (2.9)

AO(h 2, 0) = x (%) A(h, 0, x). (2.10)

To (2.9) corresponds the decomposition
T(, A, 1) = T(¢, AV, 1) + T, AV, ).

By choosing € > 0 small enough (independently of i) we can see that on the support of
A we have @ (0) < C(z). Consequently, (T'(¢, A9 1), ) is well defined as an absolutely
convergent integral. To define T'(¢, AV, h) we use an integration by part procedure. On the
support of A we have |V, 40| # 0. We introduce the differential operator in X x ©

Vazop- Vi
A= Yzo? L (2.11)
i|Vzop(z,0)|
which satisfies _ A
hAeh ' = g T'e, (2.12)
By applying a large enough power of A, we get an absolutely convergent integral
(T(p, AV 1K), ) = hk[ ei"_]d’(x’g)(tA)k(A(l)(h,.1:, 0)p(z))dzdd, (2.13)
Xx0

where ‘A is the transpose of A. So we define a temperate distribution T'(¢, A, ) by putting

(T(¢, A, 1), ) = (T (¢, A9 h), ) + (T(¢p, AV, 1), ), (2.14)

where the r.h.s is well defined by (2.9). This definition is independent of the procedure as we
shall see now. Another logically independent way to define the Fourier integral (T'(¢, A, 1), ¢)
is to pass through the limit with a cutoff. Let us introduce some F € S(X x Q), F(0) =1,
and denote A, = F(ex,ef)A(x,0). Combining integration by parts and the dominated
convergence theorem, we can prove the following proposition (see [74] for detailed estimates).

Proposition 2.1 For every ¢ € §(X),

im(T'(¢, Ae, 1), @) = (T(, 4, 1), ), (2.15)

where T'(¢, A, h) is the tempered Schwartz distribution defined by (2.14).

Let us recall, as an elementary application of this proposition, the Fourier decomposition
g |

theorem §(x — y) = (2wh)™™ [, e @=vm gy,

We can now define a large class of Fourier integral operators. Let us introduce ¢ and A
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defined in X x © x X where the above assumptions are satisfied by taking © x X as a new
frequency set. Furthermore we assume that ¢ satisfies

3C > 0 such that C™'{(z,0,v)) < ((Vigé(z,0),2)) < C{(z,0)), (2.16)
C™H(z,0,9)) < {(Voub(0,9),9)) < C((x,0,9)). (2.17)

Under assumptions (2.16), using the oscillating integral procedure, we define a continuous
linear operator from S(X) into §'(X) by

(Z(4, A, )1, p2) = ] D A(h, 2, 0) 1 (y) pa(x) dOdyda. (2.18)

AxOxX

The basic properties of this class of Fourier Integral Operators (FIO) are summed up in the
following

Proposition 2.2 (see [74]) 1. Z($, A, h) is a continuous linear operator in S(X) and
we have the following properties

2. The adjoint operator I(¢p, A, h)* is in the same class, I(p, A R) =I(¢*, A*, ), with
¢ (z,0,y) = —¢(y,0,z), A*(z,0,y) = A(y, 0, x).

3. I(p, A, h) is a linear continuous operator in S'(X).

4. The product of two FIO s a FIO. More precisely,

I(¢1,A1,fb) 'I(d)Q,AQ,h) :I(gﬁ,A,h), (219)
where
&= (—)l MK R @2, (220)
A(l’,9, Z) = A1($,01,y)A2(y,02,2), (221)
QS(Q?, 01 Z) = QSI(I’BU U) ¢ @52(%92»2); (222)

with § = (0y,y,02). In particular A € O,,(X x © x X) where m = m; + my and
Ai € On(X x 6; x X).

Remark 2.3 For applications it is often necessary to consider more restrictive classes of
amplitudes.

2.2 Semi-Classical Approximation of Quantum Propagators

To be specific let us start with the basic example of quantum Hamiltonians defined by

H(V)=-hRA+V, (2.23)
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where V' is an electric potential which is assumed to be smooth and satisfy the following
decay estimates,
Vo, multiindex, 3C, such that Va € R",

|02V (z)| < Cqfz)@lels, (2.24)

More generally H can be choosen as in the propagation theorem. We shall see later that
this growth condition can be overcome by using a suitable localization, In particular for
application to bound state energies.

From the above considerations, we make the following ansatz for the kernel of the propagator
of the Schrodinger Hamiltonian,

K(ht,,y) = (@rh)™ [ oS- (5 1 Ay(t, 3,))dn, (2.25)

720

with the following conditions at time ¢ = 0,

S(0,z,n) = (z,n), (2.26)
AO(O:I:U) = 11 (227)
A;(0,z,m) =0, forj > 1. (2.28)

Now by writing the equation

(m% — HK(h,-,y)) =0

and formally computing the h-expansion, we get the following equations

0,S(t,z,m) + H(z,0:5(t,z,m)) = 0, (2.29)

which is the Hamilton-Jacobi (or eikonal) equation, and the transport equations

zatAO(t z, 77) = ﬁ(l‘,"’?a Dx)Ao(t,l',??)a (230)
AD(O x, 77) = 17
zat (t z, 7]) = E(mana Dz)AJ(taTan)+FJ(A0)7A]l)1 (231)
A;(0,x,n) = 0, (j>1),
where
L{x, 1, D)8 = 6:H - D B + (2i)_1[tr(3§,£H($, 0:5) 83:5 + ai,pH(cz, 0:5)|B
and Fj is a polynomial expression in a finite number of derivatives of Ay, -, A; with uni-

formly bounded coefficients.

Under our assumptions, the derivatives of order > 2 of H are uniformly bounded, hence we
can solve the equations (2.29) and (2.30) for |¢| small enough. So we have a sequence of
approximations Uy y(t) for Uy (t) which satisfy

Theorem 2.4 ([73]) There exists T > 0 small enough such that
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1. The Hamilton-Jacobi equation (2.29) has a unique solution S(t,x,n). Moreover it is
the generating function of the flow ®Y; 1.e, we have

@4 (2,0:5(t,z,m)) = (8,5(t,z,7),7))

and satisfies

|0YS(t,2)| < C(z)u‘h”*.

2. The transport equations (2.30) have a unique solution A;(t,z,n), solved by induction,
defined and C®-smooth in [-T,T] x Z, and satifies estimates

|0F0) A;(t,2)| < C, Y(t,2) € [-T,T] x Z.

3. Let us introduce the Fourier-Integral operator :

Unn(t)p(z) =
(27rh)_”/ et Stz =(ym) ( S° WAt 2,n))e(y)dydn. (2.32)
z 0<G<N
Then we have a remainder term estimate in L*-norm
sup [|Up(t) — Ugn (1) = O(AY). (2.33)

1t<T

Sketch of proof (see [122] for details)

The Hamilton-Jacobi equation is solved by the usual method (integration along the classical
flow). The time T is determined by the presence of caustics. Furthermore we have here to
take care about the estimates. The transport equations are solved by induction and direct
integration along the classical flow.

The error estimate is a consequence of the above equations which give

-

(ihd, — H)Unn(t) = Ry (h,t), (2.34)

where Ry (N, t) is a Fourier-Integral operator

Ry (h,t)p(z) = (27rh)_"[ eiﬁ_l(s(t'“’)‘(y’"))rN(h,t,:r,n)d:x;dn, (2.35)
z

where the amplitude 2= ~"'ry(h,1,) is in O(0) for t € [=T, T}, h €]0; ho). From this we can
prove there exists C' > 0 such that

|Rn (R, t)|| < CRN*1 Yt € [=T,T), Yh €]0; hy). (2.36)

Now we want to construct approximations for Uy(t) for every time t. This can be
done using the group property. Let us fix 7} €]0,7/2] and consider the time interval ¢t €
|kTy, (k + 1)T1[. Assume first £ > 1. We have

Un(t) = Un(t — kKTy) - Up(Th)*,
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which can be approximate by

Vi (t) = U (t — kT4) - Upv (Th)*
We can get easily, from the Theorem (2.4), that the following estimate is true

sup [|Un(t) — Van(t)]| = O(AY). (2.37)

kT <t<k+1

It remains to show that Vy n(t) is a Fourier-Integral operator. By applying the product rule
for F1IO (2.2), we get Vy n(t) = Z(¢, B, h) with

(f)(t) .’L',O, y) == S(t - lea-Tunk-i-l) - (yk+1,7]k+1) + Z S(Tl:yj-{-lanj) - (yhn]))

1<j<k

Y=, 0= (M, Y2, Yet1, Tepr) € (RP)FH

j=k
B(fl,t,.’l?, Hay) = A(N)(h,t - lesw’nk+l H A(N)(h',Tl,yj+1:nj)s
1=1
where .
A(N)(h,t,:c,n) = Z At z,n).
0<j<N

We have an analogous formula for £ < —1 by taking the FIO
Vi (t) = Ugn(t — kT1) - Uy n(=T1) 7%

In particular (2.37) still holds.

From this we can easily compute the frequency set of the Schwartz kernel K(h,t) of Uy(t)
using the non stationary phase theorem.

Corollary 2.5 We have the following result

FS[K(h,t)] = {(z,&,y,—n) € Z x Z, Oy(z,€) = (y,n)}.

Remark 2.6 A lot of methods have been introduced to compute semiclassical approzima-
trons for Uy(t). The most popular in physics is the approach by Feynman integrals which,
although very intuitive, is hard to prove rigorously. Recently Ben-Arous and Castell proposed
a probabilistic approach using an almost analytic extension from the heat kernel [1/]. The
analytic approach explained here gives a quite complicated Fourier-Integral Operator, when
the time t becomes large, because caustics may appear. Hence, to get a better representation
we have to use the Hormander-Maslov theory (see [54, 84]). In section 6 of this survey we

shall present another approach, using coherent states, which avoiids the difficulties coming
from caustics.
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3 Trace Formulas and Eigenvalue Asymptotics

In this section we will consider the stationary Schrodinger equation and its bound states, i.e
(H-E)=0, E€ER, ¢ e L*(X),|[y||=1. (3.1)

The most popular example is the harmonic oscillator H = —h2A + |z|2, for which one can
compute an explicit orthonormal basis of eigenfunctions in L2(X) (bound states), 1, with
eigenvalues E,(h) = (2|a| + 1)h.
Let us introduce some global assumptions on the Hamiltonians we want to consider here.
We start with a quantum Hamiltonian H coming from a semiclassical observable H. We
assume that H(h, z) has an asymptotic expansion:

H(hz) =< Y WH(2), (3.2)

0<j<+00
with the following properties:
(Asy) H(h, z) is real valued , H; € C*(Z).
(Asy) Hp is bounded below : there exits ¢ > 0 and vy € R such that ¢y < Ho(2) + 7o.
Furthermore Hy(z) 4+ is supposed to be a temperate weight, i.e there exist C > 0, M € IR,
such that :
Ho(2) + v < C(Ho(2') + 7)1 + |z = Z|)M Vz,2' € Z.

(As3) Vj > 0 Vy multiindex 3¢ > 0 such that: |07 H;| < ¢(Hy + Y0)-
(Asq) VN > Ny, Vv Jc(N,7) > 0 such that Vh €]0,1], Vz € Z we have:

|07[H(hyz) — > WH;(2)]] < ¢(N,y)R"*!, va€)0,1].

0<i<N

Under these assumptions it is well known that H has a unique self-adjoint extension in
L*(X) [93] and the propagator:

U}[(t) = e"%f[

is well defined as a unitary operator in L?(X), for every ¢ € R.
To simplify the notations the subscript H is sometimes omitted and we write U and ¢
instead of Uy and ®5. Sometimes we also implicitly assume that H = Hj.

Ezamples of Hamiltonians satisfying (As,) to (Asy)

H = —hY(V —id(z))* + V(z).
The electric potential V' and the magnetic potential @ are smooth on R™ and satisfy:

liminfV(z) > E

2] -+o0
3y > 0 such that Ya, |05V (z)] < ca(V(z) + 7),
IM > 0 such that |V (z)| < C(V(y) + )1 + |z — y)™, (3.3)
|05d(2)] < calV(z) + 7).
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H=-n? ZB :0i(7)0z; + V(z),

V' is as in example 1 and {g;;} is a smooth Riemannian metric on R" satisfying:

3C a real number Fp(z) (z € R™) such that
E e < 595615 O
with E < plz) <C(V(z) + 7). (3.4)

Let us also give an example of a non local Hamiltonian:

H=1\/m? - h*A + V(z), (3.5)

with m > 0 and V(z) as above.

In this section we are interested in this section in bound states. So, let us consider a classical
energy interval I, =]A_, A{[, A_ < Ay and assume:

(Ass) Hy' (1) is a bounded set of the phase space R*.

This implies that for every closed interval J = [E_, E,] C I, and for /i > 0 small enough,
the spectrum of H in J is purely discrete ([73]). In what follows we fix such an interval .J.
For some energy level E €]E_, E, [, we assume :

(Asg) E is a regular value of Hy. That means:

}Io(x,f) = B = V(xyf)]lrg(l',g) # 0)

So, the Liouville measure dvg is well defined on the energy shell
.= {z € Z, Hy(z) = E}.

A useful tool in analyzing the spectrum of H is the following functional calculus result proved
in [73].
Theorem 3.1 Let H be a semiclassical Hamiltonian satisfying assumptions (As,) to (Asy).
Let f be a smooth real valued function satisfying f € ST(R), r € R, which means

Yk € N, 3Ck, |fO(0)] < Ce(ty™
Then f(H) is a semiclassical observable with a semiclassical symbol H;(h, z) given by

Hy(h,z) < SSWH(2). (3.6)

j>0

In particular we have

%W)=( 0(2)), (3.7)
Hypi(z) = Hi(2)f'(Ho(2)), (38)
and for, j > 2 Hy; = Z (—1)'°( ;. (H) f® (Ho), (3.9)

where d; (H) are universal polynomials in (9}Hg(z) for OYHy(2) |y|+¢€< 3.
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Remark 3.2 The starting point of the proof is a careful study of the resolvent (H —z)7!
(corresponding to f(A) = (A —2)7'). In this case we can construct a parametriz with a good
control in I and z for z € C\R. For f holomorphic in a neighborhood of the real azis we
can use the Cauchy integral to define f(H). That works in particular with f(A) = (7o + \)*.
Then using the Mellin transform we can prove the theorem for general smooth f. This is
the strategy followed in [73]. An alternative and more direct strategy was introduced in [{5]
using almost analytic extension.

From this theorem follows the following trace formula
Theorem 3.3 Let us assume that assumptions (Asy) to (Ass) are satisfied. Then we have

L Forﬂevm‘y closed interval J := [E_, E,] C I, and for hy small enough, the spectrum
of H in J ts purely discrete Vh €]0, hy). -
Let us denote by 11, the spectral projector of H in J. Then

2. 11 is finite dimensional and the following estimate holds

tr(IT;) = O(R™"), ash N\ 0.

3. For all g € C§°(Ie) , g(H) is a trace class operator and we have

trlg(H)] < Y W "T;(g), (3.10)

j20

where T; are distributions in I. In particular we have

To(9) = (@0)" [ g(Ho(2))dz, (3.11)

Ti(e) = (0™ [ o (Ha(z) Hi(2)dz, (3.12)

Tig) = @7 [ 5 (~DHk)du(H)g® (Ho(2))dz (3.13)
“1<1<25-1

forj > 2.

Let us denote by E;(h), 1 < j < N, the eigenvalues of H in J, each enumerated with its
multiplicity. (N = O(h™")). Let us introduce now the density of states defined by

pi(h) = Y 8(E - E;(h), (3.14)

1<GEN
or equivalently its h-Fourier transform

S;h) = 3 e TEAM) (3.15)

1<G<N

= tr[I[,Ug(2)] (3.16)
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[t is convenient to smooth out the spectral projector I1; and consider instead

A

Sy(R) = tr[x(H)Ug(t)], with x € Cg°(1). (3.17)

The first information we can get now is a result known as the Poisson relation proved by
Chazarain [28, 29] and extended to more general Hamiltonians by Helffer-Robert [73, 122].

Theorem 3.4 The frequency set of the distribution S, () satisfies

FS[Sy(h)) € {(t,7), such that 7 € J and 3z € Z, Hy(z) = —7, P} (2) = 2}. (3.18)

Sketch of proof

Let us remark that the results of section 2 do not apply directly to Uy(t) because the
conditions on the derivatives are not satisfied globally. But we have introduced an energy
localization x and the essential support of X(f]) is a compact set of the phase space Z. So we
need here a semiclassical approximation for Uy, := Uy (t)x(H). This can be constructed as
in section 2 because everything is localized in a compact set of the phase space. Hence we can
construct a Fourier integral operator Uy, n(t) for short time such that Uy, n(0) = x(H).
Using the group property, we get approximations for arbitrary time ¢. The phases are the
same as in section 2 but they are defined only on bounded set; it is sufficient here because
the amplitudes are compactly supported.

Then the theorem is easily proved by computing the critical points of the phase ¢ and using
the non stationary phase theorem.

Example 3.5 Let us consider the one dimensional harmonic oscillator

with eigenvalues E;(h) = (j + 3)h, j € N. Then we get a Schwartz tempered distribution
S(h)y =3 e 'nU+3)
and using the well known Poisson formula

S f(k)e*® =21 S f(x + 2kn),

keZ keZ

it 18 an exercise to prove
FS[S] = {(2kwm,7),7 > 0} UR x {0}.

Let us remark that the period set of the Hamiltonian H(z) = 15213 is 2w 2.

The next step in the understanding of the discrete spectrum for general Hamiltonians
is to analyze the contributions of the periodic trajectories to the distribution S, (%2). The
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main result in this field is known as the Gutzwiller trace formula. The simplest model is the
classical Poisson formula recalled above.

As remarked in particular by Guillemin-Uribe [64] and Helffer [70], the general Gutzwiller
trace formula is obtained by applying the stationary phase theorem to (S, (h), ¢) for any ¢ €
Cs°(R), using the W.K.B approximations of the propagator. This is not very difficult if ¢ is
supported in a small interval around 0. But if ¢ is supported in an arbitrary compact interval
the problem is not so easy. As we have seen in section 2, the phase of the Fourier-Integral
operator which is a semi-classical approximation of the propagator is quite complicated.
Let us remark also that after a suitable energy localization we can assume that H satisfies
the assumptions of Theorem (2.4).

To state the result, we need an assumption on the classical trajectories. Let us introduce
Tr={(T,z) € RxZg, ®L(2) =2}; Zg={z€ Z, H(z) = E},
where £ €|E_, E,|[.

Definition 3.6 The Hamiltonian flow %, is said to be clean on  if the following condi-
tions holds :

1. T'g is a smooth submanifold of ¥ x R.

2. At each point (2,T) € I'g, the tangent space is determined by
Tenle ={((,7) € Rx Ts, 7Hu(2) + V.0 (z) - ¢ = (},
where Hy(z) = (VeH (2), -V, H(z)) (Hamiltonian vector field).

Remark 3.7 This notion of cleanness was introduced by Duistermaat-Guillemin [4{8] and
Guillemin-Uribe [64]. The condition 2 comes naturelly by differentietion of the equation
Bl.(2) = #.

Theorem 3.8 (Gutzwiller trace formula; [70, 47, 105, 112]) Let I be a semiclassical
Hamiltonian satisfying (As)) to (Asg). Then, there exists v, € D'(R) such that for every
w € C®(R), with Fourier transform ¢ € C3°(R), we have

Yoo («-—~—E—"’(h%_ E) < Y r(@)hTmHH, (3.19)

Ej(h)€[E- ,Ey] j>0

The 7 are distributions in IR with support on the set of periods of the closed trajectories.
In (3.19) the distributions 7; are oscillating in h. They have the following structure. Let us
denote by [I'p] the set of connected components of I'y, then

x 7.
() = Y a1t (-dv)2gioy it g (3.20)
Y[l g],YNSupp(@)#0
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where dy = dim(Y’), Sy s the action along T-periodic paths, oy = my%, my € Z is a
Maslov indez.
In particular for the leading term we have

Qpy = (271')_(1+dY)/2 /}’ em@dlly,

where B(z,T) = [] H\(®'(2))dt, ¢(z,T) = ¢(T) and vy is a natural density on Y. In
particular for Y = Xg x {0}, vy s the Liouville measure on Xp.

Corollary 3.9 Let us assume that all the periodic orbit v on L are non degenerate i.e.
their Poincaré map P, does not have the eigenvalue 1. Then the cleanness assumption 1s
fulfilled and we have

E,(h) - E A n
S, (.A%*) = (27h)™" (@([))[,E(E;_-:)h-F ZCO,j(sOW) %

B;(he[B- Ey] Jz2

f T+ T _ifm | % g
>, —p(Ty)=Le T 4 T (S ey 5 (@)0) | (3.21)

=\ |[det(1 — Py)|V/ 27 =

where

T 1s the primitive period of 7.

e 0, = m,; with m, € Z, the Maslov index of .

S, s the classical action along 7.

co; are distributions supported in {0}.

e ¢, ; are distributions supported in T, .

The first line in (3.21) is the contribution of 0 (biggest contribution) and the second line
represents the contributions of the other periods which are in supp(p).

Remark 3.10 During the last 25 years the Gutzwiller trace formula was a very active subject
of research. The history started with the non rigorous works of Balian-Bloch and Gutzwiller.
Then for elliptic operators on compact manifolds some spectral trace formulas extending
the classical Poisson formula, were proved by several poeple: Colin de Verdiére [30, 31],
Chazarain [28], Duistermaat-Guillemin [48]. The first proof in the semi-classical setting
is given in the paper [64] by Guillemin-Uribe (1989) who have considered the particular
case of the square root of the Schridinger operator on a compact manifold. But their work
already contains most of the geometrical ingredients used for the general case. The case of
the Schradinger operator on R™ was considered by Brummelhuis-Uribe (1991). Complete
proofs of the Gutzwiller trace formula were obtained during the period 1991/95 by Dozias
[47], Meinrencken [105], Paul-Uribe[110]. Recently, in his thesis [95], Khuat-Duy proved a
trace formula for degenerate critical energy levels.
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In the Gutzwiller trace formula there is a big contribution at 7" = 0, given by the first
line of (3.21), which gives the well known Weyl formula. Let us denote by N, () the number
of bound states of H in J = [E_, E,]. The following results hold.

Theorem 3.11 (Weyl asymptotic formula) Under the assumptions (As)) to (Asg), if
E; € 1, are regular values for Hy, then we have:

Nj(h) = (2nh)"Volz {Hy ()} + O(R'™™). (3.22)

Remark 3.12 When end points of I, are critical for Hy but are non degenerate then a

Weyl formula holds, with a leading term depending on the geometry of the critical manifold
(see Brummelhuis-Paul-Uribe [21]).

The remainder estimate in (3.22) can be improved, if we add the following condition
(As7) The Liouville measure of the closed trajectories on L is zero
(that means: vep{(z,€) € L, 3t #0, P'(z,£) = (z,8)} = 0).

Theorem 3.13 Let us assume that the assumptions of theorem (8.11) hold and that (As7)
holds for E=FE_ and E = F,.
Then we have a two term asymptotic expansion :

Ny(h) = 27h) ™" Volz {H; Y ()} + e ™™ + o(R1T™), (3.23)
0

with

c) = (271')_” (L -H'ldLE_ - /; IZ[](JLE+) v
VaE_ YLEY

The remainder estimate in (3.22) is the semi-classical analogue of a basic result of
Hormander [83]. It has been proved in [29, 73, 87] under different assumptions. The remain-
der estimate (3.23) is the semi-classical analogue of a theorem of Duistermaat-Guillemin
(48] and was proved in [113, 87]. In [114] the authors extend to this setting a nice result of
Safarov [131] giving an oscillating second term in the general case i.e without the condition
(As7).

A simple example of Hamiltonians, in IR?, satisfying the assumption (As;) is the following

H = —h’A + a?2? + b2,

with @ > 0, b > 0, 3 not rational.
The difficult part of the above Weyl formula (3.22) is surely the remainder estimate or the
second term for (3.23). Let us remark that in the general case it is not possible to improve
the O(h'™") estimate. This is easily seen from the example of the harmonic oscillator where
the term

LY (NS (R) — cph™)
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is oscillating as h tends to 0.
Let us remark that using the functional calculus stated in Theorem (3.3) it is not difficult
to get a less accurate estimate : for every ¢ €]0,1/2|

Ny (h) = (27h)"Volz{Hy (J)} + O(h°*~™). (3.24)

Until recently the accurate estimate with 6 = 1 was proved only by time dependent methods.
Dimassi-Sjostrand [45] succeeded improving the functional calculus and gave a stationary
proof of the O(h'™") estimate.

Here we shall explain the time dependent method introduced by Levitan and Hormander
[83]. The first step is to consider the Gutzwiller trace formula with test functions supported
in a small time interval | = 7, T'[, T' > 0. So for 0 € C§°(] — T, T) let us introduce

h
— ey (d) / Un (1)0(t)e  dt), (3.26)

Go(h E) = 3 x(E;(n))d (M) (3.25)

where x € C{°|E—¢, E+e¢[; x = 1 on [F—¢/2, E+¢/2]. We can use the W.K.B approximation
for Uy (t) introduced in section 2. We remark that 0 is the only period of the classical flow
in | — T, T, for T small enough, with energy E. Applying the stationary phase theorem [84],
we get

Theorem 3.14 Let us assume that Jy = [Ey — €, By + €] with € > 0 small enough, Jy C I
and Jy is non critical for Hy. Then for every E € Jy and every N > 1 we have

Go(h, E) = 2nh)'™"[ 3= Kiy;(0, B) + O(RM)). (3.27)

0<j<N

Moreover the estimate is uniform in E € Jy and the leading term is given by
(0, E) = 6(0)x(E) [ dLg.
~E

Furthermore if 6(t) = 1 in a neighborhood of 0 and if x(t) = 1 in a neighborhood of Jy
then the coefficients «y; are related to the coefficients computed in the weak form of the trace
formula (see Theorem (8.3)), for E € Jy, and

dk
v(0,E) = __( d-k(H)dLE), (3.28)
’ 15k§j~1 dE* /EE ’
d
= —— H ol I 2
n dE(LL ldLE) Lo

The second step in proving the Weyl formula with O(h'™™) estimate consists in energy
localization and a tauberian argument. Let us first remark that for the weak form of the
trace formula it is sufficient to estimate

Ny(hE) = > x(E;(h),

E;(h)<E
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where x € C°(JE+ — €, E4 + ¢€[), € > 0 small enough, y > 0. Let us remark that we have
d
(27h)~'Ge(h, E) = l—E—(NX(h) x Cn)(F),
a

where (u(u) = (27h)~'0(—u/h) hence we have [(n(u)du = 6(0). This explains why a
tauberian argument concerning convolutions gives the conclusion of Theorem (3.11) (see
[73] for the details).

The proof of Theorem (3.13) uses the same tools but it is more difficult because we have
to increase the time interval for the @ function and to control the periodic trajectories (sce
(113, 122] for the details).

It is also interesting to consider the moments of eigenvalues, which are called Riesz means
of order v > 0, and defined as

Ry(hE)= > X(E)E - E;(h)1,

E;(h<E

where £ € J, x € C5°(I), x = 1 in J. (if we know that HO"I] — 00, Ey] is compact we can
take x = 1 and E < Ey).

For v = 1, Ry (h, E) is related to the ground state of a system with Z Fermions where
Z = h™*. Lieb and Thirring [98] consider the usual Schrodinger case H — h*A + V with a

potential V' satisfying |Iifn inf V(z) > 0. A natural problem is the existence of a universal
z|—+oc

constant L, such that for all V' we have
D) < Lyuh™ prn2 g dz, (3.30)
‘Yl \,

where L., depends only on v, v > maz(0,1 — n/2) and n. It is known that L, exists for
n=17>1/2;n=2~v>0;n=23v=0 Weshall sce below that for suitable V' and
E <.0 we have

lim "R, (h,0) = (2m)™" /(E —V — |p|*))dzdp
Jz

hN\0
_ rcl = y\TtR/2 g
= I [\_(E V)T 2dg. (3.31)
We have clearly L, , > Lu Moreover
L7n
T Ta
v,n

is non-increasing. It was proved by Aizenmann-Lieb-Thirring ([3, 98]) that the smallest -y
for which L., = LS} is 7. = 3/2. The following result is proved in [76]
Theorem 3.15 1. Let us consider the same assumptions as in Theorem (3.11). Then

we have _
=N+[’7]+

R,(h,E)=h"" (] S WC,(E)+O(h 1*””)), (3.32)

=0

where we have Cj,(E) = ML x Cjo(E) and [7]s = v if vy € N, 7]+ = ]+ 1 o
v € [0, +00[\N, [v] is the largest integer smaller than ~.
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2. Let us consider the same assumptions as in Theorem (8.13). Then in the asymptotic
expansion (3.32) we can replace the estimate big O by a small o, in particular that
means that if v € IN we get one term more in the asymptotics.

The above results concern the density of states. Under stronger assumptions it is possible
to get asymptotics for invidual eigenvalues. Let us assume that conditions (As;) to (Ass)
hold and introduce the following periodicity condition :

(Asg) For every E € [E_, E4] the Hamiltonian flow Y is periodic on g with a period T.
Furthermore we assume that ¥ is connected and the subprincipal symbol H, is null.
Let us first recall a result in classical mechanics (Guillemin-Sternberg, [62]) :

Proposition 3.16 Let v be a closed path of energy E and period Tg. Then the action
integral J(E) = [, pdg defines a function of £ only, C* in E and such that J'(E) = Tg. In
particular for one degree of freedom systems we have

J(E) = / dz.
Ho(2)<E

Now we can extend J to an increasing function on IR, linear outside a neighborhood of J.
Let us introduce the modified Hamiltonian K = (Qﬂ)"’J(}:I). Using results stated in section
1, we can see that K has all the properties of H and furthermore its Hamiltonian flow is
2m-periodic in & = Ky '(F) for F € [F_, Fy] where Fy = J(E4). So in what follows we
replace H by K, its “energy renormalization”.

Let us denote by a the average of the action of a periodic path on Efw" and by p € Z its
Maslov index. (a = ﬁ [, pdz =27 F). Under the above assumptions the following results are
proved in [77] using ideas introduced before by Colin de Verdiere [31] and Weinstein [143].

Theorem 3.17 ([143, 31, 29, 77]) There ezists Cy > 0 and hy > 0 such that

~

spect(K) N [F_, Fy] C Ukez I (h), (3.33)

with
I(h) = [~a+ (k = 5)n— Col?, —a + (k - %)h + Coh?]

for h €]0, hy].

Let us remark that this theorem gives the Bohr-Sommerfeld quantization conditions for the
energy spectrum, more explicitly,

Fi(h) = J(B(h) = (k — %)n —a+0(h).
Under a stronger assumption on the flow it is possible to give a more accurate result.

(Asg) Db has no fived point in LE° VF € [F_ — ¢, Fy + €] and ¥t €]0, 2n].
Let us denote by di(h) the number of eigenvalues of K in I(h).
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Theorem 3.18 ([31, 29, 77]) Under the above assumptions, for h small enough and —a+
(k= E)h € [F_, Fy], we have :

di(h) < S°T(—a + (k - %)n)nf—", (3.34)

i21

with I'; € C°([F_, Fy]). In particular

D(F) = (2r)™ [ dLp.

Lr

In the particular case n = 1 we have p = 2 and a = — min(Hp) hence di(h) = 1. Furthermore
the Bohr-Sommerfeld conditions take the following more accurate form

Theorem 3.19 ([77]) Let us assume n = 1 and a = 0. Then there exists a sequence
fr € C®([F-, Fy]), for k > 2, such that

Fi(h) + Y W fu(Fuh) = (€ + %)n +O(h™) (3.35)

k>2

for L € Z such that (£+ )h € [F_, Fy].
In particular there exists g, € C®([F_, F]) such that

Foh) = (C+ )0+ 3 ogi((C+ )R) + O(h), (3.36)

k>2

where € € Z such that (€ + 3)h € [F_, F.].

When H;!'(J) is not connected but such that the M connected components are mutually
symmetric, under linear symplectic maps, then the above results still hold [77].
Let us consider for example the particular case of the double well problem in one degree of
freedom for simplicity. Let us consider a C* smooth potential V' (z) such that

V(—z)=V(z), V>0, liminf V(z) > 0,

|| =400

{V(z) = 0} & {z = £x0}, V"(z0) :=w?® > 0.

The spectrum of H in J0,0[ is a sequence of simple eigenvalues, {E;(h)}jen, where o =
liminfj; 400 V(2). The eigenvalue E;(h) is associated with an eigenfunction of the same
parity as j. Let us introduce the notation Ey;(h) = E$(h) and Eaj;(h) = EZ(h). The above
construction (see [77]) shows that E¢(h) and Ef(h) have the same asymptotics in /i i.e. we
have

E;-’(h) - EJ"(FL) = 1G],

under the condition E¢(h) € [Ch, o], for C > 0 large enough.
The same property is also true in the interval [0, Ch] but it is proved by an other method.
Furthermore the splitting between two consecutive eigenvalues has the following expansion
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Theorem 3.20 ‘ ,
eSo/h[E;(h) . E;(ﬁ)] = p1/2-7 Z Q’ihk’ (3.37)

kelN

where Sy = [Z \/V(x)dz. The o/ are numerical classical coefficients. In particular

, 2V (0) . '
af = mV( )ZJHw%“W”E
4!
_ 0 2V(z))' — (27 + Nw
(lime¥ exp{—2 ( =) — @+ 1) dz}). (3.38)
& —zote 2,/2V(x)

Several people contributed to this result: E. Harrel[68], Helffer-Sjostrand [75], B.Simon[135]
Recently V. Sordoni proved that the above formula agrees with a formula computed heuris-

tically by Coleman using the method of instantons, path integrals, and generalized determi-
nants [136, 128].

After this discussion of results connected with periodical paths we consider in more detail
the signature of the existence of a non periodical path on the energy spectrum. The following
result is a quantum mechanical analogue of a simple and beautiful result due to Helton [81]
for elliptic operators on compact manifolds.

Theorem 3.21 ([38]) Under the assumptions (As;) to (Asg) for H, assume furthermore
that there exists on Lg a non periodical trajectory for the flow <I)tHO. Then for every ¢ >
0, d > 0 and every hy > 0 the set:

T = {we(h), E;(h), Ex(h) € [E — ch!™®, E+ch'™], 0 < h < ho}

E;(h)-Eg(h

is dense in R, where wj(h) = -J—(-i;;ﬁ

Proof : Let us reproduce here the proof given in [38]. Let f € C§°(IR) be such that f =0

on T s. We have to show that f = 0 on R. Let us introduce x € C§°(] —¢, ¢[) with x(0) = 1.
Following Helton[81] we consider the operator:

Ap(h) = / FO)U(=t, ) A(R)U (¢, R)dt, (3.39)

with Ag(h) = ( )Ax( —£Y A € C°(R*™). By inverse Fourier transform, we also have:

Aps(h) =21 Flom(h)x (E’(m—_E) ” (E%L;—E) ML, (3.40)

I Rt

where I1; is the projection on the state ¢y.
From (3.39), (3.40) we have:

[f —t, W) Ap(R)U(t, h)dt = 0, YA € O(0). (3.41)
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From (3.41) we would like to prove that f = 0 by going to the classical limit A N, 0. To do
that we first use the semi-classical propagation theorem (section 1) and functional calculus
with parameters for pseudodifferential operators ([44]). We test (3.41) by computing the
trace of the product with any operator B, B € 0(0). We get easily, VB € 0(0),

lim(2h)" T (A, (h). / / F®)A (2Y,(2))) B(z)dzdt = . (3.42)

So we get
/f (2))) dt = 0, Vz € Tp. (3.43)

Now, choose z € Xp such that { — ! (z()) is not periodic, we should like to deduce from
(3.43) that f = 0. Using the same arguments as in [74] (p.866-867) we can easily get the
following

Lemma 3.22 For T > 0 we can find pr > 0 such that the mapping ® : (t,2) ¥ (1, D'(z))
is a diffeomorphism from | — T, T[xD,.(z0) onto an open neighborhood N of the curve:
{D4(20), =T < t < T'}; where D, (20) is the euclidean ball with center zy and radius pp in
the orthogonal plane to the curve at time 0.
Furthermore, for cvery g in C°(] — T, T[) we can construct some A € C°(R*™) such that:
g(t) = A(D'(20)) + h(t), Vt € R with:
(1) Supp(h)N] =T, T[=0
(it) sup |h| < sup|g].

R R

A sketchy proof : Starting with the diffeomorphism F, let us choose u € C§°(D,,.(20)),
u(zg) = 1, 0 < u < 1. We define B(t,z) := g(t)u(z) for (t,z) € D,.(2) and A(z) =
B(F~!(z)) for z € Ny. We have clearly A(D'(z)) = g(¢) if |t| < I. For |t{| > T and
Pt(z9) € N7 we have ®'(z) = P4(z) with |t;| < T, z € D, (29) so h(t) = —g(t;)u(z) and
we get the announced properties for h. [ |

So, with the above notation, using the above lemma and (3.43) we get:
/f(t) t)dt = [f th(t)dt < sup |g|[ (t)|dt,

taking T large, we have clearly f = 0 hence f = 0. (]

Remark 3.23 Using results obtained by S.Dozias in her thesis [47] we can see that the
theorem (6.1) admits a par tz’al converse: if Hy = 0 and if the set Tgs defined in Theorem
(6.1) is dense in R with § < § then the global flow O is not periodic on Lg. Indeed if the

global flow @' is periodic on EE, Dozias proves that there ezists vy,71,C € R; € > 0 such
that:

spectrum[H| N [E — ch'™° E + ch'*) € | [0 + mkh — CH'E, 40 + 1kh + CRM¢). (3.44)
kez
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Clearly (3.44) entails that Tg s is not dense in R. So the two conditions:
(i) Tgs is dense in R,

(11) there exists a non periodical path on L,

are “almost equivalent”.

4 Quantum Signature of Classical Chaos

From a mathematical point of view the starting point of the story is a theorem announced
and partially proved by Schnirelman in 1974 concerning the equirepartition of eigenfunctions
for the Laplace-Beltrami operator, Ay, on a constant negative curvature compact manifold
M. This theorem was proven rigorously in 1984 by Zelditch [146] whose proof was simplified
by Colin de Verdiere [33]. Let us recall here the statement. Let ¢; be an orthonormal basis
of eigenfunctions of Ay,

Anr + Expr = 0,

where { Ex} is the increasing sequence of eigenvalues of —A, with their multiplicities. Then
we have the following equirepartition theorem

Theorem 4.1 There is a subsequence {Ey } of density one, i.e

lim ik By < B}
B voo #{j, By, < E} 7

such that for every smooth open set {2 C M we have

Vol(Q)

- Vol(M)’ (4.1)

lim [ |, [dV ()
Q

i/ too

where dVy(x) is the Riemanniann volume form on M.

In 1987, Helffer-Martinez-Robert [72] have proven a semiclassical version of the Schnirelmann
theorem that we want to explain now.

Let us introduce a first chaotic assumption :

(Asyp) The dynamical system (EE, dvg, ki)tnn) 18 ergodic which means: for every continuous
function A on X, we have, for almost all z € ¥, :

. 1 fF
Tl/ll}_lmf[a A(DY, (2))dt = /SE Advg.

Let us recall that vg is the Liouville probability measure on 2.

It is not obvious how to construct Hamiltonians H on Z = IR*", for n > 2, with an ergodic
flow on energy shell . If n = 1 and if £ is connected then the assumption (Aso) is
fulfilled. For n = 2, examples where constructed by Knauf [96] (sce also [46]).

Let us remark for future use that , if n > 2, condition (Aso) entails (As7).

Let us consider now hi-dependent energy intervals: I(h) = [E—4&(h), E4+6(h)], with ;li_x’r(l)d(h) =



76 Robert

0, 8(h) > €xh, for some e, > 0. Let us denote: A(h) = {j, E;(h) € I(h)} and Nyny = #A(h).
Let us introduce the orthonormal system of bound states 9x, Hyx = Ex(h)x, where Ex(h) €
J and the matrix elements a;; = (At);, ¥) for A € O(0).

In [113] (see also [72]) the following result was implicitly proved.

Theorem 4.2 Let us consider A € O(0) and assume (Asy) to (As;). Then there exists
co > 0 such that for every ¢ > 0 there exists C, and n. > 0 such that for every interval
I CJE = 1, E + e[ and every h €]0, ho| we have

tr(ATl; — (27h) ™" [ A(2)dz

< ecoh!™ + C.R*™, (4.2)
JHg (1)

where I1; denotes the spectral projector of H on .

From this theorem we get easily the following result (see also [20]), concerning the semi-
classical limit of Ny = trll;n) when the size of I(h) is proportional to h.

Corollary 4.3 For ¢ > 0 let us denote I.(h) = [E — ch, E + ch]. Then we have

2¢
: n—1 _
flll\lfél TL N[C(ﬁ)(h) = __(Qﬁ)’ldLE(EE)'
More generally, for every A € O(0), we have
P 2c
. n—1 _ )
i 2t (AL, ) = G Jy, AdLe:

Corollary 4.4 Under the same assumptions as above, we have:

. 2jeA(n) @) :
’1_11{?) _-#K(_h)—— = L AdUE. (43)

Remark 4.5 The corollary (4.4) is still valid under assumptions (As;) to (Asg) with §(h) >
Ch® for some C > 0 and a < 1. With this order of width for the energy level window it s
not necessary to assume (Asz).

The first result on quantum signature of classical chaos is the following :

Theorem 4.6 (Ergodic Semi-Classical Theorem) ([72]) Under the assumptions (As))
to (Asg), n > 2, and (Asyg), for every h > 0, there exists
M(h) C A(h), depending only on the Hamiltonian H, such that :

(M)
o ( #A(h)) =T, am

. G ' : 4.4
ir;\.o,hjrélfw(h)]a”(h) e Advg, VA € O(0) (4.4)
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Remark 4.7 The following question is still open : can we take M(h) = A(h) in the conclu-
sion of the above lemma, if n > 22(it is true forn = 1).

An idea of the proof of the ergodic semi-classical theorem
We have clearly

(s = o [ Un(—0) AU (e}, 5Dt (4.5)

From the propagation theorem (section 1) we have

aj; = T[ (D” V), ¥;)dt + Op(h).

Imagine for a moment that we can invert the limits & tends to 0 and T tends to oo, we get
easily aj; L= Js:,, Advg. The exact proof is trickier.
Let us replace the Weyl quantization by a positive quantization, the anti-Wick quantization,
which is defined in the following way, for A € O(0),

Op(;lw(A) Qwh’ // (p:(lDC) ch‘l

where ¢, is the Gaussian coherent state centered at ¢ defined in section 1.
We have the three following useful properties (see [72])

(Awl) A > 0= opf¥(A) 2 0.

(Aw2) opf*(A) admits an ii-Weyl symbol A, (h) given by:

1
Ay(h, x,8) = (7h)~ f/“ (y, m) exp(=+{(z - y)? + (€ — n)*])dydn.
(Aw3) For every A € O(0), |lopt®(A) — op (A)|| = O(h) as h \, 0 where op¥(A) = A,
Thus we can define Radon measures (Husimi measures) on the phase space Z,

[ Adp; = (op(A)5,45), A€ S(2). (4.6)

The distribution dp; is indeed a Radon measure because a positive distribution is a Radon
measure according to a well known theorem of L. Schwartz. Let us introduce now the
averaged measure
2_jea(n) AH;

#A(h)

From the corollary (4.4) and (Aw3) we have, in the sense of weak convergence for Radon
measures,

dm =

}11\13(1) dm = dvg. (4.7)

Now using ergodicity the important step, not detailed here (see [72]) is to prove the following
proposition
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Proposition 4.8 Under the assumptions (Asy) to (Asg), n > 2, and (Asy), for all e > 0,
for all A € O(0), we have

lim (#{J = A(h)s IfAd“] - fA”!VEI < E}) ey

D #A()

From this proposition the semi-classical ergodic theorem follows easily.

Now we want to introduce in the semi-classical context some ideas initiated in the high
energy case by S.Zelditch [147]. The point is to estimate the non diagonal matrix clements
ajr. We follow here the presentation given in [37]. We begin with a crude estimate which
nevertheless explains further restrictions on energy localization.

Proposition 4.9 ([37]) Under the assumptions (As,) to (Ass), for every A € O(0) there
exists cg > 0 such that we have:

h
|Ex(h) — Ej(R)|

|ajk()] < co VE;, Ey € Ju, Ej(h) # Ex (D). (4.8)

Proof : Let y be a smooth cutoff, y = 1 on J., and compactly supported in R. We have
clearly:

([A, x(H)H]p;, o) = (E;(h) — Ee(h))(Awj, o).

But from the fi-Weyl calculus (see section.1) we have the well known commutator estimate:
LA, XUl = O(R) as ki, 0.

The proposition follows. [

Remark 4.10 (1) The proof of the proposition (4.9) can be iterated to get for every N the

N
% ) _ h
estimale: (ljk(h) =) (TE_J-:E_H) .
(11) The proposition shows that it is sufficient to study aji for level spacings of order h (only

this case is considered in the physics literature).

Let us formulate a second crude result coming easily from Theorem (4.6):

Proposition 4.11 Let us assume (Asy) to (Asz) and n > 2. Then for every h > 0 there
exists O(h) C A(h) x A(h) such that

. #O(h) ’ . _
}&% #A(R)? % s (™0, (]J!}E}ED(’I)] fge =1 (4.9)
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Proof : Using Parseval equality for orthonormal systems in Hilbert spaces we get:

Z |ajk|2 = Z (Hf(n)fisoj,-‘iﬂpj)
(4,k)EA(R)? JEA(R)
< Y (A 05). (4.10)
JEA(R)

But we know that }1{1}) #A(h) = o0 (see [113]) So, using corollary (4.4) we get:

o -
AETYE 2, el =0

3 k)EA(R)?

and we get the proposition using the following abstract lemma whose proof is implicit in [72]
(part.3-p.319) n

Lemma 4.12 Let us consider a mapping :
10, +00[3 h = Q(h) € F(N),

where F(IN) is the set of all finite subsets of integers. Let us consider a serie of complex
numbers (depending on h): {(a;j(h)}jen such that :

1
W Z0m)

> ()] =0,

JEQ(R)

then there exists Q(h) C Q(h) such that :

lim #UR) =1 and lim_ a;(h) =0.
N0 #Q(R) (W0, GE(N)

A connection between classical chaos and the behaviour of non diagonal matrix elements
was established by Zelditch [146] for the Laplace-Beltrami operator on a compact negative
curvature manifolds. In [37] these results are extended to the semi-classical setting. Let us
formulate now the results concerning the non diagonal matrix elements and classical chaos.

Theorem 4.13 (Ergodic case[37]) We assume that the assumptions (Asy) to (Asg) and
(Asyg) are fufilled.

Let us consider an observable A = opP’(A) with A € O(m). Then we have :

(i) For every e > 0 there exists T, > 0 and h. > 0 such that:

wh

Vj € M(R), Vk € A(), 0 < b < hes j # ki [E() — Ba(W)] < 2

= laj] <6 (4.11)

(ii) For every family of matriz elements {a;i} ¢ ryeam) satisfying :
() Q(h) C A(R)? and (§,k) € Q(h) = j # k,
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(ﬁ} lim (Ej(h) Ek(h)) =0,

(A0, ( ]L)eﬂ(h)]
(h
() liminf( ’;))

there exists Q h) C Q(h) such that :

L #0)
0 #Q(R)

=1 and ll\r‘n ajr = 0, uniformly for (j,k) € Q(h). (4.12)

The above statement means : for all € > 0, there exists h, > 0, such that for every 0 < h < h,
and for every (j, k) € Q(h) we have |a ;| < €.

Furthermore, the set M (1) is the same as in Theorem (2-1) and the set Q(h) of (i) can also
be chosen independently of the observable A(h).

Remark 4.14 (1)There exists a lot of non diagonal families satisfying the assumptions of
Theorem (3.5) (i1).

(2) Let us consider the harmonic oscillator in one degree of freedom. For E > 0 it is not
difficult to construct A(h) such that (A(Rh)p;,¢j41) — 1 and (2j + 1) = E as h ™\, 0 (take
a(z,€) =z for |[x| < VE +1 ). We can compare this fact with (21).

To give further results we introduce a stronger assumption :
(Asy) The dynamical system (Sg, dvg, @) is mizing, that means:

ljrm (/ A((I"(z))A(z)duE(z))m(L A(.z)d,u};(z))?.

/400 \J/Tpe YL

Let us also introduce the weak-mixing property :
(As}y) The dynamical system (Zg, dvg, ') is weak-mizing, that means:

Tl/iToo % /_7; (/ZE A((I)t(z))A(z)duE(z)> dt = (/EE A(z)duE(z))Z.

Theorem 4.15 (Mixing case, [37]) Let us assume (As,) to (Asg) and (Asyy). Let A be
an observable as in Theorem (4.13).
(1) There exists M(h) C A(h) (M(h) is the same as above) such that:

M) -
N0 #A(R) 7 N0 jeM(R), keA(h) #£K]

ajx = 0, VA€ O(m)
(it) For every family of matriz elements {a;k}(rean) such that:
(a) Q(h) C A(R)? and (j,k) € Q(h) = j # k,

(3) 31 € R such that lim B = E’“(ﬁ)) =7,
[ANO, (7,k)eQ(n)] )
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L (#9(h)
(/) limint (#A(n)) =

there exists QU(h) C Q(h) such that:

Q(h -
) =1and }1{‘% ajr = 0, uniformly for (j,k) € Q(h). (4.13)

lim

w0 #Q(h)

The set S(h) of (ii) can also be chosen independently of the observable A.

Let us remark that the observable A need not be bounded. This can be applied, for example,
to the position or momentum observables (conductivity).

Now we shall discuss some other aspects of Zelditch’s work in the semi-classical setting.
Let us consider first the mapping A — A(®!) = V;(A) as a unitary group in L?(Xg) (Koop-
man operator). By Stone’s theorem we have

(A(D"), 4) = /Rei”d,u./l(T), (4.14)

where ji4 is a Radon measure on IR (spectral measure).
On the quantum side let us introduce the Radon measure m, defined as

1

_ By — E;
/n fdma = #A(R)

>, (T) |aj il (4.15)

Eyel(h),Ejed

Then we have

Proposition 4.16 Let us assume (As)) to (Asz). Then for every f € C(R) we have
lim [ fdma= [ fdua.
i IRf ma= | fdpa

Idea of Proof: Let us recall the notations A(t) = U(—t)AU(t), wjx = E-%Ei Using the
Parseval identity, we get

(L A@)*A) = Y et auf’ + OR). (4.16)
EkEl(fl), EJ'EJ

It is enough to consider f € S(IR). Hence using the inverse Fourier transform and the
Lebesgue convergence theorem we get the result as in [148]. |

Now we want to discuss a definition given by Sunada [137] and Zelditch [148] concerning
quantum ergodicity and quantum mixing (in a semi-classical sense).
Let us recall the following spectral characterizations (see [8]).

e The classical flow ®! is ergodic in g if and only if 1 is a simple eigenvalue of V;.
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e The classical flow ®* is weak mixing in £ if and only if the constant functions are the
only eigenfunction of V; in L*(Zp).

Let us denote by Sy(E) the set of observables A such that A € S§(7) and [;, Advg = 0.
Let us introduce

1 /T _.
Fr(nA=o [ e V(A
r(7) 2T *TL t(A)
We have the following consequence of Wiener theorem

s — lim HplT) = P, (4.17)

where P; is the orthogonal projector onto the eigenfunctions of V; with eigenvalue e™*7. On
the quantum side the following limit exists too

Ap(r) = QTf U A(t)dt, then w — Jim Ap(r) = A(T). (4.18)

Following Sunada and Zelditch,

Definition 4.17 1. The quantum evolution U(t) s semi-classically-quantum-ergodic at
the energy level I if the following condition holds, for all A € Sy(F),

1
#A(h)
2. The quantum evolution U(t) is semi-classically-quantum-weak-mizing at the energy
level E if the following condition holds for all A € §y(E), for all T € R,

1 ] .
m||Hf(n)A(T)Hf(n)llizs = o(1). (4.20)

s Mm AO) Ty s = o(1). (4.19)

Let us remark that we have, by an easy comput.ation,

[[b Z Iajk|2'

wir=7; Ej ¢ €I(R)

Hnun‘.A(T)HI h)

It is known that classical ergodicity (resp. classical mixing) entail quantum ergodicity (rep.
quantum mixing) ([148, 37]). In the high energy case Zelditch asked the following questions:
does quantum ergodicity (rep. quantum mixing) entail classical ergodicity (resp. classical
mixing)? The answer is still unknown. Sunada[137] and Zelditch[148] have proven that
quantum ergodicity (rep. quantum mixing) plus a condition (x) entails classical ergodicity
(resp. classical mixing).

The following properties are proved in [37].

Theorem 4.18 1. If the classical system is ergodic on X then the quantum cvolution

U(t) is semi-classically-quantum-ergodic at the energy level E and furthermore we have,
for all A € §y(E), Ye > 036, > 0, h, > 0 such that

B o

> |ajx|* <€, YR €]0, ).
#A(h) Eyel(h), lwjx|<de
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2. If the classical system is weak mizing on g then the quantum evolution U(t) is semi-

classically-quantum weak mizing at the energy level E and furthermore we have, for
all A € §(F), for all T € R, Ve > 030, > 0, h > 0 such that

1
> lae|* <€, YR €]0, ).

(%)
#A(h’) Eyel(h), lwjr—7]<de

The following result is a semi-classical translation of Sunada [137] and Zelditch [148].

Theorem 4.19 1. The condition (x) holds if and only if the classical system is ergodic
on the enerqy level E.

2. The condition (»*) holds if and only if the classical systemn is weak mizing on the energy

level E.

Proof:
Let us assume () holds. From [37] we get

Y apl

#A (1) E;jel(h), Exel

1 .
A > (AL Arej, ¢)) +o(1), (4.21)
E;eI(h)

1

. 2
sin w;x T
wjkT

where o(1) is for h — 0 (depending on T').
For every ¢ > 0 we have

. 2
N ‘2 —-..—....—‘
Z |a3k‘ ol

E;el(h), ExeJ;|wjk]>0

1 .
TG > el (4.22)

E;el(h), Exed

From the corollary (4.3), we have

sinw; T’

lim sup > |aji|?
{lsjef(n) wik T

fell y Evedi|wjn| >0

2
C
e 4.23
} —Té ( )

where C is a constant independent on T'. Now using (4.21) and corollary (4.3) again, choosing
1 T

d = J,, we get
— [ A(®Y)dt
fEE 2T /—T LB

So, VA € C*®(Xg) such that (A) = 0 we have proven

2

dvp < e+ e
€ e
B="" g

1 T , 2
ﬁf A(@Y)dt| dvg = 0. (4.24)

=

11
T—+o0 Jug
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By an easy smoothing argument we can extend (4.24) for A € L*(Zg) such that (A) = 0.
Now we conclude using the spectral characterization of ergodicity. If A € L*(Zg) such that
A(P') = A and (A) =0, then by (4.24) we have A = 0, a.e on Ly so @' is ergodic. N

Now let us assume (%) and prove that the system is weak mixing. We already know
that the system is ergodic i.e. 1 is a simple eigenvalue for the Koopman operator.
As in [37] let us introduce the function @ such that

000 = (52) o) = 07

so we have

> |2 00 (wjx — ) = /Ci”()fp(t)(wj, A(t)A p;)dt + O(h), (4.25)

Lyed
uniformly in 7> 0, 7 € R, E; € I(h).

So, as in the ergodic case, we get easily, for every A € C®(Zg), 7 # 0,
f SO ()Ca(t)dt = 0, (4.26)
where C4(1) is the autocorrelation function

Calt) = /EE A(DH2)) A(2)dvis(2).

As above, we can extend (4.26) to every A € L*(Zg). Let us consider now an eigenfunction

A of the Koopman operator with eigenvalue e™" 7 # 0, A € L*(Zg), A(P!) = e A4,
vVt € IR.
Using (4.26) we get A =0 a.e on Y. [

Before closing this section let us mention here three other interesting subjects concerning
semi-classical asymptotics for bound states. We refer to the original papers for statements
and proofs.

e Hamiltonians invariant with respect to a symmetry group (finite or compact) [51, 50].

o Integrable Hamiltonians and systems of several quantum commuting obsecrvables [34,
27).

e Semi-classical limit of the Berry’s phase [11, 60].

Let us remark that it is an interesting open question to study the Berry phase and its
semi-classical limit for chaotic systems [15].
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5 Semi-classical approximation in Quantum Scattering
Theory

In this section we want to report on some results concerning semi-classical spectral analysis
of long range perturbations of momentum dependent Hamiltonians on IR" such that their
difference is short range. Typical examples are Schrodinger Hamiltonians: ffj =—h:A + ¥
with Vj(z) = O(|z|™%), j = 1,2, Va(z) — Vi(z) = O(|z|™?) with d > 0, p > n. We can
also consider perturbations by magnetic fields and cases where A is the Laplace-Beltrami
operator for asymptotically flat metrics on R".

For the scattering pair (I]{-_), f{l) a natural time delay operator can be defined and also an
average time-delay, 7P(h, A), depending on the energy A and the semi-classical parameter h.
It is related to the spectral shift function and also to the scattering phase. We shall consider
here asymptotics for these spectral functions. We shall follow essentially the paper [127].
There are many other interesting results known in semi-classical scattering: behaviour of the
scattering cross sections, many body problems, resonances. We choose here to report only
on one subject more or less related to some trace perturbation formulas. Let us begin by
introducing some of the quantum scattering notions involved.

5.1 Time Delay - Spectral Shift - Scattering Phase

Let us consider two quantum Hamiltonians H, and H, acting in the Hilbert space H. H, and

H, being self-adjoint operators, they generate unitary groups: U;(t) = exp(—itH;), j =1, 2.

Let us consider a family of bounded operators in H: {Pgr}gr>o such that RliT Pr = 1y,
- —*+4-00

strongly on #H; 1y being the identity on H (Pg are used to localize quantum particles).
For 7 in H, the local sojourn time of H; in Pg is defined by

+o0 5
(Tt 0) = [ I1PRU; (09It (5.1)

Assume now that Hs is a short range perturbation of H; in the sense that the wave
operators:

Qp = lim_ Us(—=t)Uy (1) 1ae(Hy)

exist and are complete, where HaC(I:I 1) denotes the projection on the absolutely continuous
subspace of H.

In [120], Jauch-Misra-Sinha gave the following definition of Time-Delay for the pair (H,, Hy):
Let us assume that: (T} g1, ) < +oo and (T5 pQ2_1, Q_1)) < 400.

The local time-delay in Pg, for the system in the state 1, is defined as the difference:

(TP, by = (To.nQ_, Q) — (T1,r%, ). (5.2)

Using the intertwining property of the wave operators:
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Q_U(t) = Us(t)S2_, we have also (Amrein-Cibils [6])
I e
iy [ Un(~t) (PR — PE) Ui(t)dt. (5.3)

The total time-delay of the system in H is defined by:

(TP, ) = lim (T2, ), (5.4)
R—+00
whenever the limit exists.
For the usual Schrodinger pair, we have: H, = H o —%A and H, = Hy+ V acting in the

Hilbert space L?(IR™) where V is supposed to be smooth and such that for a p > 1 we have:
02V ()] < Ca(1 + al)=-lol

It was proved independently by Wang [140] and Nakamura [108] that, taking for the lo-
calization operator: Pri(x) = \(JT:;I)(/J(&',) with x smooth with compact support on IR and
x(r) = 1, for |r] < 1, the time-delay TP exists as a self-adjoint operator in L*(IR") (un-
bounded, with a dense domain) commuting with H,. Furthermore they proved that in the
spectral representation of [y, T is related with the scattering matrix S(A) of the pair
(H,, Hy) by the Bisenbud-Wigner formula

% (!S(/\.)

D _ .
TP(3) = —iS(N)' =2

Amrein-Cibils [6] considered also the case when x is not smooth.
The local time-delay operator 7§ commutes with I, (see (1.3)) so it has a diagonal form in
the spectral representation of H{y and the local-average time-delay can be defined by:

i (V) = tr (T (V) (5.6)

tr being the trace functional in L2($"') ( $"'is the unit sphere in R") Furthermore, if V
decreases quickly enough (p > n), we know that TP (\) is a trace-class operator on L*($" '),
so that we can define the average time-delay at energy A for the scattering process ([A[g, ),
by:

rP(\) = tr (TP(N)) .

As it is expected, we have : Rlim 7H(A) = 77()). Morcover the average time-delay 77(\)
—+00

is connected with the spectral shift function of Krein and also with the scattering phase for
(Hy, Hy). The spectral shift function s(h, A) is defined as a distribution on R by :

(£ = 71)) = = [ S O0)s(h, N .

(@]
-]
e

Vf e CP(R).
The (total) scattering phase: @(h, ), is defined by

det(S(N)) = exp(2i6(h, A)). (5.8)

A famous result of Birman-Krein [16] (see also the book by Yafaev [145] for complete and
accessible proofs) says that on ]0, +oo| we have: ' = 7'
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From the Eisenbud-Wigner formula we have: 7p(h, \) = —20'(h, A).

So the following three notions: average time-delay, spectral shift function and scattering
phase, coincide with different physical meanings.

Several papers stated results about the asymptotics for 77(h, A) in the usual Schrodinger
case (Ho, H,) in the high energy régime (A 7 +00) or in the semiclassical régime (% “\, 0)
(see [22, 31, 61, 117, 129, 122, 123]).

In the next section we shall give a unified presentation and extensions of these results when
Hy is replaced by a long range perturbation H, of Hy and H, is a short range perturbation
of H,. The detailed proofs appeared in [127].

5.2 Perturbations of the Laplace operator

Let us consider long range perturbations of the Laplace operator in R™: Hy = —h?A obtained
with a Riemannian metric g, a magnetic potential A and an electric potential V. g and A
are determined by their coefficients: ¢ = {g;x}, A = (41, 42, ..., A,). As usual we denote
G = det(g), {9} = {g} ™"
The natural quantum Hamiltonian to compare with Hy in L*(IR") is

H(g, A, V) = =GV S (hd; +i4;)G V2™ (hoy + iAe) G + V. (5.9)

1j<n
1<k<n

The data g, A, V are supposed to be smooth and satisfy the following decay assumptions:

35 > Osuch that Vo, multiindex, 3C,, such that Vz € R",
102 (9(x) — g0(2)) | + 82 A(z)| + |82V (2)] < Ca(l + |z]) 771, (5.10)

where g is the flat Euclidean metric. Let us consider the two Hamiltonians:
Hy = H(g*, A*,V¥), k = 1,2. We assume that g*, A% V* satisfy (5.10) and that:

dp > 1such that Vo, multiindex, 3C, such thatVz € R,

02 (9%(x) — 9" (2)) | + 105 (4%(x) — A'(2)) |
+0g (V) = V(2)) | < Call + [a) 771 (5.11)

For all results stated below we shall assume that the pair (H,, H,) satisfies (5.10) and (5.11)
for § > 0 and p > n. Let us denote by 72(h, \) the relative time-delay for this pair. To
prove pointwise energy asymptotic results for 77 (fi, A) in the high energy limit (A 7 400)
or in the semiclassical limit (A N\, 0) is a rather difficult problem. It is well known that the
same problem is much easier after some regularization procedure in the energy variable A
is applied. The point is, if we want to fix the energy, we have to get information on the
propagator for every time, due to the time-energy uncertainty principle.

As a preliminary result we begin with asymptotics in weak sense in the energy variable.
Under the previous assumptions, we have:
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Theorem 5.1 (weak asymptotic trace formula) For every f in the Schwartz space S(R),
f(Hs) — f(H)) is a trace class operator and we have the full asymptotics:
(2) as h™~,0

tr (f(H2) = f(HD)) < B3 o) ()R, (5.12)

320

The coefficients cp;(f) are distributions in f, in principle computable in terms of the symbols
of Hy and H,.
(11) Assume h = 1. Then as B, 0 we have:

tr (F(BH) — f(BHL)) =< B2 3 Cy(1) 8. (5.13)

120

The cocfficients Cy;(f) and C;(f) are distributions in f, in principle computable in terms of
the symbols of Hy and H,.

This preliminary result is a direct consequence of the functional calculus for pseudodifferen-
tial operators, as presented in [73, 44, 122](sce section 3). An interesting approach concerning
Schrodinger operators is due to Melin [106].

Let us state some more accurate results:
In what follows, 7,,(L) denotes the set of eigenvalues of H; o(H); 0ac(H); 05(H) will de-
note respectively the whole spectrum; the absolutely continuous spectrum and the singular
continuous spectrum of .

Theorem 5.2 (High energy asymptotics) i) The relative lime-delay s(h, \) is C™ i
10, +00[\(app(H1) U opp( H2)).

ii) Assume h fized 1.e. h = 1. If the metrics g*, (k = 1,2), have no trapped geodesics, then
there exists Ng > 0 such that s(h,-) is C* in ]\, 00 and Vk € N, 'f—/\,f—( ) has a complete
asymptotic expansion for A /7 400

d*s N |
(W( ) =< A Za : (5.14)

j>0

In particular we have:
aﬁ,"’ = c(n)/ (dvg2 — dvg),
Il{“

where dv, denotes the volume form defined by g and c(n) is a universal constant depending

only on the dimension n:
47T(n+1)/‘2

) = I'(n/2+4+1)

Let us consider now the case when A > 0 is fixed and /i ™, 0. To formulate the next result we
consider the hi-principal-symbol Hy of Hy, which is given by Hy(z,&) = (g*(z) (& + A% (2)), £+
Ak(2)) + V().
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An energy interval J C |0, +oo is said to be non trapping for the classical Hamiltonian H if
for every A € J, every classical path for the flow ®f; on the surface of energy A escapes to
infinity as times goes to plus or minus infinity (see below for a more precise definition).

Theorem 5.3 (Semi-classical Asymptotics) If J is a compact interval, J C]0,+o0],
non trapping for H;, 3 =1, 2, then for h small enough we have:

s(hy,A) < h™™. Z ¢; (AR as h ™\, 0, uniformly for A € J. (5.15)

720

Furthermore this expansion can be differentiated in \ to any order.

Remark 5.4 1. It follows from the non trapping condition and virial theorem that for h
small enough H; has no eigenvalues in J.

2. The above asymptotics in the high energy case and semi-classical case above were proven
in this form in [125]. For Hy = —h*A the asymptotic have been proven in [33, 61,
117, 100, 12/] under various assumptions on the perturbation, in the high energy case.
The semi-classical case was proven the first time in [130] for g equal to the flat metric
go and A = 0.

The particular case H, = —h*/\ shows that full asymptotics as in Theorem 1.1 and 1.2
cannot hold in general if some classical path is trapped. In particular it was proved in [59]
that a Breit-Wigner formula holds for g—:\ We shall come back to this point below. However,
even if there are classically trapped rays, we still get estimates for the scattering phase s(, A)
similar to Weyl estimates, well known for the number of bound states (see section 3).

It is also interesting to formulate the result for the Riesz means of the average time-delay
which are defined as we did for the discrete spectrum in section 3. The Riesz mean of order
7 for s(h) is defined by :
il A) = /A (A = p)7ds(h, p).
— 00

To state the next results we replace the non trapping assumption by weaker control of the
resolvent close to the continuous spectrum. So, let us introduce the resolvent: R;(z) =
(Hj - z)~! and the following conditions:
There exists positive numbers sq, S, k, C, such that for 0 < |7| < 1, A € J, h €]0,1], we
have:

| <2>% Rj(A+ir) <z >7% | < Cexp(Sh™*) (5.16)

and, for h =1,0 < |7| < 1, A > 1, we consider:

| <2 > Rj(A+ir) <a > | < Cexp (SAF). (5.17)

Theorem 5.5 (Riesz means Asymptotics) For ‘every v > 0, we have:
i) Let us assume that J is a non critical compact interval for H;, and (5.16) holds for
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7 =1, 2. Then we have the following finite asymptotic expansion as h \, 0 and uniformly
forAeJ :
7=+ _
Sy(R,A) =" Y ¢, (AW + O(R 7). (5.18)

j=0

Furthermore if on the energy surfaces: {HJ = A} for j=1, 2, the set of closed trajectories is of
measure () for the Liouville measure, then the remainder term can be improved to o(h™"T7+1)
and we get a term more if v € N, )

In particular, for v =0, we have the Weyl law:

s(h, A) = w(NA™ + O(R'™™), (5.19)

where:

w(A) = (27r)""/ / dé — / d€ | dz. (5.20)
"\ Hz(2,6) <A Hy(z,£)<A

it) Assume that h s fized, h = 1 and (5.17) holds for Hj, j =1, 2. Then we have the
finite asymptotics as A /' +o0:

i=hl+
5y(R A) = AT 3T @ AT 4 0 (Al/2) (5.21)
=0

Furthermore if the set of closed geodesics for ¢7, 7 = 1, 2 is of measure 0 for the Liouville
measure, then the remainder term in (5.21) can be improved to o(A"~V/2) and we get a term
more if v € N.

In particular, for v =0, we get that s(\) satisfies the following Weyl law:

s(A) = W AT+ O(VT). (5.22)
We have:
W, = d(n) ] (dugz — dvg), (5.23)
ll‘{ﬂ.

where dv, denotes the volume form defined by g and d(n) is a universal constant depending
only on the dimension n:
27T11/2+1

dn) = nl'(n/2 +1)

Remark 5.6 For Hy = Hy = —h>A it is proved in [129] that the above results hold without
assumptions (5.16) or (5.17). Even so, conditions (5.16) and (5.17) seem to be very weak
conditions. In particular they are satisfied for Hy = —R*A +V when we are in the situation
of the "well in an island” (see [59]).

In the high energy case the first proof of a Weyl estimate for the scattering phase was given
by Melrose [105], for compactly support perturbations in odd dimensions, using his estimate
on the number of scattering poles.
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The above results are corollaries of a more general result which is an h-asymptotic trace
formula proved in [127]. Before stating this result let us introduce some notations and
definitions. In scattering theory we need to control the observables when the particle escapes
at 0o, so we have to introduce suitable classes of observables involving some control at infinity
in position variable.

Definition 5.7 (i)If Q is an open set in R*™, k, i € R, we shall say that A € Sq(p, k) if
A € C®(Q) and satisfies there, for every multiindez «, f3,

10908 A(z,6)| = O (< z >l ¢ SF) (5.24)
3

We shall use the simpler notations: Sq(p) = Sa(p, —00), S(p) = Sgen (p).

As usual, Sq(ji, k) is endowed with the structure of Frechet space defined by the natural sems-
norms.

(it) We shall say that a formal series in h: A(h) < Y5 W A; is a h-admissible symbol of
weight i of the following properties hold:

VjeN, A; € S(p—j); VN > 1; h=N | A(h) Z hA; ) is uniformly bounded in S(u—N),
JEN-1
as h €]0,1]. We shall denote by S,a(pt) the set of h-admissible symbols of weight ju.

Now we can state the trace formula which essentially reduces the study of the gobal
average of the time-delay to a local one in the configuration space IR”. We sketch a proof of
this theorem in section 5.5

Theorem 5.8 (Asymptotic Representation Formula) Let J CJ0,+oo[ be a compact
interval. There exists by > 0 large enough such that for every ¢ € C§°(R") satisfying:
C(x) =1 for |z| < by we can find h-admissible symbols Ky € S,a(—p) (p was defined in
5.11) such that for every A € J we have:

S(h,A) = tr(¢(Ep,(0) - Ep (V) <)
t+tr (K4 Ro(A + i0) ) + tr (K_Ro(\ — i0))
+tr (XGER (A £ 60) Vi Ro (A & 7,0)23[)
+tr (X5 Ry(A £ 40) Y3 R (M £ i0) Z5) (

n
[\]
(2]
~—

in the two last lines we mean that we have a (+) and a (-) term.
\’i Y * Zi, are negligible operators in the following sense: VM ,¥N, we have for j =1, 2,

| <x>M YERy(A£40)ZF <z > ||, = ORY),
|<z>"XF<a>M| = OonY), (5.26)

O(hN) being uniform in the energy parameter A € J. Furthermore formula (5.25) can be
differentiated in A\ to any order and we have also estimates like (5.26).
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Remark 5.9 For short range perturbations of the Laplace operator the above result can be
replaced by a much simpler one which was introduced in Robert-Tamura [129]

1 +
s'(h,\) = ﬁtr[(ﬂ’(m) + - VV(J)))%],

using the generator of the dilation group. Notice that this formula has to be interpreted
correctly because the operator involved 1s not trace class.

Comments

First, by a standard scaling argument, it is not difficult to see that the high energy asymp-
totics (A " +00) is a particular case of the semiclassical asymptotics (h ™, 0) for another
pair of Hamiltonians. So we will consider only the semi-classical case for a more general
pair of Hamiltonians coming from long range perturbations of a fixed momentum dependent
Hamiltonian.

The second and third term of the r.hus of (5.25) clearly have h-asymptotics because they
essentially involve the free resolvent.

The first term is compactly supported in the configuration space and will be checked by the
well known method of Hérmander-Levitan ([83, 123]) explained in section 3.

The last term will be considered as a remainder term and for checking it we need estimates
on the boundary values of resolvents close to the absolutely continuous spectrum.

The main ingredient in the proof is a construction of a long time parametrix by a method
initiated by Isozaki-Kitada [86] for time dependent Schriodinger equations. By following
carefully the estimates in the Isozaki-Kitada construction it is possible to control the differ-
ence of two propagators, obtained by long range perturbations of the same free translation
invariant Hamiltonian. We shall explain these points in more details in subsection 5.5 .

5.3 Long Range Scattering and Propagation Estimates

Let us consider scattering theory with a free Hamiltonian Hy = w(hD) on R", n > 1. Let
H = Hy + @ be a perturbation of Hy. We make the following assumptions on w,
(Ap) w is non negative on R"™ and lim w(§) = +oo.

[€]—++00

(A;) w is smooth on '™ and for each multiindex « there exists ¢, such that:
8w(E)] < call +w(€), VE € R™.
(A2) There exists ¢ > 0 and some M > 0 such that:
wn) < e(1+w(é)) <&-n>M VEe R, andVy € R™.

This generalized kinetic energy term w is sometimes called dispersive ([134]). The perturba-
tion term () is assumed to be an h-admissible pseudodifferential operator, that means that
it 1s the Weyl quantization of the fi-asymptotic symbol:

L hmL) 22 Z hj.Qj(l', £),

120
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where (z,&) is a point in the classical phase space.
Let us introduce the following assumptions:
(A3) There exist ¢y > 0 and ¢y > 0 such that:

Qo(,8) +w(é) + o > € (1 +w(€)), Vz, £ € R™

(A4) There exists § > 0 such that for every multiindex «, 3 and every j > 0 there exists
C(j, o, 3) such that for all £ € R", we have:

10200, (2, £)] < C(j, 0, B) < = >~ (1 4+ w()).

The asymptotic expansion holds in the following sense:
(As) For every integer N > 1, every multiindex «, 3 there exists C(N, «, ) > 0 such that
Y(z, €) € R*™ Vh €]0,1] we have:

aga.fﬁ (Q(fz,m,{) - Z thj(I:E)) o
0<j<N-1
C(N,a, B)RN < x>0l (1 4 w(€)). (5.27)

Remark 5.10 (1) Assumptions (A1) to (As) are clearly satisfied by the pair defined in
subsection (5.2), H = H(g,A,V); Hy(h) = =
(1i) If f is a non negative, smooth real function such that:

'ﬁ

O] < el + D+ £V,

then the pair (f(H); f(Ho)), also satisfies (A1) to (As) with (€) = f(w(€)). This is an
easy consequence of the functional calculus for h-admissible operators established in [73].

Under the above assumptions H is essentially self-adjoint for % small enough. So, the
propagator U(t) = exp(—ith ' H) is well defined for every ¢ in R. Furthermore, it is easy to

" - . —
see that the difference of resolvents, (H - i) - (HU - z) is compact, hence, by the Weyl

perturbation theorem, the essential spectrum of H coincides with the essential spectrum of
ﬁo, which is equal to the range of w.

Scattering theory is related to the absolutely continuous part of the spectrum of quantum
Hamiltonians. So, let us consider an energy band I =]a, b[, an open non critical interval for
w. Then it is well known that I N o(Hy) C 04.(Hy). Thus we can get some preliminary
spectral information using the conjugate operator method of Mourre [89]. It is convenient
here to introduce the following operator (see also [134]):

D = (2)7'(1 + w(hD))™" (z - Vew(AD) + Vew(hD) - x) (1 + w(RD)) ™,

which is the analogue of the usual dilation generator for Laplace operator. To apply Mourre’s
results the main point is to have a Mourre’s inequality. In this context it is an easy conse-
quence of hi-functional calculus ([73] and section 2), stated in the following lemma.
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Lemma 5.11 Let I be an open, bounded, non critical interval for w. Then:
Vx € Co™(I) it exists 7o > 0 and some h-admissible operator A satisfying (A4) and (As)
such that, for all h €]0,1[, we have:

X(H)i™" [H, D] x(H) > hx(H).(vo + A)x(H).

~ ~ ~

In particular, x(H)Ax(H) is a compact operator in L*(R").
From the above Lemma and [89] we easily get the following :

Proposition 5.12 Wz’thAthc notation of the Lemma 2.2, for every compact interval J C I,
and every h €]0,1], a(H) N J is absolutely continuous with at most a finite number of
eigenvalues for H (with multiplicities).

Furthermore applying the full results of [89] we get propagation estimates for cach fixed
h:

Proposition 5.13 Let J be such that J N a,,(H) = 0.
(i) For every real s > 1/2, < x >7* (H — A £140)™' < 2z >7* ezists in the operator norm on
L*(R™), for every A in J. In particular o5.(H) = 0.
(1) For every s > 5+ k, <z >7* (H = A+140)"" <2 >7% is of class C* of X in J and
dk

Trl<z > (H-A+i0)'<z>Y=kl<a> (H-A+£i0) ' <z>"s.

(111) For every x € C§°(J) and 0 < 7 < s there exists cj(x,T,s) such that

| <z > x(H).UQR). <z>7° || <clx,7,8) <t>"7, VteR.
Now we consider two perturbations @; and @, of H, satisfying (As), (A4),(As), and
such that @ is a short range perturbation of @ in the following sense:

(Ag) There exists p > 1 such that for every multiindex « and 3, and for every N > 1,
there exists ¢ > 0 such that for every A in J0,1] and (z,€) in R*", we have:

10208 (Qui(2,€) = Quy(z, )| < ¢ <& > (14 w(©)). (5.28)

6;’3? (QZ(h)I’g) - Q](h,m,f) - Z: nj(Q?.,j(I:g) - Ql.j(l"g))>| S

1<jSN-1
chN < 2 >7P71el (1 4 w(f)). (5.29)

Let us introduce the propagators: U;(t) = exp(—ih ' H;) where ﬁj = Hy + Qj.
The last proposition and Cook’s method imply the following corollary (see [89]):
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Corollary 5.14 Under the above assumptions , for every interval J such that Jﬂa,,,,(f]l) =
(0, the wave operators :

Q4(J) = lim Up(—t)Us () Ep (J)

t— o0

exist and are complete. (E4(J) denotes the spectral projector of the self-adjoint operator A
on the interval J ).

Because we are interested here in semiclassical asymptotics, a first step is to state the prop-
agation estimates controlled in the semiclassical parameter. For that, we need a basic as-
sumption on the classical systems. With H(z, £) a classical Hamiltonian on the phase space
R*", let us consider the flow defined by it,

(I)f;{(l',g) = ((](tamaé);p(ts Taf))

Definition 5.15 We say that an energy interval J C R is non trapping for H if for every
R > 0 there exists T > 0 such that:

If H(z,€) € J, |t| > Tk, |z| < R then |q(t,z,€)| > R.

In the following we denote by H,(z,£) the h-principal symbol of Hj, ie ﬁj(:v,f) =
w(€) + Qjo(x,€). When the index j is fixed we drop it. Then the following results hold.

Theorem 5.16 1) If the open interval I is non critical for w and non trapping for H then
we have:

(i)VWs > k—1/2, || <z>(H-Xxi0)F <z > || =0Hr")

uniformly for A in each compact subset of I, as h 0.
(13) For every x € C°(I) and 0 < 7 < s there exists ¢(x, T, s) such that:

~

| <z > x(H)U({t) <z > <elx,7,8) <t>77
for every t in R and every h in |0, 1].

2) Conversely, if (i1) holds with k = 1 or (iz) holds with some 0 < T < s then I is non
trapping for H.

Sketch of Proof:
The method to prove the direct part (which is due essentially to [56]), involves a modification

D, of the conjugate operator D. By replacing D by D; in the Lemma (5.11, then the Mourre
inequality holds with A = 0; i.e. we have:

X(H)i™ [H, Dy (1) 2 wohx (). (5.30)

Let us remark that by the virial theorem, [107], it follows from (5.30) that H has no eigen-
values in [ for h small enough.
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The main steps of the proof are the following.

First, using standard properties of the calculus for h-pseudodifferential operators, it is suffi-
cient to construct a function F' € C*®(R*") such that the Poisson bracket {H, F'} is positive
on H~'(J) where J is a compact subinterval of I and H(z,£) = w(€) + Qo(z,€). F is con-
structed as follows. Let us consider:

x € Cy®(R), 0 < x <1, x(#) =1 for |z| <1 and x(z) = 0 for |z| > 2. Let us denote:
xr(z) = x(%) and

Ke(,& == [ xnlalt,z,8)d.

The non trapping assumption easily ensures that Ky is a bounded, C* function on H~!(.J).
Then we introduce:

F(z,8) = exxmr(z)Kg(z,€) + Fo(z,€),

where
z.Vw(§)

Fo(z,§) = T+w(@)

So, we first choose R large enough such that there exists some dy > 0 with {H, Fy} > 24
for |z| > R and H(z,&) € J. Then we choose ¢, > 0 and M > 0 large enough such that we
have:

{H,F} > & in H'(J).

The method to prove the second part uses a nice trick due to Wang [140].

Let us repeat here the argument for it is rather simple and it is not so often that we have a
non trivial necessary and sufficient condition in semi-classical analysis. Let us assume that
(1) holds with k = 1. Then by H-smoothness techniques (see [121]), for s > 1/2 we can get
a constant v > 0 such that

[ @)= xCE)U ()2t < ]|l (5.31)

JR

Vi € L*(R"), Vh €]0,1]. It is convenient to transform this inequality using traces. Let us
introduce

Asy(t) = U(=t)x(H)(z) 2 x(H)U(2),

then using (5.31), for every density operator B (i.e B is a non negative observable of trace
class in L?*(R™) with tr(B) = 1), we have

[ tr(da(t) - B) <y (5.32)
R
Let us remark that, using the semi-classical propagation theorem, the principal symbol of

Asgg(t) is Aoy (t, z,€) = x2(H (z,€)){q(t, =, £))~%. So for every T > 0 there exists Cy > 0 such
that for every B € S(R*"), B > 0, and [p2n B(z, £)dzdé = 1, we have

T
]T ]nzn Ag(t, z, &) B(z, &)dxdédt < v + Crh. (5.33)
Now, taking B(z, &) = (7h) ™ exp(—;((z — y)* + (£ — 1)*)) and making i N\, 0 we get

X(H(y,m) [ (alty,m)dt < . (5:34)
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If A\ € I, we choose x such that x(A) = 1. Hence, for (y,n) € H™'(\) we get from (5.34)
that

limsup|q(t,y,n)| = +o0.

[t|—=+o0

We conclude by a well known argument in classical mechanics that

lim |q(t, y,n)| = +oo

[t|—+o00

(for more details see [124]). [ |

5.4 Long Time Approximations for Propagators

Let us consider a Hamiltonian of the form H = w(hD)+Q satisfying assumptions (Ag) to (Ag)
of subsection (5.3). We shall report here on the method introduced by Isozaki-Kitada [86]
to construct accurate approximations for the propagator U(t) = exp (—ith"lH) uniformly
in time ¢ € R. The semi-classical version of this construction is due to Robert-Tamura [129]
where it is proved that the estimates are uniform in the semi-classical parameter h.
According Isozaki-Kitada we look for an approximation for U(t) of the form:

Unm(t) = T (e, A)Us(2),

where ¢(z, £) solves the time independent Hamilton-Jacobi equation:

H(x, 0.p(2,£)) = w(©), (5.35)

in outgoing or incoming areas of the phase space and J(ip, A) is a Fourier-Integral operator
associated to the amplitude A according to the usual formula:

T, AYu(e) = @0 ™ [ exp{z(o(@, )~ < 1,6 >)}A(, Ouly)dyde,

Following the Isozaki-Kitada method, we solve (5.35) by localization in outgoing and
incoming region of the phase space. Let us introduce the speed vector field v(§) = Vew(§)

and the notations: ¢
<z, t> |
cos(x€) = W’ forz #0, £ #0,

I'*(J,0,R) = {(z,6) e R™ : |z| > R, w(¢) € J , £cos(z,v(€)) > —0a},

where R > 0, 0 €] — 1,1[, J is a compact interval such that v(§) # 0 if w(§) € I, I being a
neighborhood of J.

Following [124] we state an extension of theorem (2.5) in [86].
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Proposition 5.17 For every compact interval J C I and every —1 < o < 1 there exist
R > 0 and oy € C®(R*™) such that:

H(z,8,04(x,8)) = w(€) in I':(J, 20, R). (5.36)
Moreover the following estimates hold:
|8.:0? (@;{;(3;,5)“ < :L.)'f >) | < Cﬂ.ﬂ <z >1_6_laia (53?)

8:2-,5(10i(3:,§) - ]l| < 1/27 V(g"lg) = Rzn: (538)

T

where § is defined in the assumptions on H and 02 ¢p denotes the hessian matriz of the
function ¢ in the variables (x,§) .

An idea of the proof: Without going into the details of the proof let us recall here the
strategy (see [127] for all the details).
We consider the time dependent Hamilton-Jacobi equation :

BS ’ T
E - Ilr(ﬂ:,()IS(t,.L]é)),
S(0z.8) = <af b (5.39)

From classical Hamilton theory we know that the solution S of (5.39) is connected with
the Hamiltonian flow generated by H:

®4(z,€) = (q(t, 2, €); p(t, 2,£)).
5 being a generating function for ¢ we have:

VeS(tz,€) = q(t,z,V:S(t,z,8), (5.40)
£ = plt, s, Va5(t%,£)

Assume for example that (z,&) € I'*(J, 0, R). Then we shall prove that:
31)11+1é0 |VeS(t, x,8)| = +o0 and V,p(z,€) = 313520 (V:S(t,z,£)) exists.
By the energy conservation law we have:
t_l_}géoH(f,VIS(t,-’F,f)) =2 1_131+1})0 H(VS(t,z,€),8).
So we get: H(z, V,p(z,€)) = w(€). To make rigorous the previous formal computations, an

important step is to study the inverse of the mapping: & — p(t, z, £).
|

Now we come to the construction of Fourier-Integral operators to approximate propaga-
tors uniformly in time.
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The starting point for the construction of approximations for U(¢) is the following Duhamel
formula:

S U007 (9, AVo(t)) =
iU (=t) [HT (0, A) = T (0, A) Ho| Us(t). (5.41)

So we have to realize the following intertwining property modulo arbitrary large powers of
the semiclassical parameter h:

HT (o, A) — T (¢, A)Hy < 0. (5.42)

Let us remark that by choosing ¢ to be a solution of equation (5.35) and A = 1 we get
a solution of (5.42) with error O(1). According to the W.K.B method (section 2), we can
get better and better approximations by solving transport equations to determine an h-
admissible symbol: A < 375, W A;. The final result is

Theorem 5.18 (Isozaki-Kitada parametrix) (i) There exists an h-admissible symbol of
weight 0, B < Y W Bj, such that: B; € S(—j), Supp(B;) CI'§ and:

720
X" (z,hD) = T (¢, AM) T (0, B 4+ bV xn(h, 2, hD), YN € NN, (5.43)

where we have: AN < Z TLjAj and xn is a bounded family of symbols in S(—N) for
0<j<N
h €]0,1].

(i2) For every N € N the following equality holds:

U(t)x"(z,hD) = J(w,A(N’)Uo(t)J(%B‘N))*jL
RNU(t)xw (hyz, kD) + RN Ry (1, h), (5.44)

where we have:
. t
Bw(t,n) = [ U(t = )T (0, Rs)Uo(s)T (o, BY)"ds (5.45)

and Ryi1(h) is in a bounded set of symbols in S(—N — 1) as h €]0, 1].

Remark on the Proof: All things have been prepared to get this theorem. It is
now a straightforward extension of results proved in [130] for Schrodinger Hamiltonians. In
particular we know from the computation rules for h-admissible-Fourier-Integral operators
that 7 (¢, AT (¢, BI™)* has an h-admissible symbol which can be explicitely computed
([122]). In this way we can determine B so that (5.43) is satisfied, because A is elliptic in
I’y (i.e its principal symbol does not vanish).

The second part of the theorem is a consequence of (5.41), and the transport equations R

Let us recall here an application to the existence and completeness of modified wave
operators. Applying the Enss method as in [52] we get:
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ProPOSition 5.19 Assume that I is an open, non critical interval for w, without eigenvalues
for H (here h is fized). Then the modified wave operators

Q1) = s — lim (U(=0)T (0, )Us(t)Eg, (1)) (5.46)

t—+oo

exrist and are complete 1.e.:

Range (Qi(f)) = Ey (?{QC(FI) ;

5.5 A Sketch of the proof of the Asymptotic representation for-
mula for the spectral shift function

Let us recall the statement:

Theorem 5.20 (Asymptotic Representation Formula) Assume that H, and H, sat-
isfy the above hypotheses (no assumptions on the classical flow are need here). Then the
spectral shift function s(h, \) satisfies:

(i) s(h,-) € C=(I)

(i2) There exists po > 0 large enough such that for every ( € C§°(IR") satisfying: ((z) = 1
for |z| < po, we can find h-admissible symbols Ky € Syq(—p) such that:

s'(h,A\) = 2mtr (C (EiEg(/\) _oh (A)) C)

A IN
+tr (K_Ro(A = i0)) + tr (K4 (Ro(A + i0))
v (XGERy (A % 10)ViE Ry(A £ 10) Z3)
+tr (X5 Ry(A£i0) Y55 Ry (A % i0) Z5) (5.47)
in the two last lines we mean thal we have a (+) and a (-) term.
X;-h, Yj*, Z;-b, are negligeable operators in the following sense: YM YN, we have for j =1, 2,
| <z >MY Ry(A£i0)ZF <a>M|lp = O(Y)

| <z>MXF<a>M|| = ORY), (5.48)

O(hN) is uniform in the energy parameter X € J, for every compact interval J C I. Fur-
thermore formula (5.47) can be differentiated in X to any order and we also have estimates

like (5.48).

Beginning of the Proof: Let I be a bounded, open subinterval of I and f € C§°(I); f =1
on I. In the distributional sense on I we have:

$'(h,2) = tr (F(H2) B (A) = f(H)E{(3) (5.49)
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For b > 0, which will be chosen large enoug, and b < 2R, let us introduce )
¢ € C§°(|z| < 2R) and ((z) =1 for |z| < b. Then we define the following distributions in I

oc(h, ) = tr (¢(FUL)EYN) — f(H)EI(N)), (5.50)
gi—c(h,A) = §'(h,A) —o¢(h,N). (5.51)

By the cyclicity of the trace we have
tr (CF(H)ES(N)) = tr (CF(H)E(A)) (5.52)

with ¢ € C(R™), (¢ = 1.
So using propagation estimates (proposition 2.2), we can see easily that o, is a smooth
function in A.

Checking the term o,_, is more difficult. We go through its f-Fourier transform:
Gr1_c(t,h) = / exp(—ih N ) or_c (A, h)dA
R
= tr (1= Q) (FURL)U(t) — F(H)UL(D))). (5.53)

To use the constructions of subsection (5.4), we introduce a partition of unity on the following
subset of the phase space: T' := {(z,£) : |z| > R;w(&) € I}. So, let us introduce xt e
C>®(IR*"), such that Supp(x*) CI'*(I,04,R); x* +x =1onT.

~

From the functional calculus (see section 2), we know that f(H;) is an i-admissible operator,
with an essential support in the set : {(z,§) : w(§) +Q;(z,§) € I}. So, taking b large enough
we can see easily that (1 — () f(H,) has its essential support in T'.

We have the following decomposition:
G1-¢(t,h) = 6_(t, ) + 54 (¢, h), (5.54)
where X )
oi (t,h) = tr ((f (H2)Ua(t) — f(H)UA(1)) X¥(x, AD)) . (5.55)

We use the simpler notation: Fj = f(H;).

In what follows, the lower index j refers to the Hamiltonian ﬁj and the upper index (&)
refers to the constructions in outgoing and incoming domains in region I'*.

The strategy consist in using the Isozaki-Kitada parametrix

Ut)x"(z,hD) = T (0, AN (R)Uo(t)T (10, B™M)" +
ENU (t)xn (h, z, AD) + RN Ry (8, h), (5.56)

with U = Uj, j = 1,2 and x = x4 for ¢ > 0. The main technical points are contained in
the two following lemmas
Lemma 5.21 With the above notations,the following identity holds:
tr {27 (02, Ao (0) T (2, B)' = FiT (01, AEUs(0)T (01, BE)'} =
tr {Uo() (7 (2, BE)* BT (@2, AF) — T (1, BE) 1T (1, AF)) }

and each term between brackets {-- -} is trace class.
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Lemma 5.22 The operators:

K=* = J (02, BE)* Fo I (02, AF) — T (01, BE)' F1.T (1, AY)

are h-admissible pseudodifferential operators, with h-symbols: K* € S,q(—p).
So we have the asymptotics: ‘
K==y WK
j=0
Moreover, there ezists some €y > 0 and some compact set M of R"™ such that: Supp(](;t) -
{(z,€); 60 < [v(€)|; € € M}. In particular if p > n, K= are trace class operators.

Remark about the proof: This lemma is an accurate form of the semi-classical analogue
of the Egorov theorem, in microlocal analysis ([84]), which states that the conjugate of a
pseudodifferential operator by a Fourier-Integral operator is a pseudodifferential operator.
Now we carry on the proof of the representation formula. With the previous constructions
we have:

i (t,h) = tr (Uo(t, )E*) + hVtr (DF (1, 1)) + BV en(E3 (2, h),
where:

Di(t,h) = FRUy(t, h)xna(h,z,hD) — FyU(t, h)xn1(h, z, D)

E}:{:r(t, h) = FQRAV’Q(t, h) - FlRN‘l(t, h)

First of all, let us remark that using the above lemmas we have easily
tr(Uo(t)K*) = Op(< t >~%).
So we get the estimate:
6’i(t,h) = O,‘L(< t >*OO)',

hence it follows that s € C*(7).
Now we can get the representation formula by inverse Fourier transform:

o1_c(\ ) = (27h)"! f exp(it A~ )&, (¢, h)dt. (5.57)
R

Let us remark that we cannot use (5.54) directly because we have information on 6, only
for t > 0 and on &_ only for ¢ < 0. But using that the trace is a C*-homomorphism to get:

6+(t) = tr((1 =) (FUa(t) — FiUy(1))x+(z, RD))"
= tr((Uz(=t)Fz = Ui(=t) F1)x4(z, D)) . (5.58)

Thus (5.58) shows that for ¢ (t) we have the same information for ¢ < 0. Of course the same
property holds for 6_(t) for t > 0. Thus the representation formula follows using inverse
Fourier transform in the variable ¢, dividing the integration domain into {{ > 0} U {t < 0},
using the progation estimates and the well known formula

+co
Ri(z) = i/(; U;(t) exp(itz)dt, for S(z) > 0.
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5.6 Application to the behavior of the scattering phase close to a
resonance

In [59] the authors gave a mathematical proof for the Breit-Wigner formula concerning the
derivative of the scattering phase for short range perturbations of —h%A. The interesting
physical consequence is that the scattering phase varies very quickly as h ~, 0 when the
encrgy variable crosses a resonant energy (for a precise statement see [59][corollary 2.3]).
Now we shall present this result and its extension to the scattering phase related to long
range perturbations of —h%A.

Let us consider two C™ potentials V}, j =1, 2. Assume there exist 6 > 0, p > n such that:

V(@) £ casa> 9)
|02 (Va(z) = Vi(z))| € ca <z >"P7l, (5.60)

Let us denote H; = —h2A + V; and Ay > 0 a fixed energy level.

As in [59], we introduce the following assumptions:

(ARyp) There is an open interval I, Ay € I, and I is non trapping for V.

(AR;) ("The well in the island”) There exists a connected open set O € R™ and a compact,
connected set U € O such that: Vi < Ao in U, Va> A in O \U and V5 < Ap in R" \O
(AR3) V5 is holomorphic in a set:

{z € C"|3z| < € < Rz >, Rz in a neighborhood of R™\ O}

(AR3) \g is non trapping for V%, outside R™\ O, i.e if z(t,y,n) is a classical trajectory for
Vo with y € R"\ O and 12 + Va(y) = Ao then

lg(t, y,m)| = +oo.

i—|a]
)

—~
(2 B |

S O

lim
[t|—=+o0

According to the resonance theory of Helffer-Sjostrand([78]), we can define the set I'(h)
of resonances for H, close to Ag. We assume furthermore that we have only one resonance
denoted by r(h):

(AR4) There exists a family of complex open sets §2(h) such that:

Misof2(1) = {Xo}, I(h) € Q) N R £ 0, Q(h) NT(h) = {r(h)} and Ve > 0, ¢, > 0 such
that dist(I'(k), 9Q(R)) > c.e~/M.

Let us remark that (ARy4) is satisfied if \y = MinV, = Vy(2y) where 24 is a unique non
degenerate minimum for V5.

Now we recall the main result of [58] which will be plugged in the above representation
formula to proceed as in the proof of Corollary 2.3 of ([59]).

Let us denote by d the Agmon distance associated to the degenerate metric (Va(r) —
Mo)+dz?, Sy = d(U, BO) and introduce a modification H, of Hy by plugging up the well:
choose W € C{x;d(z,U) < n} with > 0, small enough and such that V, + W > A in O.
Let us denote by ex(\, h;x,y), €2(A, h;z,y) the integral kernel of Ey, , Em.

Theorem 5.23 (Breit-Wigner formula) [58]. Under assumptions (ARy) to (AR,) we
have the following estimate as h 0, locally, uniformly in x,

de: e:
S (i ,7) = SO, 2) = S = (W) ()] + O (oI (5.61)
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with lime(n) = 0 and Ye > 0, [, ¥ (2)%dz =14 O, ((z("*’sﬂ“)/r‘) :

n—0

Now we can state the following result concerning the semi-classical behaviour of the total
scattering phase for energy close to the bottom of a well.

Theorem 5.24 [127]. Let us assume (AR;) to (AR,) and also (5.16) for Hy in a neighbor-
hood of Ag. For every h-family 6(h) of positive real numbers such that
(2) R(r(h)) £ 6(h) € I(h) Vi > 0, small enough,
T -n —n-n e -1 .y
(77) }ll{!%h d(h) =0, ;ngy\s(r(ﬁ))l d(h) = +o0,

we have the following result for the scattering phase 0 (0()\) = ws(X\)) of the pair (Hs, Hy),

L O(Rr(R) & 6(1)) = O(Rr(h)) = /2. (5.62)

This theorem can be proved by a direct computation, using theorem (5.23) as in the proof
of Corollary 2.3 of [59]. B

Theorem (5.24) shows that the scattering phase () is varying very fast (exponentially
fast in the scale 1) when A is close to a resonant energy. Let us remark that if A is a non
trapping energy level then (1)) is slowly varying by theorem (5.3).

6 Propagation of Coherent States

In this section we report briefly on a direct approach to the semiclassical approximation of
the time-dependent Schrédinger equation with initial data localized at an arbitrary point in
phase space.

The use of Gaussian coherent states in quantum mechanics and in partial differential equa-
tions is rather old. It probably goes back to Schrodinger (see [99] and its references). More
recently (1974/75) Hepp [82] and Heller [79, 80] used this approach to study the time depen-
dent Schrodinger equation. Later on more accurate mathematical results were proved, in par-
ticular by Hagedorn (1981)[66, 67] and Paul-Uribe (1995) [110, 111]. Recently Combescure-
Robert [38] have proven that one can get semi-classical approximations by Gaussian wave
packets, for the time dependent Schrodinger equation, valid in time intervals with lengths
increasing to oo as the Planck constant i tends to 0. In particular the well known log-time
limit (or Ehrenfest time) for the validity of semi-classical approximation is rigorously proved.
For example, with this control of the remainder term in large time intervals, it is possible to
prove the exponentially fast spreading of initial wave packets concentrated at an unstable
fixed point of the classical system.

Let us consider the Schrodinger equation

w0 — fray), w0 = .. (6.1)
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where H(t) is a time dependent family of self-adjoint operators in the Hilbert space L2(IR™).
The typical example is H (1) = — %%AJrV(J:, t), where V (z,t) is a smooth potential depending
on the position variable z € R™ and time ¢t € R. The initial data ¢, is the Gaussian coherent
state centred at the point « = (¢, p) introduced in the section 1 of this paper. Let us recall
that ¢, = W{a)¥g,where ¥ is the ground state of the usual harmonic oscillator Ky. More
generally let us denote by ¥, for n € IN" the orthonormal basis in L*(IR") of eigenfunctions
of Ky = %(—TLQA + |z[?). According to the correspondence principle, equation (6.1) is
approximated by the following Hamiltonian system, since Planck’s constant h is negligible
relative to m,

_0H . oH

q(t) = g(q(f‘),p(i);t), p(t) = —a—m-(q(t)m(t);t), q(0) = q p(0) = p. (6.2)

It is well known that the stability of the system (6.2) is governed by the linear Hamiltonian

system ‘
() = 71" 0 (), J=((1ﬂ 3) (6.3

H"(z,t) denotes the Hessian matrix in the variable z € R*". Let us introduce the quadratic
Hamiltonian Hg.(z,§;t) = % < (z,8), H"(t)(z,€) >, the quantum propagator, Ug(t,s) de-
fined by Hy(z, hD,;t) and the numbers &, = [3(4(s) - p(s) — H(q(s),p(s); s)ds — q—(t—)—"—%)—_ﬂ

Let us introduce also the linear flow F(t) defined by (6.3), starting at time 0 (F'(0) = 1).
We need also the notations ¥, , = W(a)¥,, ®,(t) = W(a,)Up(t)¥,. The error term will be
estimated by

0(cx,t) == ngigl[tr(F*(t)F(t))]”2; ofe,t):= sup (1+ |as]) (6.4)
pe(a, t, h) = a(a, 1) S (J;J)J (VhO(a, 1)), (6.5)
1<j<e \ "

The constants M, Ky depend on the following assumptions on the classical Hamiltonian
H.

H is assumed to be a C*-smooth function in z and t €] — T, 7] (0 < T < +00), satisfying
a global estimate

(A.0) there exists some non-negative constants m, M, Iy 7 such that
(1+[2*)~ M0 H(2,1)| < Ku,r,

uniformly in z € Z and t € [-T,T] for |y| > m.
For example H may be a very general Hamiltonian including time-dependent magnetic fields
or non Euclidean metrics.

Furthermore it is assumed that the classical and quantum evolutions exist from time zero to
time ¢ for ¢ in some interval | — T, T'[. More precisely :

(A.1) Given some o = (qo,po) € R*", there exists a positive T such that the classical
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Hamilton’s equations :

) oH

gt = B—p (90, pi, 1),

) 00H

Pt = _(9—(1 (Qt,Pui) 3

have a unique solution starting from initial data (go,p) for any t €] — T,T[. We call

a; = (qi, p) the phase space point reached at time ¢ by the so defined classical flow, starting
from ay = a.

(A.2) There exists a unique quantum propagator {U(t,s), (t,s) €] = T, T[*} satisfying some
technical condiditions (see [38]). When H is time independent we only ask H to be essentially
self-adjoint.

Theorem 6.1 ([38]) Suppose that assumptions (A.0) to (A.2) on the quantum (6.1) and the
classical (6.2) system, hold. Then for all integers € > 1, J > 1, for every real number k > 0,
there exists I' > 0 such that for every finite family of complex numbers {c,, p € N ", |u| <
J} there ezist c,(t, k) for v € N*, |v| < 3(€—1) + J, such that for 0 < h + Vhb(a,t) < k
the following L?-norm estimate holds, uniformly in |t| < T,

J . J+3(€-1)
“U(t,O) (Z Cj\I’j,ﬂ) - eujl/h z C,u(ta h)(I)u(t)H = (66)

l71=0 lie|=0

TKprpe(a, t,h) (> e |®)2. (6.7)

0<p<

Moreover the coefficients c,(t, h) are polynomials in Vv whose coefficients are given by the
evolution of the classical system (6.2).

Remark 6.2 Without control of the constants, this kind of resuits appeared many times in
the literature (see [119] and the references there, concerning Gaussian beams, [66, 67, 111,
12)).

This propagation theorem for coherent states can be used to prove semi-classical trace formu-
las and can replace the W.K.B method explained in section 4 (see [39]). The reader can find
more details in the references concerning many works related to this subject. The starting
point for the use of coherent states to prove trace asymptotic formula is the following

tr (U(t)A) = (2nh) ™ [nh(U(t)A%, va)da,

where U(t) is the propagator for a time independent Hamiltonian and A € S(R*").
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Propagation from an equilibrium point

Let us assume that H is time independent and o, = a, Vt € R. If a is a stable equilibrium
point then it is easily shown that there exists C' > 0 such that

pe(a, t, h) < Clt|°ht2. (6.8)
It then follows that semi-classical approximation is valid for

|t] < hE~Y2, Ve > 0.

Let us assume now that « is an unstable equilibrium point. Then it exists A > 0
(Lyapounov exponent) such that
0(a, t) < e,

Hence it follows that semi-classical approximation is valid for

1 1
=), Vy < —.

<
] < 7iog(3), ¥y <

More generally the last conclusion still holds for every time independent Hamiltonian and
for a in a compact energy shell (i.e H='(H(a)) is compact).

In the case of an unstable equilibrium point « it is possible to measure semi-classically the
spreading starting with a wave packet localized at . For simplicity we suppose here n =1
(see [38] for details and more general results). Let us define the mean value localization of
the wave packet at time ¢,

S(t) = %(W(—a)l/)(r,), KoW (—a)y(t)), (6.9)

with 9(t) = U(t,0)¢q and Ko = L(=h*A + |z]?). The Hessian matrix here is H"(a) =

a b . - .
( C). The instability assumption is b* > ac; A > 1 and % denote the Lyapounov expo-

b
0 1
(1),

nents of JH"(a) with
Theorem 6.3 ([38]) With the above assumptions, for € > ¢ small enough, we have

4b2 .2
s(t) — s(0) = Q(ZQ(f a(:;) sinh*(\t) + O(h); (6.10)
the estimate s uniform for
1—2¢
0<t< 2 log(—l-).

h

This theorem shows that the spreading of a wave packet localized at an unstable equilibrium
point is exponentially fast, the exponent depending on the Lyapounov instability coefficient.
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