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Abstract. We review the theory of $C^n$, $C^\infty$, and analytic elements for a strongly continuous representation of a Lie group in a Banach space. We simplify some of the existing proofs and give a new, short, proof for a characterization and density of the analytic elements of a unitary representation.

1 Introduction

The distinctive feature of Lie groups is not algebraic but analytic. Each Lie group is an analytic manifold and consequently possesses a differential and analytic structure. Our purpose is to review briefly the current status of the foundations of the analytic theory and provide simplified proofs of some of the principal results.

The algebraic theory of Lie groups is largely modelled on the theory of compact groups with an emphasis on reduction theory and irreducible or factorial representations. A key role is played by certain central elements, the Casimir operators. These operators are quadratic elements in the enveloping Lie algebra which commute with the Lie algebra and are basic
invariants of the theory. In contrast the analytic theory is modelled on the theory of partial differential equations for which the elliptic operators are fundamental. The simplest elliptic operators are Laplacians and their Lie analogues are again quadratic elements in the enveloping Lie algebra, the sum of squares of a basis of the Lie algebra. The Laplacians have, however, no particular invariance properties, their importance arises from properties of dissipativity and domination. In each representation the Laplacians dominate, in a precise sense, the action of the elements of the Lie algebra. Consequently they give a method of quantitatively assessing the group action. The accuracy and utility of this assessment depends on the precise measure of domination provided by the Laplacian. This in turn depends upon the nature of the representation. Unitary representations provide optimal examples and their structure will be examined in detail in Section 3.

The prime analytic observation is that each Laplacian generates a continuous semigroup, the 'heat' semigroup, in each continuous representation of the Lie group. The analytic features of the representation are largely embodied in the action of this heat semigroup. This action is determined by an integral kernel which has many properties analogous to the Gaussian kernel of the standard heat equation. Initial investigations [11] [12] of the analytic structure of Lie groups were based on detailed properties of the 'heat' kernel and much recent work has been dedicated to examination of the kernels (see, for example, [14] [17] [7]). But our description of the basic structure of the analytic theory requires no knowledge of this kernel on the Lie group.

2 Preliminaries

Let $G$ be a Lie group, $X$ a Banach space and $U$ a representation of $G$ by bounded operators $\{U(g) : g \in G\}$ on $X$. Then $U$ is called strongly continuous if the map $g \mapsto U(g)x$ from $G$ into $X$ is continuous for each $x \in X$. A unitary representation is a strongly continuous representation in which the space $X = \mathcal{H}$ is a Hilbert space and the $U(g)$ are unitary, i.e., $U(g)^* = U(g)^{-1} = U(g^{-1})$, for all $g \in G$. There are two other standard notions of continuity. The representation $U$ is called weakly continuous if the map $g \mapsto (f, U(g)x)$ from $G$ into $\mathbb{C}$ is continuous for all $x \in X$ and $f \in X^*$, the dual of $X$. But it is a consequence of the group structure that the notions of strongly and weakly continuity coincide (see, for example, [1] Corollary 3.1.8). In the case of a unitary representation $(\mathcal{H}, G, U)$ the equivalence is a consequence of the identity

$$\|(I - U(g))x\|^2 = 2 \Re (x, (I - U(g))x)$$

which is valid for all $x \in \mathcal{H}$ and $g \in G$. Alternatively, if $X = \mathcal{Y}^*$ is the dual of a Banach space $\mathcal{Y}$, the predual, then $U$ is called weakly* continuous if the adjoints $U(g)^*$ leave $\mathcal{Y}$ invariant and $g \mapsto (y, U(g)x)$ from $G$ into $\mathbb{C}$ is continuous for all $x \in X$ and $y \in \mathcal{Y}$. If the Banach space $X$ is reflexive then weak* continuity is the same as weak continuity, but in general they differ. For example, the representation of $\mathbb{R}$ by translations $(U(y)f)(x) = f(x - y)$ on $L^\infty(\mathbb{R})$ is weakly* continuous, but not weakly (strongly) continuous. Since we mainly deal with
representations in Hilbert spaces we will only consider strongly continuous representations. For the general theory of elliptic operators, however, weakly* continuous representations play a fundamental role.

If \( a \in \mathfrak{g} \), the Lie algebra of \( G \), then \( t \mapsto U(\exp(-ta_i)) \) is a continuous one parameter group of operators on \( \mathcal{X} \). Here \( \exp \) is the exponential map from \( \mathfrak{g} \) into \( G \). We denote the infinitesimal generator of this one parameter group by \( dU(a) \), which exists by the Hille–Yosida theorem and it is a closed operator. So \( U(\exp(-ta_i)) = e^{-tdU(a)} \) for all \( t \in \mathbb{R} \). If the representation \( U \) is unitary then it follows from the Stone–Von Neumann theorem that the operator \( dU(a) \) is skew-adjoint. For the sequel it is important to fix a basis \( a_1, \ldots, a_d \) for \( \mathfrak{g} \). Then we set \( A_i = dU(a_i) \), for simplicity.

The Lie group is a (real) analytic manifold, so it has a \( C^n \), \( C^\infty \), and an analytic structure. If \( x \in \mathcal{X} \) and \( n \in \mathbb{N} \) then \( x \) is called a \( C^n \)-element, a \( C^\infty \)-element or an analytic element for \( U \) if the map \( g \mapsto U(g)x \) from \( G \) into \( \mathcal{X} \) is a \( C^n \)-function, a \( C^\infty \)-function or a (real) analytic function, respectively. We denote the space of \( C^n \)-elements, \( C^\infty \)-elements and analytic elements for \( U \) by \( \mathcal{X}_n(U) \), \( \mathcal{X}_\infty(U) \) and \( \mathcal{X}_\omega(U) \), respectively. Occasionally we set \( \mathcal{X}_0(U) = \mathcal{X} \). If no confusion is possible we write simply \( \mathcal{X}_n \), \( \mathcal{X}_\infty \) and \( \mathcal{X}_\omega \). Since \( U(h) \) is a continuous linear map from \( \mathcal{X} \) into \( \mathcal{X} \) and \( U(h)U(g)x = U(gh)x \) for all \( g \in G \) the element \( x \) is a \( C^n \)-element, a \( C^\infty \)-element or an analytic element for \( U \) if, and only if, the map \( g \mapsto U(g)x \) is a \( C^n \)-function, a \( C^\infty \)-function or a (real) analytic function from a neighbourhood of the identity element \( e \) of \( G \) into \( \mathcal{X} \). Using the exponential map, it is both necessary and sufficient that \( a \mapsto U(\exp a)x \) is a map from a neighbourhood of \( 0 \in \mathfrak{g} \) into \( \mathcal{X} \) with the desired regularity. Moreover, for all \( h \in G \) one deduces from the identity \( U(gh)x = U(g)U(h)x \) for all \( g \in G \) that the spaces \( \mathcal{X}_n(U) \), \( \mathcal{X}_\infty(U) \) and \( \mathcal{X}_\omega(U) \) are invariant under \( U(h) \).

There is an infinitesimal description of the \( C^n \)-subspaces \( \mathcal{X}_n(U) \). For this characterization it is convenient to introduce a multi-index notation. If \( n \in \mathbb{N}_0 \) and \( \alpha = (i_1, \ldots, i_n) \) with \( i_1, \ldots, i_n \in \{1, \ldots, d\} \) we write \( A^\alpha = A_{i_1} \cdots A_{i_n} \) and set \( |\alpha| = n \), the length of \( \alpha \). We adopt the convention \( A^\varepsilon = I \) if \( |\alpha| = 0 \). Then one has the following identifications.

**Lemma 2.1** If \( n \in \mathbb{N} \) then \( \mathcal{X}_n(U) = \bigcap_{|\alpha| \leq n} D(A^\alpha) \). Hence \( \mathcal{X}_\infty(U) = \bigcap_\alpha D(A^\alpha) \).

**Proof** First, suppose \( x \in \mathcal{X}_n(U) \). Let \( \alpha = (i_1, \ldots, i_k) \) be a multi-index with \( k \in \{0, \ldots, n\} \). Then the map \( (t_1, \ldots, t_k) \mapsto U(\exp(t_1a_{i_1}) \cdots \exp(t_ka_{i_k}))x \) is \( k \)-times continuously differentiable in a neighbourhood of \( (0, \ldots, 0) \in \mathbb{R}^k \). Taking one derivative in each variable one deduces that \( x \in D(A_{i_1} \cdots A_{i_k}) = D(A^\alpha) \).

The proof of the converse is by induction. We first establish the case \( n = 1 \). Let \( x \in \bigcap_{i=1}^d D(A_i) \). Define \( f: \mathbb{R}^d \to G \) by \( f(t_1, \ldots, t_d) = U(\exp(t_1a_{i_1}) \cdots \exp(t_da_{i_d}))x \). Then it follows from the Duhamel formula that

\[
f(t_1, \ldots, t_d) = x + \sum_{i=1}^d U(\exp(t_1a_{i_1}) \cdots \exp(t_{i-1}a_{i_{i-1}})) \int_0^{t_i} ds U(\exp(sa_i))A_ix
\]
for all \((t_1, \ldots, t_d) \in \mathbb{R}^d\). Since \(U\) is strongly continuous it follows that \(f\) is once norm-differentiable at the origin and the differential equals \((A_1x, \ldots, A_dx)\). But then the map \((t_1, \ldots, t_d) \mapsto U(\exp(t_1a_1 + \cdots + t_da_d))x\) is also norm-differentiable at the origin, with the same differential. In particular, \(\frac{d}{dt} U(\exp(ta))|_{t=0} = dU(a) x\) exists for all \(a \in \mathfrak{g}\) and the map \(a \mapsto dU(a) x\) is a linear map. Since \(\frac{d}{dt} U(g \exp(ta))|_{t=0} = U(g) dU(a) x\) for all \(g \in G\) and \(a \in \mathfrak{g}\) the map \(g \mapsto U(g) x\) is a \(C^1\)-function and \(x \in \mathcal{X}_1(U)\). This establishes the case \(n = 1\).

Next let \(n \in \mathbb{N}\) and suppose \(\bigcap_{|\alpha| \leq n} D(A^\alpha) \subset \mathcal{X}_n(U)\). Let \(x \in \bigcap_{|\alpha| \leq n+1} D(A^\alpha)\). Then \(A_i x \in \bigcap_{|\alpha| \leq n} D(A^\alpha) \subset \mathcal{X}_n(U)\) for all \(i \in \{1, \ldots, d\}\). But the first order right derivative in the direction \(a_i\) of the map \(g \mapsto U(g) x\) equals \(g \mapsto U(g) A_i x\), this map is \(n\)-times differentiable in \(g\) and the derivatives are continuous. Thus \(x \in \mathcal{X}_{n+1}(U)\) and the first statement of the lemma is established.

The second statement of the lemma is a direct consequence of the first.

We define a norm \(||\cdot||_n\) on \(\mathcal{X}_n(U)\) by

\[
||x||_n = \max_{|\alpha| \leq n} ||A^\alpha x||.
\]

Since all the \(A_i\) are closed operators the space \(\mathcal{X}_n(U)\) is a Banach space. There are many other equivalent norms which could be used in place of the foregoing \(l_\infty\)-norm. In the subsequent discussion of unitary representations some estimates are optimized by use of an \(l_2\)-version of the norm.

We have shown that the space \(\mathcal{X}_n(U)\) is invariant under \(U\). Next we prove that the restriction of the representation of \(U\) to the space \(\mathcal{X}_n(U)\) is (strongly) continuous.

**Lemma 2.2** If \(n \in \mathbb{N}\) then the restriction of \(U\) to \(\mathcal{X}_n(U)\) is strongly continuous.

**Proof** Since the representation \(U\) is bounded on bounded subsets of \(G\) one easily deduces that for each compact subset \(K\) of \(G\) the maps \(g \mapsto U(g)x\) are equicontinuous from \(G\) into \(\mathcal{X}\) uniformly for all \(x \in K\).

Let \(k \in \{1, \ldots, n\}\) and \(i_1, \ldots, i_k \in \{1, \ldots, d\}\). Then for all \(x \in \mathcal{X}_n(U)\) one has the decomposition

\[
A_{i_1} \cdots A_{i_k} (U(g)x - x) = (U(g) dU(Ad(g^{-1})a_{i_1}) \cdots dU(Ad(g^{-1})a_{i_k}) x - U(g) dU(Ad(g^{-1})a_{i_1}) \cdots dU(Ad(g^{-1})a_{i_k}) x) \\
+ (dU(Ad(g^{-1})a_{i_1}) \cdots dU(Ad(g^{-1})a_{i_k}) x - dU(a_{i_1}) \cdots dU(a_{i_k}) x)
\]

for all \(g \in G\). The lemma follows from this decomposition, the above uniform continuity and some elementary estimates. □
It follows from this lemma that one has a discrete family of continuous representations \((X_n, U(U^n), G)\) obtained by restriction of \(U\) to the \(C^n\)-subspaces and the next lemma shows that the \(C^n\)-structures are compatible.

**Lemma 2.3** If \(n, m \in \mathbb{N}\) and \(U(U^n)\) denotes the restriction of \(U\) to the space \(Y = X_n(U)\) then \(Y_m(U(U^n)) = X_{n+m}(U)\), with equivalent norms.

**Proof** First, let \(A^n_i = dU^n(a_i)\) be the infinitesimal generator with respect to the representation \(U(U^n)\). Then \(A^n_i \subseteq A_i\) for all \(i\). Let \(x \in Y_m(U(U^n))\). Then \(x \in \bigcap_{|\alpha| \leq m} D(A^n_\alpha)\). Therefore for all \(\alpha\) with \(|\alpha| \leq m\) one has \(x \in D(A^n_\alpha)\) and

\[
A^n_\alpha x = A^n_\alpha x \in X_n(U) = \bigcap_{|\beta| \leq n} D(A_\beta) .
\]

Hence \(x \in \bigcap_{|\alpha| \leq m} D(A^n_\alpha) = X_{n+m}(U)\).

Conversely, let \(x \in X_{n+m}(U)\). Then the map \((g, h) \mapsto U(h)U(g)x\) from \(G \times G\) into \(X\) is a \(C^{n+m}\)-function. Differentiating with respect to \(h\) and evaluating at \(h = e\) one deduces that the function \(g \mapsto A^n_\alpha U(g)x\) from \(G\) into \(X\) is a \(C^n\)-function for all \(\alpha\) with \(|\alpha| \leq n\). Hence the map \(g \mapsto U^n(g)x\) from \(G\) into \(X_n(U) = Y\) is a \(C^n\)-function and \(x \in Y_m(U(U^n))\).

There is also an infinitesimal description of analytic elements.

**Lemma 2.4** If \(x \in X\) then \(x \in X_n(U)\) if, and only if, \(x \in D(A^n_\alpha)\) for all \(\alpha\) and there exist \(c, t > 0\) such that \(\|A^n_\alpha x\| \leq c t^{||\alpha||}|\alpha|!\) uniformly for all multi-indices \(\alpha\).

**Proof** First assume the norm bounds on \(A^n_\alpha x\). Then, using the inequalities \((n + m)! \leq 2^{n+m}n!m!\), it follows that there exist \(b, M > 0\) such that

\[
\|A^n_{1} \ldots A^n_{d} x\| \leq b M^{n_1 + \ldots + n_d}n_1! \ldots n_d!
\]

uniformly for \(n_1, \ldots, n_d \in \mathbb{N}_0^d\). Hence the series

\[
\sum_{n_1, \ldots, n_d=0}^{\infty} \frac{t_1^{n_1} \ldots t_d^{n_d}}{n_1! \ldots n_d!} A^n_{1} \ldots A^n_{d} x
\]

converges for \(t_1, \ldots, t_d \in (-M^{-1}, M^{-1})\). Therefore

\[
(t_1, \ldots, t_d) \mapsto \sum_{n_1, \ldots, n_d=0}^{\infty} \frac{t_1^{n_1} \ldots t_d^{n_d}}{n_1! \ldots n_d!} A^n_{1} \ldots A^n_{d} x = U(\exp(t_1 a_1) \ldots \exp(t_d a_d)) x
\]

is a real analytic function from \((-M^{-1}, M^{-1})^d\) into \(G\) and \(x \in X_n(U)\).
Conversely, suppose \( x \in X_\omega(U) \). Then \( x \in X_\infty(U) = \cap_\alpha D(A^\alpha) \). Since the map \((t_1, \ldots, t_d) \mapsto U(\exp(t_1 a_1) \ldots \exp(t_d a_d))x \) from \( \mathbb{R}^d \) into \( X \) is (real) analytic there exist \( c, t > 0 \) such that
\[
\|A_1^{n_1} \ldots A_d^{n_d}x\| \leq c t^{n_1 + \cdots + n_d}(n_1 + \ldots + n_d)!
\]  
(2.1)
for all \( n_1, \ldots, n_d \in \mathbb{N}_0 \) where we may assume that \( t \geq 2dK \), with \( K = \max_{i,j,k} |c_{ij}^k| \) and \( c_{ij}^k \) the structure constants. Similar bounds follow for any other reordering of the \( a_i \). Unfortunately this argument does not establish bounds \( \|A^\alpha x\| \leq c |t^{\alpha}| |\alpha|! \) for all multi-indices \( \alpha \). Nevertheless one can deduce the bounds for general multi-indices from the bounds for ordered multi-indices, i.e., the indices \((i_1, \ldots, i_n)\) with \( i_1 \leq i_2 \leq \ldots \leq i_n \), by the following argument.

Let \( J_{n,m} \) be the set of all multi-indices of length \( n \) with the property that if one deletes \( m \) indices from \( \alpha \in J_{n,m} \) then the remaining \( n - m \) indices are ordered. We shall prove that
\[
\|A^\alpha x\| \leq c 2^m t^{\alpha} n! \quad \text{for all } \alpha \in J_{n,m}
\]  
(2.2)
for all \( n, m \in \mathbb{N}_0 \) with \( n \geq m \). Once this is achieved one has \( \|A^\alpha x\| \leq c (2t)^{|\alpha|} |\alpha|! \) for each \( \alpha \), because \( \alpha \in J_{|\alpha|,|\alpha|} \), and the proof is complete.

The proof of (2.2) is by double induction, first on \( n \) and then on \( m \).

If \( n = 0 \) then (2.2) is trivial. Let \( N \in \mathbb{N} \) and suppose (2.2) is valid for \( n = N - 1 \) and all \( m \in \{0, \ldots, N - 1\} \). Now for \( m = 0 \) and \( n = N \) the bounds (2.2) are a reformulation of (2.1). So let \( M \in \{1, \ldots, N\} \) and suppose that (2.2) is valid for \( n = N \) and \( m = M - 1 \). Since \( J_{N,N} = J_{N,N-1} \) we may assume that \( M \leq N - 1 \). Let \( \alpha \in J_{N,M} \). We now commute one of the misordered indices to the correct place. Since
\[
A_1^{\alpha} A_{i_1} \ldots A_{i_k} A_{i_1} A^{\gamma} = A_1^{\alpha} A_{i_1} A_{i_1} \ldots A_{i_k} A^{\gamma} + \sum_{l=1}^{k} A_1^{\alpha} A_{i_1} \ldots A_{i_{l-1}} [A_{i_l}, A_{i_1}] A_{i_{l+1}} A_{i_k} A^{\gamma}
\]
there exist \( \alpha_0 \in J_{N,M-1}, \alpha_1, \ldots, \alpha_d N \in J_{N-1,M} \) and \( c_1, \ldots, c_d N \in [-K, K] \) such that
\[
A^\alpha = A^{\alpha_0} + \sum_{i=1}^{d N} c_i A^{\alpha_i}.
\]
Using the two induction hypotheses it then follows that
\[
\|A^\alpha x\| \leq \|A^{\alpha_0} x\| + \sum_{i=1}^{d N} |c_i| \|A^{\alpha_i} x\| \\
\leq c 2^{M-1} t^N N! + d N K c 2^{M} t^{N-1}(N - 1)! \\
\leq c 2^{M-1} t^N N! + c 2^{M-1} t^N N! = c 2^{M} t^N N!
\]
and (2.2) is valid for \( n = N \) and \( m = M \). \( \square \)
We have defined several spaces associated with a strongly continuous representation but it is not clear that these spaces are non-trivial. But the next proposition shows that it is rather easy to deduce that the space $\mathcal{X}_\infty(U)$ of $C^\infty$-elements is dense in $\mathcal{X}$. Hence the spaces $\mathcal{X}_n(U)$ are dense in $\mathcal{X}$ for all $n \in \mathbb{N}$.

**Proposition 2.5 (Gårding, [8])** The space $\mathcal{X}_\infty(U)$ is dense in $\mathcal{X}$.

**Proof** If $\varphi \in C^\infty_c(G)$ and $x \in \mathcal{X}$ then

$$U(\varphi) x = \int_G dg \varphi(g) U(g) x \in \mathcal{X}_\infty(U)$$

by an elementary calculation. Now let $\varphi_1, \varphi_2, \ldots \in C^\infty_c(G)$ be a bounded approximation of the identity. Then $\lim_{n \to \infty} U(\varphi_n) x = x$ in $\mathcal{X}$ for all $x \in \mathcal{X}$ and $\mathcal{X}_\infty(U)$ is dense in $\mathcal{X}$.

**Corollary 2.6** For all $n \in \mathbb{N}$ the space $\mathcal{X}_\infty(U)$ is dense in $\mathcal{X}_n(U)$.

**Proof** Let $U^{(n)}$ denote the restriction of $U$ to the space $\mathcal{Y} = \mathcal{X}_n(U)$. Then $\mathcal{Y}_\infty(U^{(n)})$ is dense in $\mathcal{Y} = \mathcal{X}_n(U)$ by Proposition 2.5. But $\mathcal{X}_\infty(U) = \mathcal{Y}_\infty(U^{(n)})$ by Lemma 2.3.

It follows from the proof of Proposition 2.5 that the vector space

$$\mathcal{X}_G(U) = \text{span}\{U(\varphi)x : \varphi \in C^\infty_c(G), x \in \mathcal{X}\},$$

which is usually called the Gårding space, is dense in $\mathcal{X}$ and is a subspace of $\mathcal{X}_\infty(U)$. It is a much deeper result of Dixmier and Malliavin [4] that the spaces $\mathcal{X}_G(U)$ and $\mathcal{X}_\infty(U)$ are equal.

Despite the short proof for the density of the $C^\infty$-elements for any representation, it is much more difficult to deduce that the space $\mathcal{X}_\infty(U)$ of analytic elements for $U$ is dense in $\mathcal{X}$. This result has been proved by Cartier–Dixmier [3], Nelson [12], Langlands [11] and Gårding [9] for any continuous representation. For a self-contained, direct proof we refer to [14] Theorem II.2.2. In the next section we give a new, short and rather easy proof for the density of the analytic elements for unitary representations. In Section 4 we explain how this proof can be extended to a general continuous representation.

### 3 Unitary representations

The aim of this section is to characterize the spaces of $C^n$-, $C^\infty$-, and analytic elements for a unitary representation. All these spaces involve the infinitesimal generators $A_1, \ldots, A_d$, i.e., the generalized partial derivatives, and the remarkable fact is that they can be characterized by one single operator, the Laplacian.
Let $U$ be a unitary representation of the Lie group $G$ in a Hilbert space $\mathcal{H}$, fix a basis $a_1, \ldots, a_d$ for the Lie algebra $\mathfrak{g}$ of $G$ and set $A_i = dU(a_i)$. The Laplacian is initially defined as $\Delta = -\sum_{i=1}^d A_i^2$ with domain $D(\Delta) = \bigcap_{i=1}^d D(A_i^2)$, the space of all separately twice differentiable elements. One readily checks that $\Delta$ is a positive, symmetric, operator but it is not evident that it is closed or self-adjoint and one aim of the subsequent analysis is to establish these properties. For this purpose it is useful to consider two other possible definitions of the Laplacian involving different domains.

The largest natural domain occurs with the quadratic form definition. Let $\delta$ denote the sesquilinear form $\delta: \mathcal{H}_1 \times \mathcal{H}_1 \to \mathbb{C}$ with values

$$\delta(y, x) = \sum_{i=1}^d (A_i y, A_i x).$$

Then $\delta$ is positive, symmetric, densely defined and closed. Hence it automatically determines a positive, self-adjoint, operator which we denote by $\Delta_\delta$ (see [10] Chapter VI). The domain $D(\Delta_\delta)$ of $\Delta_\delta$ consists of those $x \in \mathcal{H}_1$ for which there is a $z \in \mathcal{H}$ such that

$$\delta(y, x) = (y, z)$$

for all $y \in \mathcal{H}_1$. Then the action of $\Delta_\delta$ is given by $\Delta_\delta x = z$. It follows straightforwardly that $\Delta_\delta$ is an extension, the self-adjoint form extension, of $\Delta$. The advantage of this definition lies in the self-adjointness of $\Delta_\delta$ which gives access to spectral theory, functional calculus, etc., but the disadvantage is that the domain of $\Delta_\delta$ is only specified in an implicit manner.

The smallest natural domain for the Laplacian is the subspace of $C^\infty$-elements and we denote by $\Delta_\infty$ the restriction of $\Delta$ to this domain, i.e., $D(\Delta_\infty) = \mathcal{H}_\infty$. Then $\Delta_\infty$ is symmetric, and hence closable, but it is not closed in general.

One of the main conclusions of this section will be that the operator $\Delta$ equals $\Delta_\delta$. Hence $\Delta$ is closed and self-adjoint on the domain $D(\Delta)$. Moreover, this explicitly identifies the form domain $D(\Delta_\delta)$ with $D(\Delta)$. In addition we prove that $\Delta$ is equal to the closure of $\Delta_\infty$. Thus the $C^\infty$-elements $\mathcal{H}_\infty$ are a core of $\Delta$.

It is convenient for the subsequent discussion to introduce a fourth Laplacian $\Delta_2$ as the restriction of $\Delta$ to the subspace $\mathcal{H}_2$ of all jointly twice differentiable elements. Since $\mathcal{H}_\infty$ is dense in $\mathcal{H}_2$ by Corollary 2.6 it follows that the closures of $\Delta_\infty$ and $\Delta_2$ coincide.

Set $M = (\sum_{i,j,k,l=1}^d |c_{ij}^k|^2)^{1/2}$, where $c_{ij}^k$ are the structure constants of the Lie algebra with respect to the basis $a_1, \ldots, a_d$.

**Proposition 3.1** If $\varepsilon > 0$ then

$$\sum_{i=1}^d \|A_i x\|^2 = (x, \Delta_2 x) \leq \varepsilon \|\Delta_2 x\|^2 + (4\varepsilon)^{-1}\|x\|^2$$

(3.1)
and
\[ \sum_{i,j=1}^{d} \| A_i A_j x \|^2 \leq (1 + \varepsilon) \| \Delta_2 x \|^2 + 2M^4(1 + \varepsilon)^4 \varepsilon^{-3} \| x \|^2 \]
uniformly for all \( x \in \mathcal{H}_2 \).

**Proof** The identity in (3.1) follows because the \( A_i \) are skew-symmetric and the bounds because
\[ |(x, \Delta_2 x)| \leq \| x \| \cdot \| \Delta_2 x \| \leq \varepsilon \| \Delta_2 x \|^2 + (4\varepsilon)^{-1} \| x \|^2 \]
for all \( \varepsilon > 0 \). Next set \( U_1(x) = (\sum_{i=1}^{d} \| A_i x \|^2)^{1/2} \) and \( U_2(x) = (\sum_{i,j=1}^{d} \| A_i A_j x \|^2)^{1/2} \). Then
\[
U_2(x)^2 = - \sum_{i,j=1}^{d} (A_j x, A_j A_i^2 x) - \sum_{i,j=1}^{d} (A_j x, [A_i^2, A_j] x)
\]
for all \( x \in \mathcal{H}_\infty \). Therefore,
\[
U_2(x)^2 \leq \| \Delta_2 x \|^2 + \left| \sum_{i,j,k=1}^{d} c_{ijk}^k ((A_j x, A_i A_k x) + (A_j x, A_k A_i x)) \right|
\]
\[
\leq \| \Delta_2 x \|^2 + 2M U_1(x) U_2(x)
\]
\[
\leq \| \Delta_2 x \|^2 + \varepsilon(1 + \varepsilon)^{-1} U_2(x)^2 + M^2(1 + \varepsilon) \varepsilon^{-1} U_1(x)^2
\]
for all \( \varepsilon > 0 \) and \( x \in \mathcal{H}_\infty \) by use of the Cauchy–Schwarz inequality. But this can be solved to yield
\[
U_2(x)^2 \leq (1 + \varepsilon) \| \Delta_2 x \|^2 + M^2(1 + \varepsilon)^2 \varepsilon^{-1} U_1(x)^2
\]
and then using the first statement one finds
\[
U_2(x)^2 \leq (1 + 2\varepsilon) \| \Delta_2 x \|^2 + 4^{-1} M^4(1 + \varepsilon)^4 \varepsilon^{-3} \| x \|^2
\]
Finally replacing \( \varepsilon \) by \( \varepsilon/2 \) one obtains the second statement for all \( x \in \mathcal{H}_\infty \) and then by closure for all \( x \in \mathcal{H}_2 \).

These estimates establish that the seminorm \( x \mapsto U_2(x) \) is relatively bounded by the seminorm \( x \mapsto \| \Delta_2 x \| \) on \( \mathcal{H}_2 \) with relative bound one. Obviously, \( \| \Delta_2 x \|^2 \leq d^{1/2} U_2(x) \) for all \( x \in \mathcal{H}_2 \). Hence the norms \( x \mapsto \| \Delta_2 x \| + \| x \| \) and \( x \mapsto U_2(x) + \| x \| \) are equivalent with the norm \( \cdot \| \cdot \), the \( C^2 \)-norm on \( \mathcal{H}_2 \). But since \( \mathcal{H}_2 \) is complete one has the following conclusion.

**Corollary 3.2** The operator \( \Delta_2 \) is closed.
Much more is true. The operator $\Delta_2$ is in fact self-adjoint on $\mathcal{H}_2$. This property is the most critical element in the analysis of the differential structure of the representations and its proof requires techniques from the classical theory of elliptic differential operators. The basis of the proof is the exponential map which gives a local diffeomorphism from $\mathbb{R}^d$ to $G$.

**Theorem 3.3** The operator $\Delta_2$ is self-adjoint.

**Proof** Since $\Delta_2$ is closed, Corollary 3.2, and symmetric it suffices to prove that the range of $\lambda I + \Delta_2$ is equal to $\mathcal{H}$ for some $\lambda > 0$. This relies on comparison with the $\mathbb{R}^d$-theory. There are various ways of accomplishing this but we use a parametrix argument which requires no deep knowledge of the properties of elliptic operators.

Let $\Omega \subset G$ be an open relatively compact neighbourhood of the identity $e \in G$ and $W_0$ an open ball in $\mathfrak{g}$ centred at the origin such that $\exp|_{W_0}: W_0 \to \Omega$ is an analytic diffeomorphism. Set $a_x = \sum_{i=1}^d x_i a_i$, for $x \in \mathbb{R}^d$, and $W = \{x \in \mathbb{R}^d : a_x \in W_0\}$. Then for $\varphi: \Omega \to \mathbb{C}$ define $\tilde{\varphi}: W \to \mathbb{C}$ by $\tilde{\varphi}(x) = \varphi(\exp(a_x))$. If $\Omega$ is small enough the image of Haar measure under this map is absolutely continuous with respect to Lebesgue measure. In particular, there exists a positive $C^\infty$-function $\sigma$ on $W$, bounded from below by a strictly positive constant, with all derivatives bounded on $W$ and such that

$$\int_{\Omega} dg \varphi(g) = \int_{W} dx \sigma(x) \tilde{\varphi}(x)$$

for all $\varphi \in L_1(\Omega; dg)$. We normalize the Haar measure $dg$ such that $\sigma(0) = 1$.

On $G$ one has the generators $B_i$ of left translations $(B_i\varphi)(g) = \frac{d}{dt} \varphi(\exp(-ta_i)g)|_{t=0}$. The key feature of the exponential map is to transpose these vector fields to $C^\infty$-vector fields $X_1, \ldots, X_d$ on $W$ with the property

$$(X_i \tilde{\varphi})(x) = (\tilde{B_i}\varphi)(x) = (B_i\varphi)(\exp(a_x)) = \frac{d}{dt} \varphi(\exp(-ta_i)\exp(a_x))|_{t=0}$$

for all $\varphi \in C^\infty_c(\Omega)$. Moreover,

$$X_i \tilde{\varphi} = -\partial_i \tilde{\varphi} + Y_i \tilde{\varphi}$$

for all $\varphi \in C^\infty_c(\Omega)$ where the $Y_i$ are $C^\infty$-vector fields of the form $Y_i = \sum_{j=1}^d f_j \partial_j$ and the $f_j \in C^\infty(W)$ have a first-order zero at the origin. But then

$$(\Delta_B \varphi)^\sim = \tilde{\Delta} \tilde{\varphi} + \tilde{H}' \tilde{\varphi}$$

where $\Delta_B = -\sum_{i=1}^d B_i^2$ is the Laplacian on $G$, $\tilde{\Delta} = -\sum_{i=1}^d \partial_i^2$ is the ordinary Laplacian on $\mathbb{R}^d$ and $\tilde{H}'$ is an operator of the form

$$\tilde{H}' = \sum_{i,j=1}^d f_{ij} \partial_i \partial_j + \sum_{i=1}^d f_i \partial_i + f_0$$

with $f_{ij}, f_i, f_0 \in C^\infty(W)$ and $f_{ij}(0) = 0$. 
Let \( \chi, \chi' \in C^\infty_c(G) \), \( \text{supp } \chi' \subseteq \Omega \), \( \chi(e) = 1 \) and \( \chi' = 1 \) on \( \text{supp } \chi \). Then for all \( \xi \in H_\infty \) and \( \eta \in \mathcal{H} \) one has for all \( r \in C^\infty_c(G) \) with \( \text{supp } r \subseteq \text{supp } \chi 
abla \Delta \)

\[
\int c \, d \xi (g) (\eta, (\lambda I + \Delta_2)U(g)\xi) = (\eta, (\lambda I + \Delta_2)U(r)\xi) 
= \int_{G} d g ((\lambda I + \Delta_2)r)(g) (\eta, U(g)\xi) \chi'(g) 
= \int_{G} d g (r) ((\lambda I + \Delta_2)r)(g) 
\]  
where \( \tau(g) = (\eta, U(g)\xi) \chi'(g) \). Since \( C^\infty_c(G) \) is dense in \( L_1(G) \) it follows by continuity that (3.3) is valid for all \( r \in L_1(G) \) with \( \text{supp } r \subseteq \text{supp } \chi \). Now let \( r_{\lambda} \) be the function on \( G \) with support contained in \( \Omega \) such that \( r_{\lambda} = \tilde{R}_{\lambda} \tilde{\chi} \) where \( \tilde{R}_{\lambda} \) denotes the kernel of the resolvent of \( (\lambda I + \Delta) \) on \( \mathbb{R}^d \). Then

\[
(\eta, (\lambda I + \Delta_2)U(\tau_{\lambda})\xi) = \int_{W} dx \sigma(x) \tilde{R}_{\lambda}(x) \tilde{\chi}(x) ((\lambda I + \tilde{\Delta} + \tilde{H'}) \tilde{\tau})(x) 
= \int_{W} dx \sigma(x) ((\lambda I + \tilde{\Delta} + \tilde{H'})(\tilde{R}_{\lambda} \tilde{\chi}))(x) \tilde{\tau}(x) 
= \int_{W} dx \sigma(x) \delta(x) \tilde{\chi}(x) \tilde{\tau}(x) + \int_{W} dx \sigma(x) \tilde{s}_{\lambda}(x) (\eta, U(\exp(a_x))\xi) ,
\]
in the sense of distributions, where \( \tilde{s}_{\lambda} \) has the form

\[
\tilde{s}_{\lambda}(x) = \sum_{k} (L^{(k)}_{\lambda})(x) \tilde{\chi}_k(x) \tilde{\chi}'(x) .
\]

Here the \( \tilde{\chi}_k \in C^\infty(W) \) and the \( L^{(k)} \) are operators of the same form as \( \tilde{H}' \) with coefficients \( f_{ij}^{(k)} \), etc., in \( C^\infty(W) \) and with \( f_{ij}^{(k)}(0) = 0 \).

Now \( \tilde{R}_{\lambda}(x) = \int_{0}^{\infty} dt e^{-\lambda t} K_t(x) \), where \( K_t(x) = (4\pi t)^{-d/2} e^{-x^2/(4t)} \) is the Gaussian. So \( \|\tilde{R}_{\lambda}\|_1 = \lambda^{-1} \) and \( |r_{\lambda}(x)| \leq a \lambda^{-1/2} \). Since \( |(\partial \xi, \partial \xi_{i} K_t(x)| \leq a t^{-(d+3)/2} e^{-x^2/(4t)} \) and \( |f_{ij}^{(k)}(x)| \leq c |x| \) for suitable \( a, c > 0 \), if \( W \) is small enough, it follows that

\[
\|f_{ij}^{(k)} \partial_i \partial_j \tilde{R}_{\lambda}\|_1 \leq \int_{W} dx c \int_{0}^{\infty} dt e^{-\lambda t} a t^{-(d+1)/2} |x|^2 t^{-1/2} e^{-x^2/(4t)} 
\leq a' \int_{R^d} dt e^{-\lambda t} e^{-(d+1)/2} \int_{R^d} dx e^{-x^2/(4t)} \leq a'' \lambda^{-1/2}
\]

for all \( \lambda > 0 \), for suitable \( a', a'' > 0 \). Similarly, one can estimate the contributions of the other terms in \( L^{(k)} \) and deduce that \( \|L^{(k)} \tilde{R}_{\lambda}\|_1 \leq a \lambda^{-1/2} \) for some \( a > 0 \), uniformly for all \( \lambda \geq 1 \). Hence \( \|s_{\lambda}\|_1 \leq a \lambda^{-1/2} \) for some \( a > 0 \), uniformly for all \( \lambda \geq 1 \). So

\[
(\eta, (\lambda I + \Delta_2)U(\tau_{\lambda})\xi) = (\eta, \xi) + (\eta, U(s_{\lambda})\xi)
\]

Therefore, if \( R_{\lambda} = U(\tau_{\lambda}) \) and \( S_{\lambda} = U(s_{\lambda}) \) then \( \|R_{\lambda}\| \leq a \lambda^{-1/2} \|\xi\| \) and \( \|S_{\lambda}\| \leq a \lambda^{-1/2} \|\xi\| \). Hence

\[
(\lambda I + \Delta_2)R_{\lambda}\xi = \xi + S_{\lambda}\xi
\]  
(3.4)
for all $\xi \in \mathcal{H}_\infty$. By density it follows that $R_\lambda \mathcal{H} \subseteq D(\Delta_2) = D(\Delta_2)$ and (3.4) is valid for all $\xi \in \mathcal{H}$. Thus if $\lambda^{-1/2} < 1$ then $(I + S_\lambda)$ has a bounded inverse and

$$\xi = (\lambda I + \Delta_2)R_\lambda(I + S_\lambda)^{-1}\xi$$

This establishes that the range of $(\lambda I + \Delta_2)$ is equal to $\mathcal{H}$. Hence $\Delta_2$ is self-adjoint.

Since a self-adjoint operator has no proper symmetric extension it immediately follows that $\Delta_2 = \Delta_\delta$. Therefore one has the following characterization of the Laplacian.

**Corollary 3.4** The Laplacian $\Delta$ is self-adjoint and $\Delta = \Delta_2 = \Delta_\delta$. The $C^\infty$-elements $\mathcal{H}_\infty$ are a core of $\Delta$ and

$$\mathcal{H}_2 = \bigcap_{i=1}^d D(A_i^2)$$

**Proof** Originally $\Delta_2 \subseteq \Delta \subseteq \Delta_\delta$. Then since $\Delta_2$ and $\Delta_\delta$ are both self-adjoint all three Laplacians must be equal. But $\mathcal{H}_\infty$ is clearly a core of $\Delta_2$ and hence of $\Delta$. Finally the equality means that $\mathcal{H}_2 = D(\Delta_2) = D(\Delta)$.

The last statement of the corollary is rather striking as it establishes that

$$\bigcap_{i,j=1}^d D(A_iA_j) = \bigcap_{i=1}^d D(A_i^2)$$

i.e., an element of the Hilbert space is jointly twice differentiable if, and only if, it is separately twice differentiable.

Next we consider the characterization of the $n$-times differentiable elements $\mathcal{H}_n$. First we begin by remarking that as $\Delta$ is now known to be self-adjoint the estimates of Proposition 3.1 can be rephrased in terms of the resolvent of $\Delta$.

**Corollary 3.5** The operators $(\lambda I + \Delta)^{1/2}$, $\lambda > 0$, are bijections from $\mathcal{H}_1$ to $\mathcal{H}$ and from $\mathcal{H}_2$ to $\mathcal{H}_1$. Moreover,

$$\sum_{i=1}^d \|A_i(\lambda I + \Delta)^{-1/2}x\|^2 \leq \|x\|^2$$

and

$$\sum_{i,j=1}^d \|A_iA_j(\lambda I + \Delta)^{-1}x\|^2 \leq (1 + 2M\lambda^{-1/2})^2\|x\|^2$$

for all $x \in \mathcal{H}$ and $\lambda > 0$. 
Proof. As \( \Delta = \Delta_\delta \) it follows from the identification of the form domain as the domain of the square root of the associated positive self-adjoint operator that \( D(\delta) = D(\Delta^{1/2}) = D((\lambda I + \Delta)^{1/2}) \). Therefore \( D((\lambda I + \Delta)^{1/2}) = \mathcal{H}_1 \) and \( (\lambda I + \Delta)^{1/2} \mathcal{H}_1 = \mathcal{H} \) for all \( \lambda > 0 \). Moreover, as \( \Delta = \Delta_2 \) it follows that \( D(\Delta_2) = D(\Delta) = D(\lambda I + \Delta) \) and \( (\lambda I + \Delta) \mathcal{H}_2 = \mathcal{H} \) for all \( \lambda > 0 \). But then \( (\lambda I + \Delta)^{1/2} \mathcal{H}_2 = (\lambda I + \Delta)^{-1/2} \mathcal{H} = \mathcal{H}_1 \).

Next
\[
\sum_{i=1}^{d} \| A_i (\lambda I + \Delta)^{-1/2} x \|^2 = (x, \Delta (\lambda I + \Delta)^{-1} x) \leq \| x \|^2
\]
because \( \Delta \) is positive. Moreover,
\[
\sum_{i=1}^{d} \| A_i (\lambda I + \Delta)^{-1} x \|^2 = (x, \Delta (\lambda I + \Delta)^{-2} x) \leq \lambda^{-1} \| x \|^2
\]
Hence
\[
\sum_{i,j=1}^{d} \| A_i A_j (\lambda I + \Delta)^{-1} x \|^2 \leq \| \Delta (\lambda I + \Delta)^{-1} x \|^2 + 2M \left( \sum_{i=1}^{d} \| A_i (\lambda I + \Delta)^{-1} x \|^2 \right)^{1/2} \cdot \left( \sum_{i,j=1}^{d} \| A_i A_j (\lambda I + \Delta)^{-1} x \|^2 \right)^{1/2}
\]
by the estimate (3.2). Therefore
\[
\left( \left( \sum_{i,j=1}^{d} \| A_i A_j (\lambda I + \Delta)^{-1} x \|^2 \right)^{1/2} - M \lambda^{-1/2} \| x \| \right)^2 \leq (1 + M^2 \lambda^{-1}) \| x \|^2
\]
and the last statement of the corollary follows straightforwardly.

It is an easy consequence of this last corollary that \( \| \cdot \|_1 \) is equivalent to the graph norm \( x \mapsto \| (\lambda I + \Delta)^{1/2} x \| \) on \( \mathcal{H}_1 \) and \( \| \cdot \|_2 \) is equivalent to the norm \( x \mapsto \| (\lambda I + \Delta) x \| \) on \( \mathcal{H}_2 \) for all \( \lambda > 0 \). But these results are just the simplest cases of the following characterization of the \( C^n \)-subspaces.

**Theorem 3.6** If \( n \in \mathbb{N} \) then \( D((I + \Delta)^{n/2}) = \mathcal{H}_n \) and the norms \( x \mapsto \| (I + \Delta)^{n/2} x \| \) and \( \| \cdot \|_n \) are equivalent. In particular \( \bigcap_{n=1}^{\infty} D(\Delta^n) = \mathcal{H}_\infty \).

One has \( D((I + \Delta)^{1/2}) = \mathcal{H}_1 \) and \( D(I + \Delta) = \mathcal{H}_2 \) by the foregoing discussion. The general case can then be established by induction. Basically one needs to prove the operators \( A^\alpha (I + \Delta)^{-n/2} \) are bounded for all \( \alpha \) with \( |\alpha| = n \). In order to do this inductively it is necessary to commute the \( A_i \) with the resolvents. This can be done with the aid of the structure relations
\[
[A_i, A_j] x = \sum_{i,j=1}^{d} c_{ij}^k A_k x,
\]
which are valid for all \( x \in \mathcal{H}_2 \). But care has to be taken with the domains.
Lemma 3.7 For all $i, j, k \in \{1, \ldots, d\}$ there exists $d_{jk}^i \in \mathbb{R}$ such that

$$A_i(I + \Delta)^{-1}x = (I + \Delta)^{-1}A_ix + \sum_{j,k=1}^d d_{jk}^i(I + \Delta)^{-1}A_jA_k(I + \Delta)^{-1}x \tag{3.5}$$

for all $x \in \mathcal{H}_1$ and $i \in \{1, \ldots, d\}$.

Proof Let $d_{jk}^i = c_{ji}^k + c_{ki}^j$. Then

$$[\Delta, A_i]y = \sum_{j,k=1}^d d_{jk}^iA_jA_ky$$

for all $y \in \mathcal{H}_3$. Moreover,

$$(z, A_i(I + \Delta)^{-1}(I + \Delta)y) = (z, (I + \Delta)^{-1}A_i(I + \Delta)y) + (z, (I + \Delta)^{-1}[(I + \Delta), A_i]y)$$

$$= -(A_i(I + \Delta)^{-1}z, (I + \Delta)y) + \sum_{j,k=1}^d d_{jk}^i(A_kA_j(I + \Delta)^{-1}z, (I + \Delta)^{-1}y)$$

for all $y \in \mathcal{H}_3$ and $z \in \mathcal{H}$, because the operators $A_i(I + \Delta)^{-1}$ and $A_kA_j(I + \Delta)^{-1}$ are bounded. Since $\mathcal{H}_3$ is a core for $\Delta$ and $I + \Delta$ is a bijection from $\mathcal{H}_2$ onto $\mathcal{H}$ it follows that

$$(z, A_i(I + \Delta)^{-1}x) = -(A_i(I + \Delta)^{-1}z, x) + \sum_{j,k=1}^d d_{jk}^i(A_kA_j(I + \Delta)^{-1}z, (I + \Delta)^{-1}x)$$

for all $x \in \mathcal{H}$. Hence for $x \in \mathcal{H}_1$ the desired result follows by taking adjoints. \qed

The commutation property of the lemma immediately allows one to deduce that the resolvent improves differentiability properties by two units.

Lemma 3.8 If $n \in \mathbb{N}_0$ then $(I + \Delta)^{-1}\mathcal{H}_n = \mathcal{H}_{n+2}$.

Proof If $x \in \mathcal{H}_{n+2}$ then $y = (I + \Delta)x \in \mathcal{H}_n$ and $x = (I + \Delta)^{-1}y$. Hence $\mathcal{H}_{n+2} \subseteq (I + \Delta)^{-1}\mathcal{H}_n$.

The proof of the converse inclusion is by induction. The case $n = 0$ follows from Corollary 3.5. Let $n \in \mathbb{N}_0$ and suppose that $(I + \Delta)^{-1}\mathcal{H}_n \subseteq \mathcal{H}_{n+2}$. Then for $x \in \mathcal{H}_{n+1} \subseteq \mathcal{H}_1$ one has $A_i x \in \mathcal{H}_n$ and $(I + \Delta)^{-1}A_ix \in \mathcal{H}_{n+2}$ by the induction hypothesis. Moreover, $(I + \Delta)^{-1}x \in \mathcal{H}_{n+2}$ and $A_jA_k(I + \Delta)^{-1}x \in \mathcal{H}_n$. Hence $(I + \Delta)^{-1}A_jA_k(I + \Delta)^{-1}x \in \mathcal{H}_{n+2}$, where we have again used the induction hypothesis. Therefore the right hand side of (3.5) is in $\mathcal{H}_{n+2}$. Hence $A_i(I + \Delta)^{-1}x \in \mathcal{H}_{n+2}$ and $(I + \Delta)^{-1}x \in \mathcal{H}_{n+3}$. \qed

Now the proof of the theorem is immediate.
Proof of Theorem 3.6  Since $\mathcal{H}_1 = D((I + \Delta)^{1/2}) = (I + \Delta)^{-1/2}\mathcal{H}$ by Corollary 3.5 it follows by induction from Lemma 3.8 that $\mathcal{H}_n = (I + \Delta)^{-n/2}\mathcal{H}$ for all even and odd $n \in \mathbb{N}$. But $(I + \Delta)^{-n/2}\mathcal{H} = D((I + \Delta)^{n/2})$.

Finally the equivalence of the norms is a consequence of the closed graph theorem, since the Banach spaces $D((I + \Delta)^{n/2})$ and $\mathcal{H}_n$ are both continuously embedded in $\mathcal{H}$.

Next we compare the analytic elements $\mathcal{H}_\omega(U)$ of the representation with the analytic elements $\mathcal{H}_\omega(\Delta^{1/2})$ of the operator $\Delta^{1/2}$. In general, if $T$ is an operator in a Banach space $\mathcal{X}$ then the space $\mathcal{X}_\omega(T)$ of analytic elements for $T$ is defined as the set of all $x \in \cap_{n \in \mathbb{N}} D(T^n)$ for which there exist $c, t > 0$ such that $\|T^n x\| \leq c t^n n!$ for all $n \in \mathbb{N}_0$. Our aim is to prove the following.

**Theorem 3.9** If $(\mathcal{H}, G, U)$ is a unitary representation then

$$\mathcal{H}_\omega(U) = \mathcal{H}_\omega(\Delta^{1/2})$$

and the subspace $\mathcal{H}_\omega(U)$ of analytic elements is dense in $\mathcal{H}$.

**Proof** The inclusion $\mathcal{H}_\omega(U) \subseteq \mathcal{H}_\omega(\Delta^{1/2})$ is straightforward since $\|\Delta^{n/2} x\| = (x, \Delta^nx)^{1/2} \leq \delta^{n/2}\|x\|_n$ for all $n \in \mathbb{N}_0$ by the triangle inequality. The converse is more difficult.

It is readily verified that $\mathcal{H}_\omega(\Delta^{1/2}) = \mathcal{H}_\omega((I + \Delta)^{1/2})$ and so it suffices to prove that $\mathcal{H}_\omega((I + \Delta)^{1/2}) \subseteq \mathcal{H}_\omega(U)$.

Set $H = I + \Delta$. Obviously $\mathcal{H}_\omega(H^{1/2}) \subseteq \cap_{n \in \mathbb{N}} D(\Delta^n) = \mathcal{H}_\infty$ by Theorem 3.6. Next introduce the functions $M_{n, m}$ on $\mathcal{H}_\infty$ with values

$$M_{n, m}(x) = \sup_{\alpha; |\alpha| = n} \|HA^\alpha H^m x\|$$

for all $m, n \in \mathbb{N}_0$. One has

$$M_{n, m}(x) \leq \sup_{\alpha; |\alpha| = n} \|A^\alpha H^{m+1} x\| + \sup_{\alpha; |\alpha| = n} \|[H, A^\alpha] H^m x\| \tag{3.6}$$

for all $n \in \mathbb{N}_0$. But it follows from Corollary 3.5 that

$$\|x\|_1 \leq \|H^{1/2} x\| \quad \text{and} \quad \|x\|_2 \leq (1 + 2M) \|Hx\|$$

for all $x \in \mathcal{X}_\infty$. Hence

$$\sup_{1 \leq i \leq d} \|A_i H^{m+1} x\| \leq \|H^{m+3/2} x\|$$

and

$$\sup_{\alpha; |\alpha| = n} \|A^\alpha H^{m+1} x\| \leq (1 + 2M) \sup_{\beta; |\beta| = n-2} \|HA^\beta H^{m+1} x\| = (1 + 2M) M_{n-2, m+1}(x) \tag{3.7}$$
for $n \geq 2$ and $m \geq 0$. Moreover, the commutator in the second term on the right hand side of (3.6) can be expressed as

$$[H, A^n] = \sum_{i=1}^{d} \left( A_i [A_i, A^n] + [A_i, A^n] A_i \right)$$

and each term in the sum can be evaluated with the aid of the structure relations as a linear combination of at most $dn$ products $A^\gamma$ with $|\gamma| = n + 1$. Therefore one has bounds

$$\sup_{|\alpha| = n} \|[H, A^n] H^m x\| \leq 2d^2 M n \sup_{|\gamma| = n+1} \|A^\gamma H^m x\| \leq 2d^2 M (1 + 2M) n M_{n-1,m}(x),$$

for $n \geq 1$ and $m \geq 0$ where the last bound uses (3.7). Combination of these estimates then yields

$$M_{1,m}(x) \leq \|H^{m+3/2} x\| + c \|H^{m+1} x\| \leq (1 + c) \|H^{m+3/2} x\|, \quad (3.8)$$

where $c = 2d^2 M (1 + 2M)$, for all $m \in \mathbb{N}_0$ together with the recursive inequalities

$$M_{n,m}(x) \leq b M_{n-2,m+1}(x) + c n M_{n-1,m}(x), \quad (3.9)$$

where $b = 1 + 2M$, for all $n, m \in \mathbb{N}_0$ with $n \geq 2$ and all $x \in \mathcal{H}_\infty$. The remainder of the proof relies on 'solving' (3.8) and (3.9) for $x \in \mathcal{H}_\omega(H^{1/2}) \subseteq \mathcal{H}_\infty$.

First, if $x \in \mathcal{H}_\omega(H^{1/2})$ there are $a_0 > 0$ and $t_0 \geq 1$ such that

$$\|H^{m/2} x\| \leq a_0 t_0^m m!$$

(3.10)

for all $m \in \mathbb{N}_0$. Therefore, one has

$$M_{0,m}(x) = \|H^{m+1} x\| \leq a_0 t_0^{2m+2} (2m + 2)! \leq (3a_0 t_0^2) (2t_0)^{2m} (2m)!$$

for all $m \in \mathbb{N}_0$ where we have used (3.10). Moreover, (3.8) gives

$$M_{1,m}(x) \leq (1 + c) \|H^{m+3/2} x\| \leq (3(1 + c)a_0 t_0^2) (2t_0)^{2m+1} (2m + 1)!$$

for all $m \in \mathbb{N}_0$ where we have again used (3.10). Therefore

$$M_{n,m}(x) \leq a_1 s^n t_1^{2m} (2m + n)!$$

for $n \in \{0, 1\}$, $m \in \mathbb{N}_0$ and all $s \geq 1$ with $a_1 = 3a_0 (1 + c)t_0^2$ and $t_1 = 2t_0$.

Secondly, let $N \geq 2$ and suppose

$$M_{n,m}(x) \leq a_1 s^n t_1^{2m} (2m + n)!$$

for all $n < N$, $m \in \mathbb{N}_0$ and $s \geq 1$. Then (3.9) gives

$$M_{N,m}(x) \leq a_1 s^N t_1^{2m} (2m + N)! \left( b s^{-2} t_1^2 + c s^{-1} N (2m + N)^{-1} \right) \leq a_1 s^N t_1^{2m} (2m + N)! (b t_1^2 + c) s^{-1}$$
for all $s \geq 1$. But $bt_1^2 + c \geq b \geq 1$. Hence if $s = bt_1^2 + c$ then

$$M_{n,m}(x) \leq a_1 s^n t_1^{2m} (2m + n)!$$

(3.11)

for $n = N$ and all $m \in N_0$. Therefore one concludes by inductive reasoning that (3.11) is valid for all $m, n \in N_0$.

Thirdly, specializing (3.11) to the case $m = 0$, one deduces that

$$\|A^{\alpha}x\| \leq \|HA^{\alpha}x\| = M_{|\alpha|,0}(x) \leq a_1 s^{|\alpha| |\alpha|!}$$

for all $\alpha$. Hence $x \in H_\omega(U)$ by Lemma 2.4 and $H_\omega(H^{1/2}) \subseteq H_\omega(U)$.

Finally it follows from spectral theory that the space of analytic elements for any self-adjoint operator is dense. Hence the density of the subspace $H_\omega(U)$ follows from the density of $H_\omega(H^{1/2})$.

The advantage of the foregoing discussion is that the main conclusions are based on general features of the representation which are largely independent of the Hilbert space setting. Hence many of the arguments and conclusions extend to Banach space representations of the group.

4 Banach space representations

The structure of general Banach space representations of a Lie group $G$ is very similar to the structure of the unitary representations discussed in the previous section. There are, however, some significant differences. The $C^\infty$, and analytic, elements are again characterized by the Laplacian but the $C^m$-subspaces do not always coincide with the domains of powers of the Laplacian. The difficulty is not an algebraic problem but an analytic one. The usual Laplacian $\Delta = -\sum_{i=1}^d \partial^2 / \partial x_i^2$ on $L_2(\mathbb{R}^d; dx)$ is closed and its domain coincides with the twice $L_2$-differentiable functions, in accord with Corollaries 3.2 and 3.4 applied to the unitary representation of $G = \mathbb{R}^d$ acting by translations on $L_2$. But the Laplacian on $L_1(\mathbb{R}^d; dx)$ is not closed and the domain of its closure contains some functions which are not twice differentiable in the $L_1$-sense [13]. Nevertheless all functions in the domain of the Laplacian on $L_1$ are once $L_1$-differentiable and the derivatives are $L_1$-Hölder continuous with Hölder exponent arbitrarily close to one, i.e., the domain consists of functions which are 'almost' twice differentiable. A similar situation occurs with Banach space representations of a general Lie group. There can be a slight mismatch between the domain of the closure of the Laplacian and the $C^2$-subspace. A similar mismatch then occurs for the domains of higher powers of the Laplacian. But this small discrepancy is no longer evident at the level of the $C^\infty$, or analytic, elements. The latter elements are again characterized by the Laplacian in the same manner already seen for unitary representations. But the proofs have to take into account the differences in the differential structures.
Let \((X, G, U)\) denote a continuous Banach space representation of the Lie group \(G\) and \(A_t = dU(a_t)\) the representatives of the basis \(a_1, \ldots, a_d\) of the Lie algebra \(\mathfrak{g}\). The Laplacian \(\Delta\) is again defined as \(\Delta = -\sum_{i=1}^{d} A_i^2\) with domain \(D(\Delta) = \bigcap_{i=1}^{d} D(A_i^2)\). Therefore \(X_\infty \subseteq D(\Delta)\) and the Laplacian is densely defined. But the adjoint is also densely defined since its domain contains the \(C^\infty\)-subspace of the adjoint representation. Consequently \(\Delta\) is closable but it is not generally closed [13]. In a unitary representation \(\Delta\) is a positive self-adjoint operator, Corollary 3.4, and hence generates a continuous semigroup which is holomorphic in the open right half-plane. These latter properties are a general characteristic and give some basic dissipativity estimates which replace the positivity.

**Theorem 4.1** The Laplacian \(\Delta\) is closable and its closure \(\overline{\Delta}\) generates a continuous semigroup \(S\) which is holomorphic in the open right half-plane.

Moreover, there are \(m, \lambda_0 > 0\) such that

\[
\|(\lambda I + \overline{\Delta})x\| \geq m\|x\| \quad(4.1)
\]

for all \(\lambda \geq \lambda_0\) and all \(x \in D(\overline{\Delta})\).

The generation result, which is the basis of all the subsequent analysis, can be proved in several ways [11], [12], [14]. A short proof along the lines of the proof of Theorem 3.3 is given in [7]. The principal idea behind the proof of [11], and its variants in [14] and [7], is to approximate \(G\) locally by \(\mathbb{R}^d\) and then to lift the comparable result for \(\mathbb{R}^d\) to \(G\) by some form of parametrix argument. This form of reasoning is superficially similar to perturbation theory.

Once one has established that \(\overline{\Delta}\) generates a continuous semigroup the bounds (4.1) follow by general semigroup theory. Continuity implies growth bounds \(\|S_t\| \leq Me^{\omega t}\) and then Laplace transformation gives the resolvent bounds

\[
\|(\lambda I + \overline{\Delta})^{-1}x\| \leq M(\lambda - \omega)^{-1}\|x\|
\]

for all \(\lambda > \omega\) and \(x \in \mathcal{X}\). These readily yield (4.1). The growth bounds also allow one to use standard functional analytic techniques to define fractional powers of \((\lambda I + \overline{\Delta})\) if \(\lambda > \omega\) which are useful for the detailed discussion of the analytic structure.

The parametrix arguments used to pass from \(\mathbb{R}^d\) to \(G\) transform information about the action of the usual Laplacian on \(L_2(\mathbb{R}^d; dx)\) into information about the Laplacian on \(X\). In particular the arguments yield fairly detailed properties of the domain of the Laplacian. The simplest of these is the 'elliptic regularity' property \(D(\overline{\Delta}) \subseteq \mathcal{X}_1\). Thus \(\mathcal{X}_2 \subseteq D(\Delta) \subseteq \mathcal{X}_1\). These inclusions denote continuous embeddings of Banach spaces expressed by corresponding norm inequalities. In fact the parametrix gives precise quantitative estimates of the form

\[
\|x\|_1 \leq \varepsilon \|\overline{\Delta}x\| + c\varepsilon^{-1}\|x\| \quad(4.2)
\]
for all $\varepsilon \in (0,1]$ and $x \in D(\overline{\Delta})$, comparable to the first estimates of Proposition 3.1. There are analogous conclusions for powers of $\overline{\Delta}$. If $n \in \mathbb{N}$ then $\mathcal{X}_{2n} \subseteq D(\overline{\Delta}^n) \subseteq \mathcal{X}_{2n-1}$ and

$$\|x\|_m \leq \varepsilon \|\overline{\Delta}^n x\| + c_n \varepsilon^{-m/(2n-m)}\|x\|$$

for some $c_n > 0$, all $\varepsilon \in (0,1]$, $x \in D(\overline{\Delta}^n)$ and $m \in \{1,2,\ldots,2n-1\}$. Even more detailed properties can be deduced but only these simplest aspects of elliptic regularity are sufficient to elucidate the $C^\infty$-structure.

**Theorem 4.2** The $C^\infty$-elements of $U$ coincide with those of $\overline{\Delta}$,

$$\mathcal{X}_\infty(U) = \bigcap_{n=1}^{\infty} D(\overline{\Delta}^n) = D_\infty(\overline{\Delta})$$

Hence $\mathcal{X}_\infty(U)$ is a core of $\Delta$.

**Proof** The identification of the two sets of $C^\infty$-elements follows from the inclusions

$$\mathcal{X}_{2n} \subseteq D(\overline{\Delta}^n) \subseteq \mathcal{X}_{2n-1}$$

by taking intersections over $n$. As the semigroup $S$ is holomorphic it follows that $S_t$ maps $D_\infty(\overline{\Delta})$ into itself for all $t > 0$ and hence $D_\infty(\overline{\Delta}) = \mathcal{X}_\infty(U)$ is a core of $\Delta$. \(\square\)

The characterization of the analytic elements by the Laplacian is more difficult and requires better understanding of the $C^n$-structure. The earlier discussion of unitary representations was based on an identification $D(\overline{\Delta}) = \mathcal{X}_2$ but this is only valid for special representations. We will discuss a second important class below, the Lipschitz representations. The identification $D(\overline{\Delta}) = \mathcal{X}_2$ is equivalent to $\Delta|\mathcal{X}_2$ being closed and this property fails for the left regular representation of $G$ on $L_1(G; dg)$. If, however, $D((\lambda I + \overline{\Delta})^{1/2}) = \mathcal{X}_1$ for large $\lambda$ then one has $D((\lambda I + \overline{\Delta})^{n/2}) = \mathcal{X}_n$ for all $n \in \mathbb{N}$ (see [6] Corollary 3.14). But the validity of the identity for $n = 2$ does not necessarily imply its validity for $n = 1$. In the left regular representation of $\mathbb{R}$ in $L_1(\mathbb{R})$ the Laplacian $\Delta$ is closed, but $D((\lambda I + \overline{\Delta})^{1/2}) = \mathcal{X}_1$ fails since the Riesz transform is not bounded on $L_1(\mathbb{R})$.

The key to understanding the details of the differential structure lies in the Lipschitz substructure. Elements in the domain of $\overline{\Delta}$ are once differentiable, $D(\overline{\Delta}) \subseteq \mathcal{X}_1$, but in addition the derivatives are H"older continuous in the sense that

$$\sup_{0 < |\xi| \leq 1} |g|^{-\gamma} \|(I - U(g))A_i x\| < \infty$$

for each $i \in \{1,\ldots,d\}$ and $\gamma \in (0,1)$ where $|\cdot|$ is some modulus on the group $G$. A more precise statement can be made in terms of the Lipschitz spaces $\mathcal{X}_{n+\gamma}$, where $n \in \mathbb{N}$ and $\gamma \in (0,1)$, defined as the subspaces of $\mathcal{X}$ for which the corresponding norm

$$\|x\|_{n+\gamma} = \|x\| + \sup_{0 < |\xi| \leq 1} \max_{\alpha \leq n} |g|^{-\gamma} \|(I - U(g))A^\alpha x\|$$

(4.3)
is finite. Since

\[ \| (I - U(g)) A^{\alpha} x \| \leq c |g| \cdot \| x \|_{n+1} \]

for suitable \( c > 0 \) it follows that the Lipschitz spaces are intermediate to the \( C^n \)-spaces, i.e.,

\[ \mathcal{X}_{n+1} \subseteq \mathcal{X}_{n+\gamma} \subseteq \mathcal{X}_n \]

Moreover, the Lipschitz construction is transitive with respect to the family of \( C^n \)-subspaces, e.g., the \((n + \gamma)\)-Lipschitz space formed with respect to the representation \( U^{(m)} \) of \( G \) on \( \mathcal{X}_m \) is the space \( \mathcal{X}_{m+n+\gamma} \). In fact \( \| \cdot \|_{n+\gamma} \) is equivalent to the norm

\[ x \mapsto \| x \|_{n+\gamma} = \| x \|_n + \sup_{0<|g|\leq 1} |g|^{-\gamma} \| (I - U(g)) x \|_n \]

These various properties clearly indicate that the index \( n + \gamma \) corresponds to a fractional order of differentiability.

The Lipschitz spaces give the possibility of delineating more detailed domain properties of the Laplacian. One can establish that

\[ \mathcal{X}_{2n} \subseteq D(\Delta^n) \subseteq \mathcal{X}_{2n-1+\gamma} \]

This is one way of expressing the fact that \( D(\Delta^n) \) is very nearly equal to \( \mathcal{X}_{2n} \), that elements of \( D(\Delta^n) \) are very close to being \( 2n \)-times differentiable.

The Lipschitz spaces also give a different method of describing regularity. Each space \( \mathcal{X}_{n+\gamma} \) is automatically invariant under the representation \( U \). In particular one has a family of representations \( U_{n+\gamma} = U|_{\mathcal{X}_{n+\gamma}} \). But these representations are not usually continuous because of the use of the supremum in the definition of the norm (4.3). Hence it is convenient to modify this definition. If \( q \in [1, \infty) \) then the spaces \( \mathcal{X}_{n+\gamma,q} \) are defined as the subspaces of \( \mathcal{X} \) for which the corresponding norm

\[ \| x \|_{n+\gamma,q} = \| x \| + \max_{\alpha, |\alpha| \leq n} \left( \frac{\omega^d}{m} \int_{\Omega_\epsilon} dg |g|^{-d} \| (I - U(g)) A^{\alpha} x \| \right)^{1/q} \]

is finite where \( \Omega_\epsilon \) is a bounded open neighbourhood of the identity. These spaces are again intermediate to the \( C^n \)-subspaces and have similar transitivity properties relative to the \( C^n \)-subspaces as those described above. In addition one again has precise embedding properties for the Laplacian

\[ \mathcal{X}_{2n} \subseteq D(\Delta^n) \subseteq \mathcal{X}_{2n-1+\gamma,q} \]

The modified Lipschitz spaces are \( U \)-invariant but now the representations \( U_{\gamma,q} = U|_{\mathcal{X}_{\gamma,q}} \) are continuous. The interesting feature of these representations is that they are, in general, more regular than the original representation or the representations associated with the \( C^n \)-subspaces.

Consider the spaces \( \mathcal{X}_{\gamma,q} \). These spaces are intermediate to \( \mathcal{X} \) and \( \mathcal{X}_1 \),

\[ \mathcal{X}_1 \subseteq \mathcal{X}_{\gamma,q} \subseteq \mathcal{X} \]
and the embeddings are continuous; there are \( c_{\gamma,q} > 0 \) such that
\[
\|x\| \leq \|x\|_{\gamma,q} \leq c_{\gamma,q} \|x\|_1
\]
for all \( x \in \mathcal{X}_1 \). These latter inequalities are essential in what follows. Now one can associate with the spaces \( \mathcal{X}_{\gamma,q} \) and the corresponding representations \( U_{\gamma,q} \) families of \( C^n \)-subspaces \( \mathcal{X}_{\gamma,q,n} \) etc.. Let \( \Delta_{\gamma,q} \) denote the closed Laplacian associated with the representation \( U_{\gamma,q} \), and the basis \( a_1, \ldots, a_d \). Since \( U_{\gamma,q} \) is obtained by restriction of \( U \) the Lipschitz Laplacian \( \Delta_{\gamma,q} \) is obtained by restriction of \( \Delta \). But it is convenient to retain the notational distinction. The operator \( \Delta_{\gamma,q} \) generates a continuous semigroup on \( \mathcal{X}_{\gamma,q} \) and satisfies dissipativity bounds
\[
\|(\lambda I + \Delta_{\gamma,q})x\|_{\gamma,q} \geq m \|x\|_{\gamma,q}
\]
for all large \( \lambda \) analogous to (4.1). The important point, however, is that the Lipschitz Laplacian also satisfies the regularity bounds
\[
\|x\|_{\gamma,1} \leq a_{\gamma,q} \|(\lambda I + \Delta_{\gamma,q})^{1/2}x\|_{\gamma,q}
\]
and
\[
\|x\|_{\gamma,2} \leq b_{\gamma,q} \|(\lambda I + \Delta_{\gamma,q})x\|_{\gamma,q}
\]
for \( \lambda \) sufficiently large, analogous to the bounds coming from Corollary 3.5. This is the surprising element of the Lipschitz representations, their increased regularity. The regularity of the Lipschitz spaces is well known in the by now classical theory of function spaces over \( \mathbb{R}^d \) (see, for example, [15], Chapter V, or [16]) but it is only recently that the importance of these properties for the Lie group theory has been emphasized [14].

The regularity properties (4.5) and (4.6) allow one to deduce that the domains of the powers of the Lipschitz Laplacians \( \Delta_{\gamma,q} \) coincide with the \( C^n \)-subspaces of the Lipschitz spaces,
\[
D(\Delta_{\gamma,q}^n) = \mathcal{X}_{\gamma,q;2n}
\]
by the argument used to prove Theorem 3.6. Moreover, the estimates (4.4), (4.5) and (4.6) suffice to prove the Lipschitz equivalent of Theorem 3.9.

**Theorem 4.3** If \( (\mathcal{X}_{\gamma,q},G,U_{\gamma,q}) \) is a Lipschitz representation associated with the Banach space representation \( (\mathcal{X},G,U) \) then
\[
\mathcal{Y}_\omega(U_{\gamma,q}) = \mathcal{Y}_\omega((\lambda I + \Delta_{\gamma,q})^{1/2})
\]
for all large \( \lambda \), where \( \mathcal{Y} = \mathcal{X}_{\gamma,q} \).

It might appear that Theorem 4.3 misses the point since it does not give any direct statement about the analytic structure of the underlying Banach space representation \( (\mathcal{X},G,U) \). But it immediately leads to the desired conclusion by a straightforward embedding argument.
Corollary 4.4 If \((\mathcal{X}, G, U)\) is a continuous Banach space representation then
\[
\mathcal{X}_\omega(U) = \mathcal{X}_\omega((\lambda I + \Delta)^{1/2})
\]
for all large \(\lambda\) and the subspace \(\mathcal{X}_\omega(U)\) of analytic elements is dense in \(\mathcal{X}\).

Proof If \(x \in \mathcal{X}_\omega((\lambda I + \Delta)^{1/2})\) there are \(a, t > 0\) such that
\[
\|((\lambda I + \Delta)^{n/2}x\| \leq at^n n!
\]
for all \(n \in \mathbb{N}_0\). But
\[
\|((\lambda I + \Delta_{\gamma,q})^{n/2}x\|_{\gamma,q} \leq c\|((\lambda I + \Delta)^{n/2}x\|_1
\]
because \(\mathcal{X}_{\gamma,q}\) is continuously embedded in \(\mathcal{X}_1\) and \(U_{\gamma,q}\) is the restriction of \(U\). The embedding \(D(\Delta) \subseteq \mathcal{X}_1\) gives, however, continuity estimates
\[
\|y\|_1 \leq c'\|((\lambda I + \Delta)y\|
\]
for all \(y \in D(\Delta)\), e.g., these follow by combination of (4.1) and (4.2). Therefore
\[
\|((\lambda I + \Delta_{\gamma,q})^{n/2}x\|_{\gamma,q} \leq c''\|((\lambda I + \Delta)^{n/2+1}x\| \leq ac''t^{n+2}(n + 2)! \leq a_1 t^n n!
\]
with \(a_1 = 3ac''t^2\) and \(t_1 = 2t\). Thus \(x \in \mathcal{Y}_\omega((\lambda I + \Delta_{\gamma,q})^{1/2}) = \mathcal{Y}_\omega(U_{\gamma,q})\) and there are \(b, s > 0\) such that
\[
\|x\|_{\gamma,q;n} \leq b s^n n!
\]
for all \(n \in \mathbb{N}_0\). Since \(\|x\|_n \leq \|x\|_{\gamma,q;n}\) it follows that \(x \in \mathcal{X}_\omega(U)\) and this establishes that \(\mathcal{X}_\omega((\lambda I + \Delta)^{1/2}) \subseteq \mathcal{X}_\omega(U)\).

The converse inclusion follows by a similar argument. But it can also be established by a simple direct argument based on the bounds \(\|\Delta^n x\| \leq d^n \|x\|_{2n}\).

Finally, since \((\lambda I + \Delta)^{1/2}\) generates a holomorphic semigroup the space \(\mathcal{X}_\omega(U)\) is dense in \(\mathcal{X}\). \(\square\)

In conclusion Theorem 4.2 and Corollary 4.4 establish that the \(C^\infty\)-, and analytic, structures of a general Banach space representation are characterized by the Laplacian in the same manner found earlier for unitary representations.

The characterization of the \(C^n\)-structure by the Laplacian established in Theorem 3.6 for unitary representations is also valid for many other representations. It holds for the Lipschitz representations and is also valid for principal series representation of a semi-simple Lie group [5] or for the left regular representation of \(G\) in \(L_p(G)\) if \(1 < p < \infty\) [2]. It is an interesting question whether it is possible to characterize those representations for which the differential structure is determined by the Laplacian in this manner.
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