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Analytic Elements of Lie groups

By A.F.M. ter Elst

Department of Mathematics and Comp. Sc., Eindhoven University of Technology
P.O. Box 513, 5600 MB Eindhoven, The Netherlands

and Derek W. Robinson

Centre for Mathematics and its Applications, Australian National University
Canberra, ACT 0200, Australia

(15.V.1996)

Abstract. We review the theory of C"-, C®°-, and analytic elements for a strongly continuous
representation of a Lie group in a Banach space. We simplify some of the existing proofs and
give a new, short, proof for a characterization and density of the analytic elements of a unitary
representation. |

1 Introduction

The distinctive feature of Lie groups is not algebraic but analytic. Each Lie group is an
analytic manifold and consequently possesses a differential and analytic structure. Our
purpose is to review briefly the current status of the foundations of the analytic theory and
provide simplified proofs of some of the principal results.

The algebraic theory of Lie groups is largely modelled on the theory of compact groups
with an emphasis on reduction theory and irreducible or factorial representations. A key role
is played by certain central elements, the Casimir operators. These operators are quadratic
elements in the enveloping Lie algebra which commute with the Lie algebra and are basic
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invariants of the theory. In contrast the analytic theory is modelled on the theory of partial
differential equations for which the elliptic operators are fundamental. The simplest ellip-
tic operators are Laplacians and their Lie analogues are again quadratic elements in the
enveloping Lie algebra, the sum of squares of a basis of the Lie algebra. The Laplacians
have, however, no particular invariance properties, their importance arises from properties of
dissipativity and domination. In each representation the Laplacians dominate, in a precise
sense, the action of the elements of the Lie algebra. Consequently they give a method of
quantitatively assessing the group action. The accuracy and utility of this assessment de-
pends on the precise measure of domination provided by the Laplacian. This in turn depends
upon the nature of the representation. Unitary representations provide optimal examples
and their structure will be examined in detail in Section 3.

The prime analytic observation is that each Laplacian generates a continuous semigroup,
the ‘heat’ semigroup, in each continuous representation of the Lie group. The analytic
features of the representation are largely embodied in the action of this heat semigroup.
This action is determined by an integral kernel which has many properties analogous to the
Gaussian kernel of the standard heat equation. Initial investigations [11] [12] of the analytic
structure of Lie groups were based on detailed properties of the ‘heat’ kernel and much recent
work has been dedicated to examination of the kernels (see, for example, [14] [17] [7]). But
our description of the basic structure of the analytic theory requires no knowledge of this
kernel on the Lie group.

2 Preliminaries

Let G be a Lie group, X’ a Banach space and U a representation of G by bounded operators
{U(g) : g € G} on X. Then U is called strongly continuous if the map g — U(g)z from
G into X is continuous for each z € X. A unitary representation is a strongly continuous
representation in which the space X = H is a Hilbert space and the U(g) are unitary, i.e.,
U(g)* =U(g)"t =U(g™!), for all g € G. There are two other standard notions of continuity.
The representation U is called weakly continuous if the map g — (f,U(g)z) from G into
C is continuous for all z € X and f € X*, the dual of X. But it is a consequence of the
group structure that the notions of strongly and weakly continuity coincide (see, for example,
[1] Corollary 3.1.8). In the case of a unitary representation (H,G,U) the equivalence is a
consequence of the identity

1T = U(g))=ll* = 2Re (z, (I - U(g)))

which is valid for all z € H and g € G. Alternatively, if X = )* is the dual of a Banach space
Y, the predual, then U is called weakly* continuous if the adjoints U(g)* leave ) invariant
and g — (y,U(g)z) from G into C is continuous for all z € X and y € V. If the Banach
space X is reflexive then weak* continuity is the same as weak continuity, but in general they
differ. For example, the representation of R by translations (U(y)f)(z) = f(z—y) on L (R)
is weakly* continuous, but not weakly (strongly) continuous. - Since we mainly deal with
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representations in Hilbert spaces we will only consider strongly continuous representations.
For the general theory of elliptic operators, however, weakly* continuous representations play
a fundamental role.

If a € g, the Lie algebra of G, then t — U(exp(—ta;)) is a continuous one parameter
group of operators on X'. Here exp is the exponential map from g into G. We denote the
infinitesimal generator of this one parameter group by dU(a), which exists by the Hille-
Yosida theorem and it is a closed operator. So U(exp(—ta;)) = e*V(® for all t € R. If the
representation U is unitary then it follows from the Stone-Von Neumann theorem that the
operator dU(a) is skew-adjoint. For the sequel it is important to fix a basis ay, ..., a4 for g.
Then we set A; = dU(q;), for simplicity.

The Lie group is a (real) analytic manifold, so it has a C"-, C*-, and an analytic
structure. If z € X and n € N then z is called a C"-element, a C*-element or an analytic
element for U if the map g — U(g)z from G into X is a C™-function, a C*°-function or
a (real) analytic function, respectively. We denote the space of C"-elements, C*°-elements
and analytic elements for U by X,(U), X (U) and A, (U), respectively. Occasionally we set
Xo(U) = X. If no confusion is possible we write simply X, Xs and A,,. Since U(h) is a
continuous linear map from X into X and U(hg)z = U(h) U(g)z for all g € G the element z is
a C™-element, a C*-element or an analytic element for U if, and only if, the map g — U(g)z
is a C™-function, a C*-function or a (real) analytic function from a neighbourhood of the
identity element e of G into X'. Using the exponential map, it is both necessary and sufficient
that @ — U(expa)zr is a map from a neighbourhood of 0 € g into X with the desired
regularity. Moreover, for all h € G one deduces from the identity U(gh)z = U(g) U(h)z for
all g € G that the spaces X,,(U), Xoo(U) and X, (U) are invariant under U(h).

There is an infinitesimal description of the C™-subspaces X,,(U). For this characterization
it is convenient to introduce a multi-index notation. If n € Ny and a = (i1,...,1,) with
1, ., € {1,...,d} we write A® = A;, ... A;, and set |a| = n, the length of a. We adopt
the convention A® = I if |@| = 0. Then one has the following identifications.

Lemma 2.1 Ifn € N then X,(U) = Niy<n D(A%). Hence Xo(U) =Ny D(A%).

Proof First, suppose z € X,,(U). Let a = (41,...,%) be a multi-index with k£ € {0,...,n}.
Then the map (t1,...,t) — Ul(exp(tiai,) . .. exp(tra;, ))z is k-times continuously differen-
tiable in a neighbourhood of (0,...,0) € R*. Taking one derivative in each variable one
deduces that z € D(A4;, ... A;,) = D(A%).

The proof of the converse is by induction. We first establish the case n = 1. Let
r € NL, D(A;). Define f:R% — G by f(t1,...,ta) = U(exp(t1a1) . ..exp(taaq))z. Then it
follows from the Duhamel formula that

d - t;
f@,.. ., ta) =z + Z U(exp(tia1) ... EXP(ti—ﬂiwl))fO ds U(exp(sa;)) Az
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for all (¢1,...,ts) € R Since U is strongly continuous it follows that f is once norm-
differentiable at the origin and the differential equals (A;x,..., Asx). But then the map
(t1,...,tq) ¥ Ulexp(tia1 + ... + tqaq))x is also norm-differentiable at the origin, with the
same differential. In particular, £U(exp(ta))z|,—o = dU(a)z exists for all a € g and the map
a — dU(a)z is a linear map. Since £U(gexp(ta))z|mo = U(g) dU(a)z for all ¢ € G and
a € g the map g — U(g)z is a C'-function and z € &X;(U). This establishes the case n = 1.

Next let n € N and suppose N4<, D(A%) C Xn(U). Let £ € Nigjcns1 D(A%). Then
Air € Nigj<n D(AY) C X, (U) for all i € {1,...,d}. But the first order right derivative in the
direction a; of the map g — U(g)z equals g — U(g) A;x, this map is n-times differentiable
in g and the derivatives are continuous. Thus z € A,,1(U) and the first statement of the
lemma is established.

The second statement of the lemma is a direct consequence of the first. [

We define a norm || - ||,, on &, (U) by

_ «a
ol = max||4°]

Since all the A; are closed operators the space &, (U) is a Banach space. There are many
other equivalent norms which could be used in place of the foregoing l-norm. In the
subsequent discussion of unitary representations some estimates are optimized by use of an
lo-version of the norm.

We have shown that the space &, (U) is invariant under U. Next we prove that the
restriction of the representation of U to the space &, (U) is (strongly) continuous.

Lemma 2.2 Ifn € N then the restriction of U to X,,(U) is strongly continuous.

Proof Since the representation U is bounded on bounded subsets of G one easily deduces
that for each compact subset K of G the maps g — U(g)x are equicontinuous from G into
X uniformly for all x € K.

Let £k € {1,...,n} and 4y,...,%4 € {1,...,d}. Then for all z € X,(U) one has the
decomposition

A .. A (U(g)x — o)
= (U(9)dU(Ad(g™")ay,) . .. dU(Ad(g™")as )z — dU(Ad(g™")as,) ... dU(Ad(g™")as, )z)
+ (dU(Ad(g™V)ay,) ... dU(Ad(g™ )as )z — dU(as,) . .. dU(as,)x)

for all g € G. The lemma, follows from this decomposition, the above uniform continuity and
some elementary estimates. [
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It follows from this lemma that one has a discrete family of continuous representations
(X, U™, G) obtained by restriction of U to the C™-subspaces and the next lemma shows
that the C"-structures are compatible.

Lemma 2.3 Ifn,m € N and U™ denotes the restriction of U to the space Y = X, (U) then
V(UM™Y = X, 1 (U), with equivalent norms.

Proof First, let A,(") = dU™(a;) be the infinitesimal generator with respect to the rep-
resentation U™, Then AE") C A; for all i. Let & € Y, (U™). Then z € Niaj<m D(AMe),
Therefore for all o with || < m one has z € D(A*) and

Az = Aoy e X,(U) = (| D(4AP)
|B|<n

Hence z € Njy<nim D(AY) = Xnym(U).

Conversely, let z € X, ,m(U). Then the map (g, h) — U(h) U(g)z from G x G into X is
a C™"™-function. Differentiating with respect to h and evaluating at h = e one deduces that
the function g — A*U(g)z from G into X is a C™-function for all o with |a| < n. Hence
the map g — U™ (g)x from G into X,(U) = Y is a C™-function and z € Y, (UM). 0

There is also an infinitesimal description of analytic elements.

Lemma 2.4 If x € X then z € X,(U) if, and only if, z € D(A*) for all @ and there exist
c,t > 0 such that |A%z| < ctl®l|a|! uniformly for all multi-indices a.

Proof First assume the norm bounds on A%z. Then, using the inequalities (n + m)! <
2"t ™mnlml, it follows that there exist b, M > 0 such that

|AT ... Aliz|| < b M™T-Trap !l ny!
uniformly for ny,...,nq € N§. Hence the series

o0 t"l"-l tgd
n1 ng
DREEEL B

|
Npyeergig=0 P10 e+ T

converges for t1,...,tq € (—M ', M~'). Therefore

= tnl . t"’d .
(tl, o e ,td) — Z nl | T;idlA?l oy Adrta: = U(exp(tlal) siow .exp(tdad))m
N1,..,mg=0 717 1

is a real analytic function from (=M ~!, M~} into G and = € X, (U).
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Conversely, suppose z € A, (U). Then z € X,(U) = N, D(A%). Since the map
(t1,...,ta) — Ulexp(tia1) . .. exp(tqaq))z from R? into X is (real) analytic there exist c,t > 0
such that

AT ... Az|| < ct™T ot (ng + ...+ ny)! (2.1)

for all ny,...,ng € Ny where we may assume that ¢ > 2dK, with K = max; |ch| and

cfj the structure constants. Similar bounds follow for any other reordering of the a;. Un-
fortunately this argument does not establish bounds ||A%z| < ct/®|a|! for all multi-indices
o. Nevertheless one can deduce the bounds for general multi-indices from the bounds for
ordered multi-indices, i.e., the indices (iy,...,%,) with i; < i, < ... < iy, by the following
argument.

Let J, ., be the set of all multi-indices of length n with the property that if one deletes
m indices from o € J,, ,, then the remaining n — m indices are ordered. We shall prove that

|A%z|| < c2™t"n! foralla € Joum (2.2)

for all n,m € Ny with n > m. Once this is achieved one has ||A%z| < ¢(2t)1|a|! for each
a, because a € Jju||q|, and the proof is complete.

The proof of (2.2) is by double induction, first on 7 and then on m.

If n = 0 then (2.2) is trivial. Let N € N and suppose (2.2) is valid for n = N — 1 and
allm € {0,...,N — 1}. Now for m =0 and n = N the bounds (2.2) are a reformulation of
(2.1). Solet M € {1,...,N} and suppose that (2.2) is valid forn = N and m = M — 1.
Since Jyny = Jy -1 we may assume that M < N — 1. Let o € Jy». We now commute
one of the misordered indices to the correct place. Since

k
APA; AGAAY = APAGA L ALAT Y APAL LA AL AfA

il+1AikAFY
1=1
there exist ap € Iy ar—1, @1, ..., 0an € Jy—1.m and ¢1,. .., can € [—K, K] such that
AN
A= A 43 A
i=1

Using the two induction hypotheses it then follows that

AN
A%zl < [lA%z]| + 3 lai] A%z

|
i=1

c2M NN 4 d N K c2MN YN - 1)

VAN

< e2M-14N Ny cOM-IEN N = oMV N

and (2.2) is valid for n = N and m = M. 0
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We have defined several spaces associated with a strongly continuous representation but
it is not clear that these spaces are non-trivial. But the next proposition shows that it is
rather easy to deduce that the space X (U) of C*-elements is dense in A'. Hence the spaces
X, (U) are dense in X for all n € N.

Proposition 2.5 (Garding, [8]) The space Xy (U) is dense in X.

Proof If p € CX(G) and z € X then

Ulp)e = [ dgol(g) Ulg)s € Xex(U)

by an elementary calculation. Now let ¢, ¢2,... € C(G) be a bounded approximation of
the identity. Then lim, o, U(p,)r = z in X for all z € X and Xx(U) is dense in X. O

Corollary 2.6 For alln € N the space Xoo(U) 1s dense in X,,(U).

Proof Let U™ denote the restriction of U to the space J = X, (U). Then V.. (U (")) is
dense in Y = X, (U) by Proposition 2.5. But X.,(U) = Veo(U™) by Lemma 2.3. O

It follows from the proof of Proposition 2.5 that the vector space
X(U) = span{U(p)z : p € C°(G), z € X}

which is usually called the Garding space, is dense in X and is a subspace of X (U). It
is a much deeper result of Dixmier and Malliavin [4] that the spaces Xg(U) and X (U) are
equal.

Despite the short proof for the density of the C*°-elements for any representation, it is
much more difficult to deduce that the space X,,(U) of analytic elements for U is dense in
X . This result has been proved by Cartier-Dixmier [3], Nelson [12], Langlands [11] and
Garding (9] for any continuous representation. For a self-contained, direct proof we refer to
[14] Theorem I1.2.2. In the next section we give a new, short and rather easy proof for the
density of the analytic elements for unitary representations. In Section 4 we explain how
this proof can be extended to a general continuous representation. '

3 Unitary representations

The aim of this section is to characterize the spaces of C™-, C*°-, and analytic elements for a
unitary representation. All these spaces involve the infinitesimal generators Ay, ..., Ag, ie.,
the generalized partial derivatives, and the remarkable fact is that they can be characterized
by one single operator, the Laplacian.
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Let U be a unitary representation of the Lie group G in a Hilbert space H, fix a basis
ai,...,aq for the Lie algebra g of G and set A; = dU(a;). The Laplacian is initially defined
as A = — Y%, A? with domain D(A) = NL, D(A2), the space of all separately twice
differentiable elements. One readily checks that A is a positive, symmetric, operator but
it is not evident that it is closed or self-adjoint and one aim of the subsequent analysis is
to establish these properties.. For this purpose it is useful to consider two other possible
definitions of the Laplacian involving different domains.

The largest natural domain occurs with the quadratic form definition. Let § denote the
sesquilinear form 6: H; X ‘H; — C with values

d

6(y,z) =D (Awy, Aiz) .

=1

Then 6 is positive, symmetric, densely defined and closed. Hence it automatically determines
a positive, self-adjoint, operator which we denote by A;s (see [10] Chapter VI). The domain
D(Ag) of As consists of those z € H; for which there is a z € H such that

6(:971') — (yvz)

for all y € 'H;. Then the action of A; is given by Asz = z. It follows straightforwardly that
Ag is an extension, the self-adjoint form extension, of A. The advantage of this definition
lies in the self-adjointness of As which gives access to spectral theory, functional calculus,
etc., but the disadvantage is that the domain of As is only specified in an implicit manner.

The smallest natural domain for the Laplacian is the subspace of C*-elements and we de-
note by A, the restriction of A to this domain, i.e., D(Ay) = He. Then A, is symmetric,
and hence closable, but it is not closed in general.

One of the main conclusions of this section will be that the operator A equals As. Hence
A is closed and self-adjoint on the domain D(A). Moreover, this explicitly identifies the
form domain D(Ag) with D(A). In addition we prove that A is equal to the closure of A
Thus the C'*™-elements H, are a core of A.

It is convenient for the subsequent discussion to introduce a fourth Laplacian A, as the
restriction of A to the subspace H; of all jointly twice differentiable elements. Since H, is
dense in ‘H, by Corollary 2.6 it follows that the closures of A, and A, coincide.

Set M = (34, ;1 |ck|?)!/?, where cf, are the structure constants of the Lie algebra with

respect to the basis a,,...,aq4.

Proposition 3.1 Ife > 0 then

d
2 1Aizl® = (2, Asz) < el Asz® + (4e) 7|z (3.1)

i=1
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and

d
> IAdzl* < (1 +€)l|l Agx|® + 2M%(1 +&)"e | ]|

i,j=1

uniformly for all x € H,.

Proof The identity in (3.1) follows because the A; are skew-symmetric and the bounds
because

(2, Ag2)| < ol - o] < el gl + ()
for all € > 0. Next set U(z) = (T, | Aiz||?)¥? and Us(z) = (2F,-; [|4:iA;z[|*)*/2. Then

d d
U2(:C)2 = = Z (AJT’AJA?'T) - Z (ija [Azzﬁ AJ]T)
ij=1 i,j=1
d d
= 3 (A, Al) - Y E((Ajm, AiAke) + (Ajz, AcAi)
i,j=1 i,j,k=1

for all z € Ho,. Therefore,

d
Us(z)> < |Az|®*+| > cfj((Ajm,AiAk:c)+(AJ-:1:,A;CAZ-:E))’

1,5,k=1
< ||Agz|® + (Ll + &) a(x)® + M*(1 + €)e™ Ui (x)?

for all e > 0 and = € H,, by use of the Cauchy-Schwarz inequality. But this can be solved
to yield
Us(2)? < (14 ¢)||Agz||? + M*(1 + €)% Uy (z)?

and then using the first statement one finds
Ua(e)? < (1+26)]|Agz|]? + 47 M*(1 + )™

Finally replacing € by ¢/2 one obtains the second statement for all x € H,, and then by
closure for all x € H,. O

These estimates establish that the seminorm z +— Us(x) is relatively bounded by the
seminorm = + ||Agz|| on ‘H, with relative bound one. Obviously, ||Asz||? < d¥/2Us(z) for
all z € H,. Hence the norms = — ||Asz|| + ||z|| and @ — Us(z) + ||z|| are equivalent with the
norm || - ||z, the C2-norm on H,. But since H, is complete one has the following conclusion.

Corollary 3.2 The operator A, is closed.
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Much more is true. The operator A, is in fact self-adjoint on H,. This property is the
most critical element in the analysis of the differential structure of the representations and
its proof requires techniques from the classical theory of elliptic differential operators. The
basis of the proof is the exponential map which gives a local diffeomorphism from R? to G.

Theorem 3.3 The operator A, is self-adjoint.

Proof Since A, is closed, Corollary 3.2, and symmetric it suffices to prove that the range of
A + A; is equal to H for some A > 0. This relies on comparison with the R?-theory. There
are various ways of accomplishing this but we use a parametrix argument which requires no
deep knowledge of the properties of elliptic operators.

Let €2 C G be an open relatively compact neighbourhood of the identity e € G and Wy an
open ball in g centred at the origin such that exply, : Wo — 0 is an analytic diffeomorphism.
Set a, = E;Ll z;a4, for € R% and W = {z € R?: a, € Wy}. Then for ¢: 2 — C define
¢: W — C by ¢(z) = plexp(a,)). If © is small enough the image of Haar measure under
this map is absolutely continuous with respect to Lebesgue measure. In particular, there
exists a positive C*-function ¢ on W, bounded from below by a strictly positive constant,
with all derivatives bounded on W and such that

| dgelo) = [ daola)pla)
Q w
for all ¢ € L1(2;dg). We normalize the Haar measure dg such that ¢(0) = 1.

On G one has the generators B; of left translations (Biy)(g) = % (exp(—ta;) g)t=o. The
key feature of the exponential map is to transpose these vector fields to C*°-vector fields
Xi1,...,Xg on W with the property

(X:§)(x) = (Bip)(x) = (Bep)(explen) = < plexp(~tas) exp(aa)],_,

for all p € C(Q2). Moreover,
Xip=-0ip+Yip

for all ¢ € C*(Q) where the Y; are C*-vector fields of the form Y; = E?=1 fi0; and the
fj € C>(W) have a first-order zero at the origin. But then

(App)™ = +H'g

P
where Ap = — >4, B? is the Laplacian on G, A = — X%, 8? is the ordinary Laplacian on
R? and H' is an operator of the form
i d d
H = Z fe3 0:0; +Zfiai + fo
ij=1 i=1

with fij,fq;, f{) € COO(W) and fu(O) = 0.
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Let x,x' € C°(G), suppx’ C Q, x(e) =1 and X’ = 1 on supp x. Then for all £ € H,
and 1 € H one has for all r € C°(G) with suppr C supp x

[ cdgr(e) (0, AT+ 82)U(9)8) = (0, (M +A5) U(r)E)
= [ dg((AI+5)r)(9) (1, U(9)) X (9)

= fdg?" (M + Ap)T)(9) (3.3)

where 7(g) = (9,U(9)€) X'(g). Since C(G) is dense in L;(G) it follows by continuity that
(3.3) is valid for all » € L,(G) with suppr C suppx. Now let r) be the function on G with
support contained in © such that 7, = Ry¥ where R) denotes the kernel of the resolvent of
(Ml + A)™ on R%. Then

(0, (M +8)U(r)§) = | do(s) Ba(@) %(@) (M + & + H)P) (@)
= [ dwo(a) (M + A+ H)(# 0)(=) 7(a)

= /W dzo(z)b(z) x(z) 7(x) + fW dz o(z) sx(z) (n, U(exp(az))€)
in the sense of distributions, where 3, has the form

Z(L(’“)RA) ) Xk () X' (z)

Here the X% € C(W) and the L) are operators of the same form as H' with coefficients
£, ete., in C=(W) and with £(0) = 0.

Now Ry(z) = [®dte ™K,(z), where K,(x) = (4nt)~%2e~*"/(*) is the Gaussian. So
|Ba]li = A7 and |jra]ls < a A2, Since |(8,0;K;)(x)| < at~(@+2D/2-3%/(5) apd |fg°)(a”)[ <
c|z|, for suitable a,c > 0, if W is small enough, it follows that

1757 8:0; Rally < f da:c/ dt e a2 (|g|P¢1)1 2e ==/ (1)
< a’f dt e——)\tt~(d+1)/2 dr emmz/(ﬁt) < aﬂ AVI/Z
- 0 Rd -

for all A > 0, for suitable a’,a” > 0. Similarly, one can estimate the contributions of the
other terms in L® and deduce that ||[L® R, |, < a A~'/? for some a > 0, uniformly for all
A > 1. Hence ||sa]ly < aA™Y2 for some a > 0, uniformly for all A > 1. So

(m, (AL + A2)U(r2)€) = (n,€) + (n, U(sx)€)
Therefore, if Ry = U(ry) and Sy = U(sy) then |Rxé|| < aA7Y|€]| and [|Sxé] < a A~Y2|€].

Hence

(M + Ag)RyE =€+ 5)¢ (3.4)
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for all £ € Ho. By density it follows that RyH C D(A;) = D(A;) and (3.4) is valid for all
€ € H. Thus if a A\7¥2 < 1 then (I + S,) has a bounded inverse and

é-: ()\I -+ AQ)R}‘(I + S)\)flg

This establishes that the range of (A + A,) is equal to ‘H. Hence A, is self-adjoint. O

Since a self-adjoint operator has no proper symmetric extension it immediately follows
that Ay = As. Therefore one has the following characterization of the Laplacian.

Corollary 3.4 The Laplacian A s self-adjoint and A = Ay = As. The C-elements Hy,

are a core of A and
d

Hy = ﬂ D(A?)

=1

Proof Originally Ay € A € As. Then since Ay and As are both self-adjoint all three
Laplacians must be equal. But H, is clearly a core of A, and hence of A. Finally the
equality means that Hy = D(Ay) = D(A). O

The last statement of the corollary is rather striking as it establishes that

d d

() D(A:dy) = D(47)

1,7=1 i=1
l.e., an element of the Hilbert space is jointly twice differentiable if, and only if, it is separately

twice differentiable.

Next we consider the characterization of the n-times differentiable elements H,,. First we
begin by remarking that as A is now known to be self-adjoint the estimates of Proposition
3.1 can be rephrased in terms of the resolvent of A.

Corollary 3.5 The operators (M 4+ A2, X > 0, are bijections from H, to H and from Hs
to H1. Moreover,

d
2 AT+ A) T 2a? < l)®

i1

and .
S A (A + A) a2 < (1 +2MA 22 e
o, |

forallz € H and X > 0.
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Proof As A = Ag it follows from the identification of the form domain as the domain
of the square root of the associated positive self-adjoint operator that D(§) = D(AY?) =
D((M + A)Y2). Therefore D((AI + A)Y/?) = H; and (M + A)Y?*H; = H for all X > 0.
Moreover, as A = A, it follows that D(A;) = D(A) = D(AI + A) and (Al + A)Hy = H for
all A > 0. But then (A + A)Y?H, = (\I + A)~Y?H = H;.

Next 2
o IAT + )™ 2z|? = (2, A + A)'z) < ||=|)?

i=1

because A is positive. Moreover,

d
YA + A) 2l = (m, AT + A)2) < 27|

i=1

Hence

Lol AL+ 8) 2P < AR +A)a?

i’,j=

v2ut (S 1A+ a7 0l) (3 14,00+ ) el)

i=1 i,j=1

by the estimate (3.2). Therefore

d 1/2 2
(( 14,01+ 422 — Mx2a]) < (14 M2 ol

ij=1
and the last statement of the corollary follows straightforwardly. i
It is an easy consequence of this last corollary that | - || is equivalent to the graph norm

z +— ||[(Al + A)Y2z|| on H; and || - ||; is equivalent to the norm = +— ||(A] + A)z|| on H, for
all A > 0. But these results are just the simplest cases of the following characterization of
the C™-subspaces.

Theorem 3.6 Ifn € N then D((I + A)"/?) = H,, and the norms = — ||(I + A)"%g| and
| - |l are equivalent. In particular N2, D(A™) = Heo.

One has D((I + A)Y/2) = H, and D(I + A) = H, by the foregoing discussion. The
general case can then be established by induction. Basically one needs to prove the operators
A*(AI + A)™™/2 are bounded for all a with |o| = n. In order to do this inductively it is
necessary to commute the A; with the resolvents. This can be done with the aid of the

structure relations
d

[Ai, Ajlz = 37 cjAre

3j=1
which are valid for all x € H,. But care has to be taken with the domains.
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Lemma 3.7 For all4,j,k € {1,...,d} there exists d}, € R such that

d
A +A) 2= (I +8) Az + Y di(I+ A) T AAT+ A) 'z (3.5)
3k=1

forallz € Hy and i € {1,...,d}.
Proof Let dj, = C?i + cl;. Then

d
A Aly = Y diA;Awy

jlkz]‘

for all y € Hs. Moreover,

(7 A+ AT +A)y) = (5T +A)TAJ +A)y) + (7, T+ A)7H{I + A), Aly)

= —(AT+A) 1z, (T+Ay) + Zd: d}(AcA;(1 + A) 7 2, y)

Jik=1

for all y € H; and 2z € H, because the operators A;(/+A)~! and A A;(I+A) ! are bounded.
Since Hj is a core for A and I + A is a bijection from H, onto H it follows that

(5 AT + B)72) = —(A(T + A) M2,m) + 3 di(AuA (T + A) 5, (1 + A)'z)

j,k:l

for all z € H. Hence for x € 'H, the desired result follows by taking adjoints. 0

The commutation property of the lemma immediately allows one to deduce that the
resolvent improves differentiability properties by two units.

Lemma 3.8 Ifn € Ny then (I + A)"'H,, = Hopo.

Proof If z € Hyp theny = (I + A)r € H,, and z = (I + A)"'y. Hence H,42 C
(I+A)'H,.

The proof of the converse inclusion is by induction. The case n = 0 follows from Corollary
3.5. Let n € Ng and suppose that (I + A)™'H,, C H,t2. Then for x € H,11 € Ha
one has A;z € H,, and (/] + A)"'A;x € H,4» by the induction hypothesis. Moreover,
(I+A) 'z € Hyyz and A;A(I + A) 'z € H,,. Hence (I + A)YA;Ax(I + A) 'z € Hypya,
where we have again used the induction hypothesis. Therefore the right hand side of (3.5)
is in Hyyo. Hence A;(I + A)™ 'z € H,yp and (I + A) 71z € Hpys. U

Now the proof of the theorem is immediate.
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Proof of Theorem 3.6 Since H; = D((I + A)Y/?) = (I + A)~Y?H by Corollary 3.5 it
follows by induction from Lemma 3.8 that H,, = (I + A)~™™/2H for all even and odd n € N.
But (I + A)™/2H = D((I + A)™/?).

Finally the equivalence of the norms is a consequence of the closed graph theorem, since
the Banach spaces D((I + A)™?) and H,, are both continuously embedded in H. O

Next we compare the analytic elements H,(U) of the representation with the analytic
elements H,,(A'/2) of the operator A'/2, In general, if T is an operator in a Banach space X
then the space X,,(T') of analytic elements for T is defined as the set of all z € N,y D(T™)
for which there exist ¢,t > 0 such that ||T"z| < ct™n! for all n € Ng. Our aim is to prove
the following.

Theorem 3.9 If (H,G,U) s a unitary representation then
Ho(U) = Ho(AY?)

and the subspace H,,(U) of analytic elements is dense in 'H.

Proof The inclusion H,,(U) C H,(AY?) is straightforward since | A™2z| = (z, A™z)Y/? <
d™/?||z||,, for all n € Ny by the triangle inequality. The converse is more difficult.

It is readily verified that H,(AY?) = H,((I + A)!/?) and so it suffices to prove that
H,((I + A)M2) C H,(U).

Set H = I + A. Obviously H,(HY?) C N,en D(A™) = Hoo by Theorem 3.6. Next
introduce the functions M, ,, on H,, with values

My m(z)= sup ||HAH™z|
a; la|=n
for all m,n € Ny. One has
Myn(z) < sup [|A*H™al|+ sup ||[H, A|H™z]| (3.6)

o |C¥|=TL o |aj=n
for all n € Ny. But it follows from Corollary 3.5 that
lzlly < |H2z| and |lz[ls < (1 + 2M)||Hz|

for all z € X,.. Hence

sup ||A¢Hm+1$|| S ||HT”+3/2:F,H
1<i<d

and

sup [[AH™z]| < (1+2M) sup [HAPH™a| = (14 2M)Muosmur(z) (3.7)

o |al=n B; |Bl=n—2
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for n > 2 and m > 0. Moreover, the commutator in the second term on the right hand side
of (3.6) can be expressed as

[H, A%] = Zdj (AdlAs, A% + [As, A°]A:)

i=1

and each term in the sum can be evaluated with the aid of the structure relations as a linear
combination of at most dn products AY with |y| = n + 1. Therefore one has bounds

SUD o |o|=n||[H, A*|H™z| < 2d°Mn sup |A"H™z|

¥; |7l=n+1

< 2d°M (1+ 2M)n My m(x)

for n > 1 and m > 0 where the last bound uses (3.7). Combination of these estimates then
yields
Mim(2) < |[H™Pz|| + c|H™ 2| < (1+ | H™ ]| (3.8)

where ¢ = 2d* M(1 + 2M), for all m € N, together with the recursive inequalities
Mn,m(m) S an—Z,m+1(m) +cn Mn—l,m(I) ) (39)

where b = 1 + 2M, for all n,m € Ny with n > 2 and all z € H,. The remainder of the
proof relies on ‘solving’ (3.8) and (3.9) for z € H,,(HY?) C He.

First, if z € M,,(H'/?) there are ag > 0 and t, > 1 such that
| H™?z|| < ao g m! (3.10)
for all m € Ny. Therefore, one has
Mom(x) = |[H™ 2| < agti™ 2 (2m + 2)! < (3aot]) (2t0)*™ (2m)!
for all m € Ng where we have used (3.10). Moreover, (3.8) gives
My n(z) < (14 )||H™3 22| < (3(1 + c)aotd) (2t0)*™+ (2m + 1)!
for all m € Ny where we have again used (3.10). Therefore
My, (x) < ap ™5™ (2m + n)!
for n € {0,1}, m € N and all s > 1 with a; = 3ao(l + ¢)t3 and t; = 2t,.
Secondly, let N > 2 and suppose
My m(z) < aq 8™ 3 (2m + n)!
for all n < N, m € Ng and s > 1. Then (3.9) gives '
Mpm(x) < aps™ ™ (2m+ N)! (b s2t2 +cs'N(2m + N)_l)

< sV (2m+ N)(bEE +c) s
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for all s > 1. But bt} + ¢ > b > 1. Hence if s = bt2 + c then
M, m(z) < ay s" 3™ (2m + n)! (3.11)

for n = N and all m € Ny. Therefore one concludes by inductive reasoning that (3.11) is
valid for all m,n € Nj.

Thirdly, specializing (3.11) to the case m = 0, one deduces that
4% < |HA]| = Miao(s) < ar 5ol
for all a. Hence z € H,,(U) by Lemma 2.4 and H,(HY?) C H,(U).

Finally it follows from spectral theory that the space of analytic elements for any self-

adjoint operator is dense. Hence the density of the subspace H,,(U) follows from the density
of H,(H?). [

The advantage of the foregoing discussion is that the main conclusions are based on gen-
eral features of the representation which are largely independent of the Hilbert space setting.
Hence many of the arguments and conclusions extend to Banach space representations of
the group.

4 Banach space representations

The structure of general Banach space representations of a Lie group G is very similar to the
structure of the unitary representations discussed in the previous section. There are, however,
some significant differences. The C*-, and analytic, elements are again characterized by
the Laplacian but the C™-subspaces do not always coincide with the domains of powers
of the Laplacian. The difficulty is not an algebraic problem but an analytic one. The
usual Laplacian A = — ¢ | 9%2/9z2 on Ly(R?;dzx) is closed and its domain coincides with
the twice L,-differentiable functions, in accord with Corollaries 3.2 and 3.4 applied to the
unitary representation of G = R? acting by translations on L,. But the Laplacian on
Ly (Rd ;dz) is not closed and the domain of its closure contains some functions which are
not twice differentiable in the L;-sense [13]. Nevertheless all functions in the domain of the
Laplacian on L, are once L,-differentiable and the derivatives are L,-Holder continuous with
Holder exponent arbitrarily close to one, i.e., the domain consists of functions which are
‘almost’ twice differentiable. A similar situation occurs with Banach space representations
of a general Lie group. There can be a slight mismatch between the domain of the closure
of the Laplacian and the C?-subspace. A similar mismatch then occurs for the domains
of higher powers of the Laplacian. But this small discrepancy is no longer evident at the
level of the C*°-, or analytic, elements. The latter elements are again characterized by the
Laplacian in the same manner already seen for unitary representations. But the proofs have
to take into account the differences in the differential structures.
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Let (X, G,U) denote a continuous Banach space representation of the Lie group G and
A; = dU(a;) the representatives of the basis ay, ..., aq of the Lie algebra g. The Laplacian A
is again defined as A = — 3% | A? with domain D(A) = N, D(A?). Therefore X,, C D(A)
and the Laplacian is densely defined. But the adjoint is also densely defined since its domain
contains the C*™-subspace of the adjoint representation. Consequently A is closable but it
is not generally closed [13]. In a unitary representation A is a positive self-adjoint operator,
Corollary 3.4, and hence generates a continuous semigroup which is holomorphic in the open
right half-plane. These latter properties are a general characteristic and give some basic
dissipativity estimates which replace the positivity.

Theorem 4.1 The Laplacian A is closable and its closure A generates a continuous semi-
group S which is holomorphic in the open right half-plane.

Moreover, there are m, Ay > 0 such that
I(AT + A)z|| > m||z| (4.1)

for all A\ > Xy and all x € D(A).

The generation result, which is the basis of all the subsequent analysis, can be proved
in several ways [11], [12], [14]. A short proof along the lines of the proof of Theorem 3.3 is
given in [7]. The principal idea behind the proof of [11], and its variants in [14] and [7], is
to approximate G locally by R? and then to lift the comparable result for R? to G by some
form of parametrix argument. This form of reasoning is superficially similar to perturbation
theory.

Once one has established that A generates a continuous semigroup the bounds (4.1)
follow by general semigroup theory. Continuity implies growth bounds ||S;|]] < Me** and
then Laplace transformation gives the resolvent bounds

AL+ B)7 ]| < M(A = w)7*||]]

for all A > w and z € X. These readily yield (4.1). The growth bounds also allow one to
use standard functional analytic techniques to define fractional powers of (Al + A) if A > w
which are useful for the detailed discussion of the analytic structure.

The parametrix arguments used to pass from R? to G transform information about the
action of the usual Laplacian on Ly(R?;dz) into information about the Laplacian on X. In
particular the arguments yield fairly detailed properties of the domain of the Laplacian. The
simplest of these is the ‘elliptic regularity’ property D(A) C X;. Thus X, C D(A) C A).
These inclusions denote continuous embeddings of Banach spaces expressed by corresponding
norm inequalities. In fact the parametrix gives precise quantitative estimates of the form

lzlly < ellAz]| +ce™ || (4.2)
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for all € € (0,1] and = € D(A), comparable to the first estimates of Proposition 3.1. There
are analogous conclusions for powers of A. If n € N then Xa, C D(Zn) C Xs,—1 and

|zl < € [A ]| + cu g™/ ™2

for some ¢, > 0, all € € (0,1}, z € D(A") and m € {1,2,...,2n — 1}. Even more detailed
properties can be deduced but only these simplest aspects of elliptic regularity are sufficient
to elucidate the C*°-structure.

Theorem 4.2 The C®-elements of U coincide with those of A,
XooU) = () D(&") = Doo(B)

n=1

Hence X (U) s a core of A.

Proof The identification of the two sets of C°-elements follows from the inclusions
XZn g D(Kn) g XZn—l

by taking intersections over n. As the semigroup S is holomorphic it follows that S; maps
D (A) into itself for all £ > 0 and hence Dy (A) = Xoo(U) is a core of A. [

The characterization of the analytic elements by the Laplacian is more difficult and
requires better understanding of the C™-structure. The earlier discussion of unitary rep-
resentations was based on an identification D(A) = X but this is only valid for special
representations. We will discuss a second important class below, the Lipschitz representa-
tions. The identification D(A) = A, is equivalent to Ay, being closed and this property
fails for the left regular representation of G on L; (G ;dg). If, however, D((A + A)Y?) = X,
for large A then one has D((AI + A)™?) = X, for all n € N (see [6] Corollary 3.14). But the
validity of the identity for n = 2 does not necessarily imply its validity for n = 1. In the left
regular representation of R in L,(R) the Laplacian A is closed, but D((A] + A2y = x,
fails since the Riesz transform is not bounded on L, (R).

The key to understanding the details of the differential structure lies in the Lipschitz
substructure. Elements in the domain of A are once differentiable, D(A) C A&i, but in
addition the derivatives are Holder continuous in the sense that

sup |g|7"||(1 = U(g))Asz|| < o0
0<lgl<1
for each 7 € {1,...,d} and v € (0,1) where | - | is some modulus on the group G. A more
precise statement can be made in terms of the Lipschitz spaces A,,4,, where n € N and
v € (0,1), defined as the subspaces of X for which the corresponding norm
%]l 4y = =]l + o e lg|™|I(1 — U(g))A%z|| (4.3)
9

lg|<1 o lof<n
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is finite. Since
I - Ulg)A%]| < clgl - lllusa

for suitable ¢ > 0 it follows that the Lipschitz spaces are intermediate to the C™-spaces, i.e.,
Xn-i—l g Xn+'y g Xn

Moreover, the Lipschitz construction is transitive with respect to the family of C™-subspaces,
e.g., the (n + v)-Lipschitz space formed with respect to the representation U™ of G on X,
is the space Xpiniy. In fact || - ||ney is equivalent to the norm

T+ ||zllnsy = llzlln + sup [g|7" (1 = U(g))x|ln
0<|g|<1

These various properties clearly indicate that the index n + v corresponds to a fractional
order of differentiability. -

The Lipschitz spaces give the possibility of delineating more detailed domain properties
of the Laplacian. One can establish that

X‘Zn g D(En) g X2n—1+’y

This is one way of expressing the fact that D(A") is very nearly equal to Ay, that elements
of D(A™) are very close to being 2n-times differentiable.

The Lipschitz spaces also give a different method of describing regularity. Each space
Xty is automatically invariant under the representation U. In particular one has a family
of representations U,y, = Ulx,,, . But these representations are not usually continuous
because of the use of the supremum in the definition of the norm (4.3). Hence it is convenient
to modify this definition. If ¢ € [1,00) then the spaces X, ., are defined as the subspaces

of X for which the corresponding norm

a; le|€n

7 1/q
ol = ol + mas ([ dalol*(s111 ~ V(o)A

is finite where (2. is a bounded open neighbourhood of the identity. These spaces are again
intermediate to the C™-subspaces and have similar transitivity properties relative to the C"-
subspaces as those described above. In addition one again has precise embedding properties
for the Laplacian

XQn g D(Zn) g X2n—1+’y,q

The modified Lipschitz spaces are U-invariant but now the representations U, , = Ulx,,
are continuous. The interesting feature of these representations is that they are, in general,
more regular than the original representation or the representations associated with the
C"-subspaces.

Consider the spaces X, ;. These spaces are intermediate to & and X},

Xlg){'y,qu )
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and the embeddings are continuous; there are ¢, , > 0 such that

2]l < llzllye < eyalllls

for all z € A;. These latter inequalities are essential in what follows. Now one can associate
with the spaces X, , and the corresponding representations U, , families of C"-subspaces
A an etc.. Let A, , denote the closed Laplacian associated with the representation U, 4, and
the basis a1, ..., aq4. Since U, , is obtained by restriction of U the Lipschitz Laplacian A, ; is
obtained by restriction of A. But it is convenient to retain the notational distinction. The
operator A, , generates a continuous semigroup on X, , and satisfies dissipativity bounds

IAT + A g)2llvq 2 |20 (4.4)

for all large A analogous to (4.1). The important point, however, is that the Lipschitz
Laplacian also satisfies the regularity bounds

||3?ny,q;1 < a%q”(AI ek A%q)llzmumq (4.5)

and
”mllv,qﬂ <b ,qH(AI+A%q)$“1,q ) (4.6)

for A sufficiently large, analogous to the bounds coming from Corollary 3.5. This is the
surprising element of the Lipschitz representations, their increased regularity. The regularity
of the Lipschitz spaces is well known in the by now classical theory of function spaces over
R? (see, for example, [15], Chapter V, or [16]) but it is only recently that the importance of
these properties for the Lie group theory has been emphasized [14].

The regularity properties (4.5) and (4.6) allow one to deduce that the domains of the
powers of the Lipschitz Laplacians A, , coincide with the C™-subspaces of the Lipschitz
spaces,

D (A:,q) = Xygon

by the argument used to prove Theorem 3.6. Moreover, the estimates (4.4), (4.5) and (4.6)
suffice to prove the Lipschitz equivalent of Theorem 3.9.

Theorem 4.3 If (X,,,G,U,,) s a Lipschitz representation associated with the Banach
space representation (X,G,U) then

y«u(U’y,q) = yw((AI + A'Y,Q)l/2)
for all large A, where Y = X, 4.
It might appear that Theorem 4.3 misses the point since it does not give any direct state-

ment about the analytic structure of the underlying Banach space representation (X, G, U).
But it immediately leads to the desired conclusion by a straightforward embedding argument.
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Corollary 4.4 If (X,G,U) is a continuous Banach space representation then
X, (U) = X,(M +A)Y?)

for all large A and the subspace X,(U) of analytic elements is dense in X.

Proof If z € X, (M + A)Y?) there are a,t > 0 such that
(M + A)2z|| < at™n!

for all n € Ny. But
(AT + A%q)nﬂm”mq <c||(M + A)n/zm”l

because X, , is continuously embedded in &) and U, 4 is the restriction of U. The embedding

D(A) C X, gives, however, continuity estimates

lylls < ¢ AT+ A)y]

for all y € D(A), e.g., these follow by combination of (4.1) and (4.2). Therefore
[T + A ) 2allyg < ¢ M + )2 3]) < a2 (n+2)! < ay £ 7!

with a; = 3ac”t? and ¢; = 2t. Thus z € Y, (M + A, )Y?) = V,(U,,) and there are b, s > 0
such that
[#]ly.qin < bs™n!

for all n € No. Since ||z||, < ||||yqn it follows that z € &, (U) and this establishes that
X, (M + A)2) C x,(U).

The converse inclusion follows by a similar argument. But it can also be established by
a simple direct argument based on the bounds ||A"z|| < d" ||z||2n.

Finally, since (A 4+ A)'/? generates a holomorphic semigroup the space X, (U) is dense
in X. O

In conclusion Theorem 4.2 and Corollary 4.4 establish that the C'°°-) and analytic, struc-
tures of a general Banach space representation are characterized by the Laplacian in the
same manner found earlier for unitary representations.

The characterization of the C™-structure by the Laplacian established in Theorem 3.6
for unitary representations is also valid for many other representations. It holds for the
Lipschitz representations and is also valid for principal series representation of a semi-simple
Lie group [5] or for the left regular representation of G in L,(G) if 1 < p < oo [2]. It is an
interesting question whether it is possible to characterize those representations for which the
differential structure is determined by the Laplacian in this manner.
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