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A Perturbative Expansion for the Hopfield Model

By Maria Shcherbina

Mathematical Department of Low Temperature Physics Institute,
310164 Kharkov, Ukraine

and Brunello Tirozzi

Department of Mathematics, University of Rome "La Sapienza",
5-00185 Roma, Italy

(8.IX.1995)

Abstract. We construct a perturbative series for order parameters and other interesting observ-
ables of the Hopfield model. It is shown that the L? norm of the n-th term of the expansion is
bounded by o™. We apply this construction to the L? fluctuation of the order parameter r and we
find that the coefficients of its expansion vanish in the thermodynamic limit. Using a recent result
[1] we deduce that the replica symmetric solution of the Hopfield model holds at any order of o.

1 Introduction

The interest in the Hopfield model arose because it is the first model with an increasing
number of patterns and neurons which was solved by physicists [2] and which exhibits the
property of associative memory. This model was introduced in [3] many years ago in order to
study its asymptotic free-energy but the properties of the associative memory of the model
were not considered there and the number of patterns was finite. Since the appearence of the
first solution of the Hopfield model many generalizations exhibiting interesting properties
have been constructed. The solution of these kind of models is always reduced to the
computation of the averaged free-energy in the N — oo limit and to the solution of a set of
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equations for the order parameters which are found by applying the saddle-point method.
Unfortunately this computation is done following the so called replica method which is not
rigorous from the mathematical point of view. In [4] a rigorous method, called the cavity
method, was proposed for finding the asymptotic mean free-energy and the saddle-point
point equations for the Sherrington and Kirkpatrick (S-K) model. The main idea of this
method is the same of the classical cavity method used by Parisi [5] for solving the spin-
glass models but its realization in the paper of Pastur and Shcherbina is very different.
This method gives the same result as the replica method in the case of replica symmetry.
The replica symmetry hypothesis was substituted with the more suitable hypothesis of the
self-averaging of the Edward-Anderson order parameter q. This hypothesis can be verified
by numerical simulations more easily than replica symmetry. A generalized version of this
approach was applied to the Hopfield model in [1] to obtain the saddle-point equations which
were derived in [2] by using replica trick. In this derivation the self-averaging property of
the Edward-Anderson order parameter is a sufficient condition. In [6] it was shown that,
for any 3, the free-energy of the Hopfield model is self-averaging in the L? sense. The proof
of this fact is based on the method proposed in [4] to prove the selfaveraging property of
the free energy of the S-K model. The main mathematical objects used in these proofs were
the martingale differences. In [7] this argument was generalized in order to obtain the a.s.
convergence. This approach was used also in [8] where the large deviation principle for the
free-energy in a strong form was obtained. Using this property it was shown (see [8]) that
there exists a ball, in the space of the overlaps, around a Mattis state such that, for o small
enough, the Gibbs measure of the complement to this ball tends to zero when N — oo with
probability one. A stronger version of the s.a. property was found in the paper [9] in the
high temperature region. In this paper it is also shown the central limit theorem for the
free-energy of the Hopfield model in the case of « finite and when T > 1+ +/a. The rigorous
derivation of the saddle point equations has been applied also to the model which retrieves
sequences of patterns (see [10]- [12]) and for the hetero-associative model called B.A.M [13].
Thus the cavity method is a good tool for solving in a rigorous way the neural network
models as well as the replica trick. But the check of the condition of the s.a. property of ¢
remains an open question which was investigated up to now only numerically.

The other direction of rigorous investigation of the Hopfield model deals with the case
when the number of patterns is finite or grows slower than the number of neurons. The first
result was obtained in [3]. It was proved that, if the number of patterns is finite, then the
free-energy converges, as N — oo to the well known Curie-Weiss (mean-field) expression.
Other interesting results for the finite number of patterns have been obtained in [14], [15],
[16]. The result found by [3] was extended to the case p ~ log N in [17] and finally in [6]
to the most general case when p — oo, N — oo, in such a way that p/N — 0. The Curie-
Weiss expression of the free-energy can be considered as the first term of an expansion of
the asymptotic free-energy in powers of «.

In this paper we construct an asymptotic expansion in « of the order parameters of the
Hopfield model which implies in a natural way the construction of the a-expansion for the
free-energy. We remark that since our expansion is an asymptotic one all our estimates are
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true when « is small enough. The Hamiltonian considered by us is that of the Hopfield
model with the addition of the usual symmetry breaking term:

H = —‘;‘ Z Jz‘jS,'Sj - tZE}Sl (11)
17 H

where

Il

J.,—izpjgﬂgu oy 2 (1.2)
1 N | 1550 N' )
The symmetry breaking term ¢ 3>, £]S; is introduced in order to study the retrieval property
of the model following the approach of Amit et al. [2]. Our results hold for ¢t # 0 but for
T > 1 the same method can be applyed to the case t = 0. The series is generated trough an
integration by parts. The Gibbs measure < ... > is expressed as a measure in the space of
overlaps and the Hamiltonian which generates this measure is expanded around the solution
of the Curie-Weiss mean field theory. Each term of the expansion can be bounded in L? norm
by an integer power of . We show that, if we apply this construction to the expectation
of A =%, (< mPm” > — < m# >< m” >)? then all the coefficients of the expansion of
A converge to zero when N — oo. Since according to the results of [1] A — 0 implies that
the replica symmetry saddle-point equations hold, we have got that the replica symmetry

solution of the Hofpield model holds in any order of a.

The paper is organized as follows: in Section 2 we introduce the definitions and show
three technical lemmas which are useful for estimating the L2 norm of the generic term of
the series. In Section 3 we costruct the expansion for the order parameter of the model (1.1).
In Section 4 we estimate the L? norm of the rest of the series. In Section 5 the convergence
to zero of all the coefficients of the expansion of FA is shown. Finally in Section 6 we give
the conclusions.

2 The Model

Let S = (Sy,...,Sn), S; = 11 be the collection of the activities of a system with N neurons
and {&'}, i =1,...N, p=1,...p the set of the patterns stored in the system through
the Hebb synapsis J;; of the form (1.2), where the patterns {¢'} are indipendent equally
distributed random variables with values +1 and zero mean.

Consider the Hamiltonian of the Hopfield model of the form (1.1). As it was mentioned
in the first section, the second term in the Hamiltonian is introduced in order to study the
retrieval of the first pattern. For T' < 1 t will be considered fixed throughout the paper, but
for T > 1 it can be zero. Let < - >3 be the Gibbs average generated by the Hamiltonian
(1.1) and let ¢(S) be an observable. Using a standard gaussian trasformation < ¢(S) >x
can be expressed by means of an integral on the RP space with coordinates m = (!, ... m?)

| diups (in)e~PH )
[ dine—BHG®)

< 9(8) >H=< ¢ () > = (2.1)
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where H(1n) and ¢, (i) are given by

(@) = 5 S(m)? - 5 3 log 2cosh (S e + 1)
i 2]

I

.. Lsp(S)exp(—-B%; Si(X, mHel +t€]))
pa(mh) = el (2.2)
Ysexp(—=B%; Si(Z, mH& +tE}))
The average of the type (2.1) will be denoted with the symbol < - >y, where H is an Hamil-
tonian written as a function of the overlaps obtained by making the above transformations.
It may be H(rm) or the Hamiltonian (2.6) H(m) or other kind of Hamiltonians which will

be introduced after. Consider the Curie-Weiss free-energy fo:
i
g

and let z be the value for which fo(z) takes its global minimum, i.e. z is the positive solution
of the equation:

fo(z) = —Z log 2 cosh B(z +t) + 2°/2 (2.3)

z =tanh 3(z + t). (2.4)

To simplify formulae we shift the origin of the m variables in z:
mt = mt — z6M!

and denote by H(m) the Hamiltonian obtained from H () by using this change of variables.
We introduce also notaions C; = YF_, {{'m# and denote by ¢(z) the rest of the Taylor
expansion of fo(x) around z , thus, setting d = f!(z) = 1 — B(1 — 2*), we have:

film = fild) & gxz + o). (2.5)

By using this notation we get
N p N
H(m) = N fo(2) + Ed(([ —AM)m,m) — Nz > h*m* + > ¢(C;) (2.6)
pu=1 i=1

where
B = (- )1 - 64)
_ fd_1-fi) A=)
S 1-p8d fiz)  1-6(1-22)
1N
A= S EE(L - ).
i=1
The symbol < - > denotes the expectation < --- >y generated by H(m). We are going
to set up a perturbative series for the order parameters of the Hopfield model using the
expansion (2.5) around solution z of the mean field equation (2.4) and the corresponding
representation (2.6) for the Hamiltonian H(m). The expectation of the n-th term of the
expansion have been constructed is bounded by the n-th power of the parameter . This
estimate is based on three technical lemmas.

A
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Lemma 1 Let x,(z) be 0, if z < 7/, 1 if > 7/a and M = {,(m*)?}'/? then there
exizts a constant 19 such that for T > 7

< X (M) >< exp(—N(7 — 79)c const )
with probability larger than

Py =1 — exp(—a/*N?3 const ). (2.7)

Proof.

It is easy to see that, if ¢ # 0 then, since z is a global minimum point, there exist two
constants 0 < k; < ko such that

k1

—(m —2)* < fo(m) — fo(z) <

. 2(m 2

L\:|??"

Let us note, that if 7'= 87! > 1 and t = 0 then there exists only one minimum z = 0 and
this inequality also can be used.

Using the definitions of fy and H(m) we can write

H( ) NfO :“_Z-Arwmm _NthﬂmiL+Z Jo( fom“+z fO(Z))

<——ZAWm m” —Nth“m“—l— sz“ﬁ"m“m
Ny ;
< Sl ()2 + by — 1)(Am, m) + Na(X ()M (2.8)
) m
But
Qo)) = (A < [JAIP?
u m
and we have shown in a previous paper [6] that ||.A|| < 3y/a with probability larger than

Py defined by (2.7). Then we can continue the estimates in (2.8):

N - 3a1f2—(’“1; DM = 3N 260 < Him) - Nfu(2)

We choose a small enough to provide the p051t1v1ty of the coefficients in front of M? in the
Lh.s of (2.9) and denote by k; this coefficient and by k; corresponding coefficient in the r.h.s.
of (2.9). Thus we get:

N N
—2—k1M2 —3Nza?M < H(m) — Nfo(z) < EkzMQ +3Nza'?M
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Now by using this inequali{:y we can estimate the expectation of x,(M):

[ dmy,(M)e PHm-Njo()
i [ dme—A(H(m)=N fo(z)

Iitsrya AMMP~ exp{— BNk M?/2 + 38N za* 2 M}
[ dMMP—1exp{—BNky;M?/2 — 38N zal/2M
0

s AMexp{=NA(M))
57 dMMP-1exp{—N fo(M)}

(2.10)

where

Fi(M) = BkyM? /2 — 83202 M + alog M

Fo M) = BkyM?/2 + 832> M + alog M.
The contribution of the integration over the angles in the numerator simplifies with the
analogous term in the denominator. Let 7, and 75 be minimum points of functions f;(y/a7)

and fa(y/aTt) respectively. Choosing 7 > 7; and applying the Laplace method to compute
the integrals in the numerator and denominator of the r.h.s. of (2.10) we obtain

< x-(M) >< (WNJ\%:E(\/\/O!;E:?I/ze—Nfl(\/ET)Jerz(\/awz)(1 +o(1)) (2.11)

Here we have estimated the integral in the numerator by the value of the integrand in the
left endpoint since 7 > 7. Now it is easy to obtain the statement of Lemma 1 choosing

T > 79 = max{7y, 7"}
where 7* is the largest solution of the equation

AVar) = fo(Var)

From this Lemma one gets easily:

Lemma 2 For any constants B, n the following inequality holds :

E{< M™ePM* 5} < (rg/a)eBam (2.12)
The last lemma is
Lemma 3

E{< C™eB% >} < KD(2n)a™ (2.13)
where the constant K does not depend on n, N and D(2n) = (2n)™.
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Proof.

According to the symmetry in the index ¢ of the F expectation of the average of C; with
respect to the Gibbs measure of the Hopfield model, it is enough to prove (2.13) in the case
1= 1. Let us define a new Hamiltonian:

H, (m) = H(m)’{i‘:ﬂ,u:l,...,p'
Then

< CeBC cosh B(Cy + £} (2 + 1) > 5, }
< coshB(Cy + &l (2 +t) >m,
< E{< C?ePC1 cosh B(C + &1 (2 + 1)) >, } (2.14)

Averaging the r.h.s. of (2.14) with respect to &1, ..., &) and using the estimate (2.12) we get
the estimate (2.13).

E{< C"eB% 5} = B

3 Construction of the a-expansion.

In this section we construct the a-expansion for the order parameter r which has been
introduced in the Hopfield model to take into account the influence of the non-condensed
patterns in the retrieval process. We start from the usual definition of r:

=‘Z<"’fosi>?ﬂ
,u,>l i
Since it is easy to see that for p > 1
1
5 S S sy=<m” >

%

we can construct the expansion for the quantity %2,91 < mt >2. We will consider the
contribution of terms of the order . To this end we make the Taylor expansion up to
the order 2k of ¢'(C;); the derivative of the third order term of the expansion around the

mean-field value z of the function fo(C;), see formula (2.5).
HO) =mC2 + ... 4 0002 4 R (CCF, (3.1)
Note that |ax| < (const )* and |Rory1(Ci)| < (const ¥ since ¢ is an analytic function.

We construct the a-expansion of < m#* > by using the following formula of integration
by parts which is valid for any differentiable function F(imn)

< mtF(m) >= EZG‘“’H’ P> e Y e «

ANd % Flm) >

amy

1 2k
N > GHEr < F(m) - (3 aiCi + Ropa (Ci)CEHY) > (3.2)
vi [=2
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Here G = (1 — AA)™! and according to [6] we have that

1G]l < (1= 3Ava)™ (3:3)

with probability Py. We denote by symbol <> the average with respect to the Hamiltonian
Hy(m) containing the linear and quadratic part of the Taylor expansion of the Hamiltonian
H(m) around z:

Hy(m) = %d(([ —M)m,m) — Nz > _ h*m*

Applying the formula (3.2) to the variable m* we get

1
<m’ >=<mt > —m (G& )M Zag + R2k+1(0i1)0i21k+1) >

Now we construct the second order perturbation term by applying the formula (3.2) to
all terms which contain an expectation <> with the exception of that containing the rest
ngﬂ(Ci)CikH, because it follows from Lemma, [.2 that its order is o2*T1/2. We write here
the next iteration:

< mt >=< mt >, —Nid (G& )" < Cyy >0< Y anCF ' >
i1 n=1
1 1
— g 2-(G&)" < (Ci)* >0< Zan ne > T dN 4 (G&,)" < Rapa O >
1 L
+—— 3 (GG, ) < GGy > {< Y anyan, O T CR2 >
dN 1142 ninz
+ < Za’n1cnl 'CZ " Raka (Ciy) >} (3.4)

where we introduced the notation C; = Cij— < C; >;. We remark, that every time we
obtain the term containing the coefficient a,, - ...an,, such that ¥M (n; — 1) > 2k + 1 or
the term containing Ry, (C;)C?**!, we stop the procedure of integration by parts for this
term, because it will be proved below that all of them have an order larger than 2k. By

repeating the procedure described above 2k times we get

2k
<mt >=<m#* >0 ——; Z(G‘St] Z an, < C:;I 2

ny=2

+—— STUGE)* Y. tnyan, < CiyCi, >0< CPTICE2 >

’1,112 ning

1 . . o
__Nd Z G&l Z Ay Oy Ay < Cilciz >o< C.,;ZOZ'S >o< C:il C:;z C:;a >

111213 nIN2N3

+ ...+ R* (3.5)
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Here the terms of the type < 031_16’32"10;3 >o come from the application of the part of
formula (3.2) which doesn’t contain the derivative of ¢(C;). In fact if we iterate terms of
the type < C[*~'C27'C}™® > by using this part of formula (3.2) then according to the Wick
theorem we obtain < C’f’l'l_lC’i’;z_ngs >o. R* is some linear combination of terms which
have the following form

1 . |
tH = m Z (Gé-‘il)p' < Cilciz >o< Cizcis Bty 1 5 B 8/ C’M >0

M-1"1
11,...‘iM .
I1 Iy m1—1—1 nm—1—1-lpm nyp—Ilym D
- < C":I RO C’iM >0 - << C‘ill 1. ... CiM—l lOiM R"‘-M(C"'-M) > (36)
where 1 < M < 2k, n1,...,np, 1y, ..., are some integers, satisfying conditions

2<n; <2%, 0<L<m-1 4i=1,....M—-1

2<ny <2k+1, 0<ly <ny
and
M
=l

and fin(C,-) =1 for n < 2k and ﬁ’,ng(CZ—) = Rak41(C;). We omit here for simplicity the
coefficients a,, . ..an,, since as it was remarked after formula (3.1) all of them are bounded.

Since all terms in the r.h.s. of (3.5) except R* can be calculated exactly as a Gaussian
integrals, our main goal is to show that E{Y,(R*)?} has an order of*'.

Theorem 1 The rest 3°,(R*)? is bounded in L* norm by the (k + 1)th power of a:

E{> (R")*} < consta**!

22

Remark. The quantity >°,(R*)? can be understood as the rest of the expansion of the
parameter r = T—IJZM(m“)2 which is considered as the order parameter of the non-condensed
patterns.

In Section 5 we will use bounds on the generic term of this series in order to show that

the replica symmetric saddle-point equations of the Hopfield model, found using the replica
trick in [2] hold at any order of the perturbative expansion in a.

4 Proof of Theorem 1

In order to estimate the rest of the expansion of r it is sufficient to bound the quantity

T= E{D (")}
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Note that in the definition (3.6) there are two different expectations: one with respect to
the Gibbs measure generated by H(m) and the other one with respect to the Gibbs measure
associated with Hy(m), which contains only the linear and quadratic terms of the expansion
of H(m) around the mean-field value z. The strategy for finding a good estimate of the right
hand side of T' is to make upper bounds of the single factors before doing the expectations
E, <>, <>5. We start from replacing the product of the expectations in (3.6) by the
expectation of a single factor. To this end we define a set of duplicate variables:

Cr = (m*)*e (4.1)
v

where (m*)* are random variables distributed according to the Gibbs measure generated
by Ho(m*), the symbol <>, will be used for indicating the averages with respect to this
measure. Then we define the quantity

Pum 3 (6 (Caldy (G

12,... 001
I " 1 v ” i
for some nonnegative integers {1,...,l, Y, ..., y, that according to (3.7) satisfy the con-
dition
M
DL+1) > 2k +1. (4.3)
i=1

Using all these definitions T can be bounded from above using a compact expression
(G2§1 )é' )
)
1 1 ) 1 )
< BI85 X F)0) < S E(IBIIRP).) (44)

where we used the symmetry in the index i of the E expectation and we have introduced
the notation £, for the set £}, ..., £&F and the symbol (ngil,gjl) for the sum 3, (G?) &4 €Y.
||B|| is the norm of the N x N matrix:
By = —(G%,.¢) (45)
¢ Ng =y ‘

Now we look for a bound for ||F}||, and we need to introduce new notations. First we
decompose the matrix A* as the sum of another matrix A" and a projector P

e (I
A=A+ e
D
where the matrix P* = Il)ff &Y is a projector. We will apply the simple identity:

e, Aa(( = AT (L - AT )
(1 — )\A),uu - (1 )\A),u.v + D 1— %((1 _ /\X)_1§1)7§1)
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We use the notations:

G =(1-)A)7} G = (1= A7}

By = 7w7(CEat) = (GG3),
By = 37 (C6ut,) = (Gi03),

in the last formula the quantity < C’iCj >; and B,L-lj are defined by the equality with
m(Ggi,gj). The identity (4.6) can be written now in a shorter form which will be helpful
for our estimates:

Bd

/\16

with § = %(G¢,,€,) = §TtG + o(1) and o(1) — Oy_co. Finally let us introduce some
diagonal matrices which will allow us to write F; in a more compact form:

B), = Bj; + ~——=B};Bj; (4.7)

(D)ij = 54j(Cf)l’“Cf;° for 1<k<M-1

(Dum)ij = 5ij(Cf)lMCf’A"Rz;‘,,+zM(C,;M) for k=M

Finally F; can be written in a suitable form :

Fl == Z(DLBODQBO .. BO)H(DM),'.L‘ (48)

]

Let p = A—_%l_—& and let us subsitute each B? in F; with its "expansion" BO B1 pBj; B1
We obtain a sum of terms in which some of the Bj; are replaced by pBj; B1 and the others
by B;. Let ﬁf,k 1.k, be the term obtained by makmg | of the replacements Bj; — pBj;Bj;

in Fi at the places kq,...,k; then we can write:

nll 1 1 1
F]. k1, '0 Z (D]-B e Dkl)lyikl B’ikl,lB’ikl+1,1

Uy yeorbley+1,0M

1 1 1
(Diyt1B” - Diy )iy 41, Biy 1B, 11

- (Diy—1B* .. Diy)ix, e, Biy, 1B (D B« Dy, g (4.9)

'”clvl "'kl+1)1

In writing the equation (4.9) we assumed that the "substitution" B;; — pBj;Bj; has been
done respectively for the B® matrix which is between Dy, and Dy, 11, for the BD matrix which
is between Dy, and Dy, and so on up to the B9 matrix which is between Dy, and Dy 41,
in all the other terms B® — B!. After having found the estimate of Fllk Loy & sum over all

the possible values of | and of k4, ..., k; must be done which gives a constant depending on
M only, since the upper bound that we find is uniform on I, %y, ..., k;. Making the sum in
(4.9) over all the indices k,, ..., ik, tk,+1 We get:

=0 3.(DiB'...Dy,BY)11(B' D1 B ... Dy, BY)1,

im
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- (B'Dys1B* ... Dpp)riy, (4.10)
We observe that if one of the indices inside one of the groups
(B'Dy,B* ... D)1

is equal to 1, then we can consider this group as the product of some smaller groups of the
same kind. Thus without limitation of generality we can consider all the sums in the matrix
products inside these groups starting from 2 in all the formula which appear after (4.10). In

the estimate of E {<< ||B|||F1|* >,>} there will be a sum over two sets of indices &1, . . ., ki,
my,...,my corresponding to the pair FI, . F¥ m, coming from the |F7| term but

the same argument as before holds. The final expression that we have to consider is:

F‘ll,kl ..... k,ﬁﬂml ,,,,, —_— pHtt > (DiB'...D,B")11...(B' D1 B' ... D)1y
iM.IM
(D1B' ... Dy BY )11 ... (B' Dy 1B ... Dit)1,jag (4.11)

In the formula (4.11) the terms of the type (D;B'... Dy, B'); 1 are estimated differently
from the terms of the type (B'Dy, 1B ... Dy)1y,, as we will show now.

Part A. Estimate of (Dy41B* ... Dy, B')1,1 terms.

(D]_BIDQBIDS e Blel)l,l = Z(Dl)llBlli
1j
G‘“’f{‘ g Greel

(D:B'Dj3...B'Dy,)ijBj; = (D) Y,
ij

Y s e _‘TP ¥
=D)n(d_+>)> Gﬁ]&f e _ﬁfff—d{l == (D1)11(U1 + Us) (4.12)
p=p  pu#Fp i

Since in the product of the matrices G, B, D; does not appear £}, averaging with respect to
&, we get that the L, norm of U is negligible. In fact:

B{Uf} = B X X CUeer (L )a0Uge

1,3,81,31 BFp, 1 FP1

o 29 v 7vr1P1
G 1V iqu:’l] i ( . ')'il_'hG }11 fl)
2

— — 1
- (ﬁNd)zE(Tr(B(. )B(..) =0(x)

where B is defined analogously to B:

By = 533 (© 60ty

We can finally write :

|(DyB*DyB'Dy ... B'Dy,)11| = (D1)1nUs + O(N7Y2)
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G“”c“"fgyg’y
=(Di)u 2, W(D2BID3 .B' Dy, )i + O(N7?)
VT
1
ﬁNd(Dl)llTI'(BDgB D3 Blel)

After having reduced the form of the term (4.12) to the simpler form written above we can
apply our strategy for bounding the terms of F; before making the expectations with respect
to the patterns. We will use repeatedly the following inequality for matrices A, B and C,
with C' being a positive matrix:

N’I‘rCATB < |ICI(= Tl.uxAT)I/Z(NTrBBT)lf2 (4.13)

where A' is the adjoint of the matrix A. In order to show how formula (4.13) is applied we
take the example k; = 4 and we call

R, = %Tr(FDzBngBlD,l)

the term which we will a,nalyze the (D1)1; factor will be substituted in the final estimate

with a term of the form Cl (C’*)2l1 which is obtained by the same arguments we are going
to show. We can use the inequality (4.13) by setting :

Al=D,B'D,, B=B'D, C=B,

Then we get
— 1 1
|Ry| < |[Bl - |- TeB* DB D3*/2| - B2 D32

Let us apply (4.13) again to
1 1
| TrB' D3B! D3| < | Te(B') D42~ T(B'"D§| 2
For the other factor we get:
i 1
S TeBIDI < || Byl Tr DY
Collecting these estimates we obtain the inequality:
|Ral < I[BII - 1|B']]? | TeDj| Y4 - | TrD“I”“IlBllﬂ TxDj|'/* (4.14)

These arguments can be repeated for all the factors of the formula (4.11) of the type (...)11.
The final term which we get from these estimates should be then of the form of the product
of traces of diagonal matrices Dy each to a certain power. In order to apply the Lemmas
of section I to these terms we will use Holder and Schwartz inequalities. In fact the generic
term |&TrD§|/® will be estimated using its definition:

(Di)ij = (CF)*(Ci)'edy;
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from which we get:
IO < | S (G5, 3D e
NTTH SN et N& Tt
Thus
1 1 il
—T'I‘J’Jé|1/“|—TrD§I1/4I—’HDZ‘!”4

IN
< |%Z(O:)812%Z C* 813 Z(C*)SL;II/S ZC ZC

1

811 811

chz4|1/s (4.15)

Then by the inequality
1 4 i -
TRILDILES DI

with a; > 0 Vi, which follows from the Holder inequality |(a,b)| < [|a”||}/7||6®]|*/® with
”yzz%gandéz%'gwehave

(D1B'D,B'D3B' Dy)1 4| < ||BJ|||B'||?

1

" (L, +4+1,
(ﬁ Z(C )8(12+t3+t4) 1/8 ZC (1 ))1/8

i

Applying these estimates for the (...);; terms we get the bound for T

T < const B{{(C1)%1(C)?( ZC’Z’” Z (CH2YV|FL|[Fy])a) (4.16)

Here F'; and F', are the terms that remain in the r.h.s. of (4.10) after estimating all (.. .)
by the above procedure and py,p!,q,¢,r, " are some integers. Since C; and C{ come from
(D1)11 but can come also from other terms of the same type, then p} > I} and p; > 1;.

Part B. Estimate of the (B' Dy, 41 - .. Dag)is,, terms.

The rest of our estimates will be concentrated from now on the terms |Fy|, [F,| in the
formula (4.16). We will analyze them in the case which is the "worst", i.e. in the case
in which all the terms of the expansion belong to them or in other words we consider the
case when there are no diagonal terms (B Dy, 1B ... Di,)1.1. We are going to average first
with respect to {§ 1}. Then we obtain an expression similar to the last factor in the r.h.s.
of formula (4.8) but with at least one product B'D less. We now explain in detail how
this program is realized. First we note that, since one can drop from the sums % .G
the terms with ¢« = 1, we can consider these sums as independent of £ . Let ¢ be any
function of the patterns £ then its double expectation << ¢ >,> can be written in a form
useful for our program in which we use the following symbols and notations: Eg is the
expectation with respect the random variables £ , H; ( already introduced in section 1) is
the full Hamiltonian of the system in which all the variables £, are put equal to zero, Hg,
is the Hamiltonian containing only the quadratic and linear terms of the expansion around
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the mean field solution of H(m*) in which all the variables £, are put equal to zero. Then
we write

E§1<<¢(§1)>>* =
e { ({1 cosh(B(C1 + &} (t + 2)) exp{BdA(C})? + B2 22, E1EL (m*)* D ) e, }
&0 (cosh B(C1 + EL(t + 2))) i, (exp{BdA(CY)? + B2, & 51( Vb mg,
< E§1 ({4 cosh(B(Cy + &1 (¢ + z)) exp{BdI(C})? + Bz Zf })H1>H5]
{exp{— 6zZ£ T} b, (4.17)

In the above calculations we bounded the cosh 3(C; + &} (t + 2)) in the denominator from
below by 1, the other expectation

{exp{BdA(CT)* + Bz >_ &4&l (m*)"}) s,

has been bounded using Jensen’s inequality < A >"1<< A~! > and dropping the exponent
e PINC? A third Hamiltonian Hg; which is defined as Hj, for variables ™ has been
introduced in order to write the product of the two expectations appearing in (4.17) with
only one average. Finally we get:

Ee (($(€,))r)mz = (((¥(€,) cosh(B(Cy + & (¢ + 2))
exp{BdA(C})* + Bz > &6 (m™ ) — Bz > 6™ * Vi) a1z, )5, - (4.18)

Since it is easier to average exponents which contain only linear terms we make a gaussian
integral in order to linearize the quadratic term BAd(C7)?. We use the formula:

dte=t"/2 .
B, (((E)) ;) = f o ((((,) cosh B(Cy 812+ 2))

exp{ty/BAACT + Bz ) && (m* 52255‘& T }) Fon () ) ey (m*) ) H () (4.19)

Applying these manipulations to our case we get that inside the triple average (4.19) we will
have the expression:

U = F2cosh B(C, + £1(t + 2))Ch (C)™
exp{ty/BdACT + Bz Y &} (m™)* — Bz Y eeimH}
[ M

= (S erFr2Cis ()™ exp{3 €8 4}

I
where we introduced the notations:

1 -
= aNd (GE,)*(Dis1B* ... Dag)inyy

iipm
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= Ep(m* + 8,1 (2 + 1)) + 1y BAACT + Bz Y 1€ (m") + B3 Ereim
7 7
By the help of these symbols we write (4.19) in a shorter form:

Eg (U) < B {3 (F*)2C5(Ch)™ expl€,, )}

+ B {Y. FHF ——CP(CH) M exp(€,, )} (4.20)
L gy dgy
where the derivative dggzzgv stands for indicating all the possible way to extract the coefficients
1 1

of the product &£ from the expression C. lll(C{ )*exp(€,, f). Calculating this term we get
the sum

B, {ZF“F"exm [ (mime2l (21, — 1)CE 3 (Cp)

+ (m*)H(m*) 2l (2l — 1)CTH(CH™ 2 + frfroii(eh)™) .. )} (4.21)

Each term in (4.20) can be estimated from above by means of the Schwarz inequality as in
the example:

| PR | < S (P9 M (£

Since by definition f* is a linear combination of m#, (m*)* and ™" we have to estimate
expressions of the form:

E, {Z PR M2 (0 expl€ L )}

Ee {3 (F*) (M2 (C™ exp(€,, 1))

Ee, {Z PR (M)CE (C)™ exp(€,, £)) (4.22)

Note that F*, (M*)?, (M)?, M* do not depend on £, thus inside (4.22) the only terms which
we have really to average are of the type:

E¢ {Cr(CH)™ exp(§,, [)} <
< BT EP(C) ™ Y (B ) exp 3(E,, £))
< D'3(6l,) DV3(61y) M1 (M*)?" exp{3 Z( %

= D'3(6l,) DY3(6l) M%1 (M*)?1 exp{ K (M?* 4+ (M*)*t* + (M)?)} (4.23)

where D(n) is the function introduced in Lemma [.3. In the first of the inequality of (4.23)
we used again Schwarz inequality using the first factor as a weight and then we used Holder
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inequality. We show here the intermediate steps of this calculation using the auxiliary
variables z, y and z for simplicity:

E(a‘yz) S E1/2($y2)E1/2($22) S E1/6($3)E1/3(yS)El/G(xS)E1/3(23)

< E1/3(x3)E1/3(y3)E1/3(z3) (4.24)

We used Holder inequality with p = 3, ¢ = 3/2 in the second line of (4.24). We now estimate
Yol P e

2 (™ Z 2 (G‘f ) GE) (Diyt1 - - Dat)iige(Drya B - . Dag) i
g B, gdm
1
B GNd . Z (Bl)?j(DkHrl e DM)iiM(chz+1Bl o5 s Dt )ding
LAMDIM

- ﬁNdHBlH Z >~ (PeiaB' .. Duiiyy)* (4.25)

=2 1,ipr=2

After the average over the § ; variables we get:
E{T} < const ||B}||PE{(—= 202?" Z(C:)zw)q'

MY exp{K (M + (M*P# + (B1)?)}
Y (B'Disa - Dan)aing (B' Diir .. Dar )} (4.26)

MM
In (4.26) the factor 4 which was in the last line of (4.25) has been cancelled together with
the Y, using the symmetry of E averages wih respect to the neuronal indices. Now we have
got an expression which is of the same form of the last factor in (4.11), which is the goal that
we were looking for, there is just one const in front of the term, but with no dependence on
§, anda B 1D product less. The terms which disappeared are substituted by new term which
are not depending on £, ..., §,, like the factors MP (M) exp(K (M? 4 (M*)?#2 + (M)?)).
Since we got the same form we can apply again the same estimates M times and get at the

end of all

E{T} < const fﬁ dt; 6*?5 /2 ' E((((i ZCET)Q(_l_ Z(C:)ZT’)quz(lllJr"‘H’M)(M*)Z(h-i-'"HM)
=1 v N H N

exp{K (M + (FI)) + K(M" )& ...+ ) P) (4.27)

In (4.27) the triple expectations <<< ... >>> is respect to the Gibbs measures associated
respectively to the Hamiltonians Hys, Hg,, , H o which are obtained from the Hamiltonians
H, Hy by dropping the terms containing &, . . ., £y according to our iterative procedure. We
can then apply Lemma 1.2, formula (2.12):

<M7L6BM2>H S (To\/a)neBaTo
0
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putting it directly into the formula (4.27) from which we get the last inequality

Mt e_"z/

E{T} < const/ (Tm/a)%l’l+...+t;,,,+h+,..+zM)

exp {aTgK(tf ot tﬁl)} < const (o) (4.28)

Which is the statement that we wanted to proof. For completeness we give show also how
to bound the norm of the (B')? operator.

142 L=
(8"l < sup @ Y gon X g < glI67| sup. Nz Yah)’

1 1, —2
< 24 IG”]] sup Zﬂ‘wﬂ"JNZﬁ”ﬁ“ < dHG 1]

[l]|=

5 «a-expansion for A

In this section we apply the expansion that we have found in the previous section to the
variance of r, the order parameter of the Hopfield model.

In fact we show that all the coefficients of the o expansion of the quantity A defined by

A=E {Z(< mirmY > — < m* ><m” >)2} (5.1)

Ny

are vanishing in the thermodynamic limit. In [1] we have shown that the selfaveraging
of the Edwards-Anderson parameter ¢ implies the selfaveraging of the parameter r and
A — 0. It is simple to invert these derivations and show that A — 0 implies selfaveraging
of ¢ and r. The Hamiltonian which has been used in [1] for this proof has an additional
term ev/N 3 v*m* where 4%, . .., 4® are independent Gaussian variables with zero mean and
variance 1. After the thermodynamical limit was done we send ¢ — 0. But if we add this
term in our Hamiltonian then all derivations of Sections II and III remain valid since this
term is linear in m* and vanishing when € — 0. Thus if we prove that all coefficients of a
expansion for A tend to zero, we can conclude that all coefficients of variance of parameters
q and 7 tend to zero and then the result [1] gives us that replica symmetry equations are
true when o — 0 in any order of a. This conclusion is important for the rigorous foundation

of the replica solution of the Hopfield model. We state the main result of this section in a
theorem:

Theorem 2 All the coefficient of the a expansion of A vanish when N — oo.
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Proof.

We use the expansion (3.5) and its analog for < m*m” >, but since now we are considering
only terms of order less then o* we will not consider the term R* and therefore only averages
< ...>g will be used in this Section. Thus '

2k

v _ v 1 v 1 v 1
< mfmY >=< m* >o< M > +NdﬁG'u' — m <m >y ;(G&l).ﬂ IE a, <C,;1 >0
1 2k v
— ;(G&i ) ,1222 ay (Cif ),
1 ) s
+ vrEm ;(Gg,-l)“(c;gi; ) ;ah% (citee™) + ... (5.2)
1%) 1i2

Comparing with the expression (3.5) for < m* > one can conclude that up to terms of order

greater than & :
((m'— < m” >)(m"— <m” >)) = NZBGW + L*

where L is a linear combination of terms the type:

L1 e o
Y < GNap > (GEMGE, )" (CiCin)o{CiCis)o - -+ {Ciar, Cipg)o
YT % V3, TR, 7
- . . . ¥ . lf ll
{CiCi)o(CiChsYo - (Cis ,Cisho - [(CH - ...CMCH - ... Ci3)o
i i
—(C ... CENY(CJ - .. .C3 Y (5.3)

According to the Wick theorem the difference in the square parenthesis is the sum of terms
of such a form:

(Ci.Ciu)o(Ch . ClZh .. .CCh . Cht . .C),

tM T

Therefore in order to estimate F {ZW(L“”)Z} it is enough to estimate:

1
L= (ﬁNd)4E Z Z

LT 5.9 18 S WO - AN L, LA, 18

. .

(Gzéz‘l ) §j1) (Gzéflv §ji)(0ilc’i2)0 (Cizci3>0 S <CiM—1CiM>0
{Ci,Ci)o(CiCio - - - - {Cis_, Cis)o{Ci Ci)o{C:yu Cirdo - ... {Cr,_ Cir Yo

{CyCiyo(CyCido- - {Ci_ Cido
. . _ l& :J_ ll
(@R 0 BN E i R 3., 6 SO 7 O 7.
. ; s & 1 23
(CaCi)o(C ... CiL .. .CHCE...C ... CF)o (5.4)

Following the ideas and notations of Section 4 we introduce the matrix B°, already used in
the preceeding section, and the matrix B®). Then we need also the diagonal matrices D,
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similar to the matrix D}, of Section 4 but with a simpler structure, and the matrices F(1),
F® . These matrices are defined in such a way that we can apply the inequality (4.13) to
the quantity T,.

B%=6Nd(G€ f) ( )0

1
By = g (G608

Di; = (5'ijCiFi(jl) = j; Z(BODE'_lBO ... DWM=1B0Y, Cim
l

F = 6; S (B°D%'B°. .. D's™' B%),C} (5.5)
l

In fact we can rewrite (5.4) in the more suitable form:

1
Ty, == Wpk-1p°.. . D"BADY . D+ )FM B
i (ﬁNd)zE{TrF D*-B°...D"B )

.F@(Dh-1B° . DhBADLHRBL . D4-1)FP B} (5.6)

Now we are able to apply the above mentioned identities and get

I i
T, & const _]VEI/Q{ET\I,(DZ(lr—l-l-...-i—ll)(F(l))4>0}

1 / /
BV (DXt ) (RO )
Repeating almost literally the arguments of the previous section it is easy to show that the
quantities

B T(DP (1))} = BUD™(FO))o} B Tr(DH(F®) ")}

= E{(D**(FP)};)0}
are uniformly bounded in N. Then we got that

T,, < const —
- N

and therefore it is proven that all the coefficients of the o expansion of A — Oy_,o0. Finally,
if we use the result of [1] according to which the replica symmetric saddle-point equations are
true up to terms of the order O(A'/4), we can conclude that the replica symmetric solution
is true in any order of o and that it gives us all the coefficients of the o expasion of the order
parameters r, ¢ and m?.
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6 Conclusions

As it was mentioned above, our results imply that the replica simmetric solution for the
Hopfield model [2] is true at any order of a. Since one can see that the rest of our expansion
satisfies the inequality

ET? < nl(ca)"

then we cannot derive from it the convergence of the series. Of course, having the analiticity
for a # 0 of our observables we could get the Borel summability, unfortunately it is not
possible to have this property because « is defined only as a rational number and doesn’t
appear explicitely in the formulae. From the other side we cannot expect to have analytic
behaviour directly from the solution of the saddle point equations in the replica symmetry
case:

mY = Ef dz;_z £ tanh 6(\/§z+§(m“ + h*)EH)

1= B [ 2 ok (e + 3o+ H)
p=1

q
(1-8(1-4q)*
In fact from these equations we evidently see the non-analyticity at the point a = 0 even
if we take as independent variable \/a and so we cannot expect to have convergent series
or Borel summability expanding directly. But it is interesting to note that if we add to the
Hamiltonian (4.1) a term Y, h;S; with h; independent random gaussian r.v with zero mean
and variance h? then the above system becomes:

r =

dze /2 >
mY = E/ "o ———¢tanh B(Var + A2z + D _(m* + h*)EH)

u=1

¢g=FE [ e TP B(Var TRz + Y (m* + h)e¥)
H,...
= .
(1-801-q)?

which now has analytic solutions for & = 0. Therefore we can hope to construct for such
a model a convergent series for m”, ¢, r. The starting point in this direction is to have
an analogue of the result [6] for this model with Gaussian random terms, i.e. to find the
limit when o« — O of the limit free-energy f (a h). This program will be completed in our
following papers.
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