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Abstract. We first show the self-averaging property in the sense of almost sure convergence for the
free energy of the spin glass model and of the Hopfield model with an infinite number of patterns.
Then we prove the strong law of large number(SLLN) of the free energy in the Hopfield type
model with finite number of patterns. Here the Hopfield type model implies that the interaction
among neurons is higher order, the patterns embedded in the neural network are assumed to be
independent random variables rather than only taking value +1 and —1 and i.i.d. The model with
weighted patterns is certainly included in. The SLLN of the free energy in the Little model is
proved. The convergence rate for above two cases is also estimated.

1 Introduction

We deal with the problem of convergence of the free energy fn, associated to a large class
of important models of disordered systems, to its mean value (E fn) with respect of the
probability distribution of the disorder when the number N of components of the system
goes to infinity. We consider models of systems with a random interaction described by
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an assigned probability distribution. We call self-averaging the above convergence. This
property is important because the free energy contains the main information about the
system and we want to know whether its main features depend on the particular choice of
the disorder or not. Also we look for what kind of convergence one has i.e. if fy — Efy in
probability or almost everywhere with respect to the disorder. The disordered systems we
are concerned with are the neural networks systems(Hopfield model [2] [7]) and the spin glass
model[13]. The neural neworks models are interesting because they exhibit the property of
associative memory which is fundamental for the development of artificial intelligence. The
spin glass model is connected to the neural networks since they share many properties with
each other.

The self-averaging property for the free energy of the Hopfield model with a finite num-
ber of patterns has been proved in [3] and there the convergence was shown to be almost
everywhere. Also the large deviation has been established for this model[9] [4]. In [17]
the self-averaging property in probability is shown for the Hopfield model with an infinite
number of patterns p such that p/N — « as N — oo, o a constant. This property was
used in [16] for obtaining further important results. Pastur and Shcherbina [15] proved the
self-averaging property also in the mean square sense for the free energy of the spin glass
model. We improve the results in [17] and [15] showing the self-averaging property in the
almost sure sense for the free energy of the spin glass model and the Hopfield model with
p/N — a, as N — oo, which is the content of section 2 and section 3.

In section 4 and section 5, we consider the property of the free energy in the Hopfield
type model, i.e. the patterns embedded in the model is only assumed to be independent and
the interaction among neurons is higher order ([1] [8] [10] [14]). Based upon the similar idea
as above, under the restriction of the finiteness of the expectation of the fourth order of the
imbedded patterns, we proved the SLLN, or self-average in the a.s. sense, for the free energy
of the model. It is well known that the equilibrium of the Hopfield network is achieved in
terms of asynchronous dynamics[2][11][12]. If we realize the retrieving dynamics in terms of
the synchronous dynamics, which is called Little network, the free energy of it is different
from that of the Hopfield type network. In the present paper, we also showed the SLLN,
or self-average property in the a.s. sense, for the free energy of the Little network. The
convergence rate is estimated in above two cases.

2 Models and Results for Hopfield and Spin Glass
Model

2.1 Hopfield Model

For a given nonnegative number «, suppose that £¥,: =1,--- , N,u =1,---,p with

lim — =« | (1]
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are i.1.d. random variables taking values in {—1,1}. The connection strength T;; is obtained
by the Hebb learning law [2] [6] [7], i.e.

12
Ty =5 2 &6 (2.2)
p=1
The Hamiltonian for the Hopfield model is defined by
Hy (¢, S) =-3 ZT,,.,S ;= Z S ehetag; (2.3)
i#] t#J #

where S = (51, -+, Sn), S; is the neural activity of the i-th neuron, S; = £1,¢ =1,---, N.
The partition function and free energy are given by

Zn(€)= > exp(=BHK(ES)) (2.4)

Se{-1,1}V

and

F4(6) = — 557 log Zh(6) (25)

respectively. The purpose of the present paper is to prove the self-averaging property of the
free function f&(¢).

In [17], it is verified that
E(Efp(€) = fn()* — 0 (2.6)

as N goes to infinity, here we prove that

Theorem 1 Va > 0, we have

Efi(€) — f3(€) =0 a.s. (2.7)

Because of the boundness of the free energy, we see that the conclusion in Theorem 1
implies the Theorem 1 in [17], i.e. conclusion (2.6). Combining Theorem 1 and Theorem 2
n [17], we obtain immediately that

Corollary 1 If p/N — 0 as N goes to infinity, then

2
]&%Ofky(f) mc;n[———ﬁ-logQCOSh,@C—i— %] a.s.
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2.2 Spin Glass Model

The Hamiltonian for the spin glass model is

037, 5) = ——ZJUS S; (2.8)
z#f

where the J's are independent Gaussian random variables with mean zero and variance 1/N

Ji;=di, 6,5 =1,-++,N. (2.9)
Let Z3(J) be the partition function defined by
Zexp —-BH(J,S)) (2.10)
and fR(J) be the free energy, i.e.
fuld) = g5 los T exp(=BH}(2,5)
1 (2.11)

We have the following theorem similar to Theorem 1(see [15], Theorem 2).

Theorem 2 For the free energy of the spin glass model, we have
Ef{() — fn) =0 as.

The conclusion in the Theorem 2 implies the Theorem 2 in [15] because of the boundness
of the free energy of the spin glass model.

3 Proofs of Theorem 1 and Theorem 2

In order to prove the Theorem 1, we first rewrite Ef%(£) — f&(£) in terms of a sum of a
sequence of martingale difference.

Efy(6) - fa(§) = Eff\‘r(f) — E(fHOIFUN)) + E(fy(E)IF1(N))
[ aak) E(f3 (&)1 Fn-1(N)) = fu(€)

(3.1)
= Z[E PR (ENFir(N) = E(fr(OIFL(N))]
where the sigma-algebras {Fx(N),k =1,.--, N} are defined in the following way:
‘FO(N) = {(I)aﬂ}a (32)

fk(N) = {ﬁj’jgk'f Hzlaap}a k:171N
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Note that the sigma algebra Fi(N) dependes on N since p ~ [aN].
Furthermore, let ¥x(N) = 1/BE(log Z%(¢)|F:(N)) — 1/BE(log Z%(¢)|Fe-1(N)), we have
| N
Efn(€) = fu(§) = 5 22 $e(N). (3:3)
k=1

Hence for fixing N and «, {Fx(N)} is a family of increasing sigma algebra with respect to
k and {¢x(N),Fe(N),k=1,---,N} is a sequence martingale difference.

Lemma 1 Vg > 0, an integer, E¢r(N)* < C,k=1,---, N where C is a constant indepen-
dent of N.

Proof As in [17], define the Hamiltonians

Hy(¢, S) Z Z £¢s SiS; (3.4)
INHES]

obtained by dropping the terms with S; in H}(¢,S), and

Hi(€, S;t) = Hi(£, S) + tRx(€, 5) (3.5)
where t € R,
Ri(¢, S) ——ZZéﬂSkﬁ“ (3.6)
b j#k

Hence ﬁk(f, 1) = HEE, S),fIk(f,S’;O) = Hg(E, 8), Let

oo L Zn(EESit) 1, Zn(Hi(E Sit))
Jil&) = »31 . Zn(Hy(€,5;0)) 51 ; Zn(Hi(¢,5)) 0

for Zn(H) representing the partition function with the Hamiltonian H defined similar to
that in section 2.

;From the independence of Hy(¢,5;0) and €, =1,---,p, we see that
1 . 1 "
EE(log Zn(Hi (€, 550))|Fx(N)) = EE(IOg ZN(Hi(€,550))[Fr-1(N)). (3.8)

Hence we can rewrite x(N) as follows

() = %E(logzw(e)m(zv))—%angzN(&)lfk_l(N))
1 1
. EE(sogzN( E)NF(N)) = Bog Zn ()| Fies(N) 59)

——E(log ZN(Hk(C 5;0))|Fu(N)) + %E(log ZN(gk(EaSQ 0))[Fr-1(N))
= —E(fk(fa )Fk(N)) + E(fi(é,1)| Fia(N))
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which, togehter with the basic inequality (a 4 5)% < 22¢71(a?? 4 %) for a > 0,b > 0 and the
Jensen inequality B((Fu(€, )2 IF(N)) > (| (&, DIIF(N))]P, imply tha

EYP(N) < 29 E(E(|fu(& DIIFN)I + [EQFil€, DI Famr (N))])
< 2V E(E(fil€, 1P| F(N) + E(ful6, 12| Fea (V) (3.10)
< 24E(fi(¢,1))%.

On the other hand, we note that

L hien <o (3.11)
and fi(¢, 0) = 0. One thus obtain that
fk(‘f: 1), < fk(€7 1) = fk(£70)f' (312)

We can use the following formula

fE)y = Zst(f,S)fixp(—ﬂHk(f,&1))
’ ZN(Hk(f,S§1)) o
_ #izs P Ljzk EeSk€y S exp(—=BH(€, S; 1)) (3.13)
N ZN(ﬁfk(ﬁ,S;l))

= ——E1 (D22 EESkE'S;

B j#k

where we use F, to represent the expectation with respect to the random probability measure

exp(=BHx(¢, 5;1))
Pe(5) = Zn (L€, 5.1) (3.14)

on {—1,1}" and

R0y = Zsi&S)exp(-pHLE, 5:0)
U In(ES0)
222 St Siexp(—AHK(E 530))

_ _}_ b j#k (315)
11\’ Zn(Hi(¢, 5;0))
= “-Ee(zszfskf”s)
Bk 3#k

where Ej represents the expectation with respect to the random probability measure

_ exp(—BHM(E, 5;0))
o) == e, 5i0))

(3.16)

Next we are going to estimate two terms fi(¢,1) and fi(€,0)" above. Because of the sym-
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metry of the H and of its E-expectation with respect to the indexes, we see that

E(fi(6,1)) = E((E1)_ TuSkS)™)

1£k
< E(E( Y. TSy TeipSing)
11,---,12[1#]6
1
- NE(EI( 3 3" Taty -+ Thipy St -+ Shay)) (3.17)
Iy l2q—2#k lag—1,l24
= E(EI( Z HTH2T1€11 e Tklzq-zsfl o Slz:;-z))

Ly enlzq2#k
< - < BT

where ||T'|| is the largest eigenvalue of the mtrix T'. ;From Lemma 4.2[17], we have that
E||T|* < Cy (3.18)

where C; is a constant independent of N. Furthermore, we have a similar estimate for

fi(€,0Y
E(fu(€,0))% < g Eo Z S S, 626 Sh)

qu 12q¢k.u1 “i2g
il Z 1+ E(E()( Z Z Sh‘f Slzf!il
#1, “H2g ylag M1y (319)
ot Slzq—lglgq_l‘sbq‘slzq))
< Csa® + C4E||T)|7
< G

where Cy,C3 and Cy are all constants independent of N. So we have finally proven the
Lemma.

Now we are able to prove Theorem 1.

Proof of Theorem 1 To prove the theorem, according the definition of almost surely
convergence and equation (3.3), we only need to consider that

1 N
P(SquISN W|Z¢k(N)| >e€) < Yok <N P( ‘Z@bk )| =€)
k=1

(V) (3.20)
< Th<n (Ek_iN: .
iFrom the Burkholder inequality[5], we know that
N
E(Til ve(N)* < b B(Y - $(N)?)?
k=1
N N
< BEQY $(N))(31) (3.21)
k=1 k=1
N
< b3 Eepi(N))N
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where b, = 18(4)*2(3'/2) is a constant independent of N. From Lemma 1 and the inequality
above, we yield that

5 E(Zil, ¥x(N))*
kigN A V4
< b Then C1+ Gy (3.22)

€1N?
-—.-—-) 0

P(SukaSN %| Eg:l Pr(N)| =€)

IA

as k; goes to infinity.

Proof of Theorem 2 We omit the proof of it here since it is similar to that of Theorem 1.

4  Models and Results for the Hopfield type model
and the Little model

Suppose that {¢¥,p = 1,---,p,i = 1,---, N} are random variables and {&/',p = 1,---,p}
are independent for different ¢, where p is fixed and finite. In the terminology of neural
netwrok {£¥,2 = 1,---, N} is called the p-th pattern, embedded in the neural network in
terms of the Hebb law as in section 2, i.e.

1 P
Tiyorip = Nr-1 ;::1 A4l (4.1)
and to be retrieved, where ¢y, -+ ,4, = 1,--+, N, r is a fixed number. For each S € {—1,1}¥,
we associate a Hamiltonian
Hy(¢,S) = — E Lot sty ¥ & I,
iy ipertir L (1.2)
= Z WZ&; f;"'fﬁSilSﬁ”'Sir
tFipFE e Fir p=1
to it. So Tj,..i,,%1,- -+, = 1,---, N are r-order interaction among neurons. Let Zy(¢) be
the partition function defined by
Zn(€) = Y exp[-BHN(( )] (4.3)
Se{-1,1}¥
and fn(€) be the free energy, i.e.
1
n(€) = —log Zn(¢)
oy (4.4)
= —Wlog > exp[-BHN(E,S)].
ﬁ Se{-1,1}¥

Now we state one of our main results of the present section
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Theorem 3 i)If E|£/'|* < M < co,Vi, 1, we have
Jim [f(6) - Efw(©) =0, ac
WIfE|IEH* <M< oo, i=1,---,N, p=1,---,p and q an integer, we have

b, 22 p* M”

E|fn(§) - Efn (" < T

where b, = 18(2¢)%/%(2¢g — 1)'/2.

As a simple Corollary, we obtain the self-average property for the Hopfield model with
higher order weighted patterns.

Corollary 2 If & = (a,) 0" = +1 or, =1 i=1,---,N,pu = 1,---,p and i.i.d.,where
au, it =1,--+,p are positive constants, we have

Jim |fn(€) — Efn(€)] =0, ac.

and
bq22"p2q M

Blfn(€) - Efn(©)f < =

where b, = 18(2¢)3/*(2¢ — 1)'/2.
Next, we consider the SLLN for the Little Network, in this case the Hamiltonian is[2]

N N
Hn(¢,5) = —= ) log[cosh 8 ;(Tz'jsj)] (4.5)

2
ﬂ i=1
for § = (51,--+,Sn) and T;; defined as before, i.e.

7. ] wELEE, it
L 0, if 1 =j.

Remark 1. In fact, we can obtain the same conclusion for high order Little network, we
consider 2-order case here only for the simplicity of notation.

The partition function and free energy are defined respectively by

Zn(€) = Y, exp(—=BHN(S))

Se{-1,1}¥

N N
s }: exp{Zlog[cosh(ﬁZ T8}

Se{-1,1}V =1 =1
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and
Fn(©) = ~grloeZn(o
. N N (4.7)
= —gyloe 2. exp{} logleosh(8) Ti;S;)]}.
g Se{o1py =1 i=1

As in the case of Hopfield model, we have the following self-average property in the a.s.
sense for the free energy in the Little network.

Theorem 4 i)If E|¢|* < M < 00,Vi,p, we have
J\}l_fgo [Fn(€) — EFn(€)] =0, L

WIf B2 <M <oo,i=1,--,N,u=1,---,p and q an integer, we have

bq24qp2qM2

BITw() - ETn(@) < 222

where b, = 18(2¢)*?(2¢q — 1)/2.

5 Proof of the Theorem 3 and Theorem 4

The main tool we emploit here to prove the Theorems is similar to that in section 3. So we
only sketch the proof here. Rewrite fn(€) — Efn(€) in the sum of a sequence of martingale
difference.

Efn(€) — fn(€) = Efn(€) — E(fn(E)|F1) + E(fn(E|F1)+
o+ E(fn(Fn-1) — falé)

N (5.1)
= Y [E(IN(E)|Fr-1) — E(fn(6)|Fi)]
k=1
where , (.9)
fork=1,---,N.
Let us consider each term of the equation (5.1)
E ({N(qlﬂ_l) — E(fn(6)|F) ,
= y[—gff(log ZN(E)|Fk-1) + B'E(log Zn(&)|Fx)] (5.3)
= y¥s(N)

where Y (N) = 1/BE(log Zn(é)|Fr) — 1/BE(log Zn(€)|Fr-1)-
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Hence we have that N
Eiw(®) ~ In(6) = 1 3 he(N) (5.4)
k=1

and note that only for fized N, the sequence {¢x(N),Fr,k = 1,--+, N} is a sequence of
martingale difference due to the fact that

1 1
EGuN)IFir) = ZE(E(os Zu(@\F)IFuct) - GEQO8 Zu(OIFi) (50
= [
Lemma 2 If F|¢¢|? < M < c0,Vi, 1, we have that
Eh/)qu < ququa k= 1;"':N-
Proof Define the Hamiltonian
1 P
H](\]’E)(gas)=“Nr_1 Z: zg Z iSilsiz"'Sir (56)
g

fork=1,---, N. Note that H](\f) is obtained by cancelling all terms ralated to &, p = 1,---,p
in Hy(¢,9), i.e
Hy(¢,8) = HY(¢,5) + R (6, 9) (5.7)

for

)(6 S E Z£k€22 z'u,SkSiz "'Sir-

2# Fir p=1
irEk

110 Zs CXP( 5HN(€ 5))
p xp(—BHN (€, S))’
then we have the following expression for ¢k( ) k=1,---,N

Let

FOE) = -

Pe(N) = %E(logzw(f)m)—-;-E(logzw(e)m-l)
= —};E(log G %E(log Zv(E)|Fen)

—-;—E logZexp(—ﬁH(k)(ffa S))|F]

o E[logZeXp( BH) (¢, 8))| Fi-1] (5.9)

g
Zsexp(-ﬁﬂN(ﬁaS))
= —Elo o
B [gESeXp(—ﬁH](\f)(ﬁ,S))| ]
1 Y.sexp(—BHN(,S))
E[log (k)
Y.sexp(—BHN'(£,9))

5 | Fr-1]

= ; (f“(s)m)—%E( SO Fiur)
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where in the second equality, we use the independent of {¢é,,u = 1,---,p} for different k.
Therefore, after processing the same as in inequality (3.10), we have that

Elgp(N)|* < 20E|fB(¢)]° (5.10)

On the other hand, we note that

(k) _ il rsexp(—FHn(E, S))
POl = gl oo opn e, 5) :
_ L1y Ssexp(=BHN(E 5)) - exp(=f PRV 5)),
g s exp(~BHP(E, 5))
Ssexp(~BHP(E, 5)). exp[]\fl S Sletlehl -l ()
< Lllog L |
ﬁl ZSGXP( ()(f S5))
S A AR Al
12# Fir p=1

ir#Ek

Hence we derive that

Elpe(N)|T < 29(

WL B S el

iz#---an‘r
irFEk
1
< 29 p (N EIG1T1E17 - - 165 1°
NT 1 #Z_.:]_ lgztr ¢ (5'12)
ig, e ir#k
= Y ¥
N i@ 12# #;rk
< 2pIMT.

Now we are ready to prove Theorem 3.

Proof of Theorem 3
i). We omit it here since it is the same as in the proof of Theorem 1.

ii). From equation (5.4), we see that

N
E(Efw(6) ~ fw(€)* = B2 n(N))™
k=1

After repeating the similar procedure of the proof of i) and by using of Burkholder’s inequality
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again, we have

E(Efn(€) — fn(€)) < N29 Zlﬁk N)?)Ne-1

b 22qp2q M'r
= N1

(5.13)

where b, is the constant in the Burkhold’s inequality.

Proof of Corollary 1 We only need to check that the conditions in Theorem 1 is fulfilled.
In fact, it is straightforward.

Proof of Theorem 4 After taking similar procedure as the the proof of Theorem 1, we
arrive at that

_ - 1Ko
ETn(€) ~ () = & 3 BelN) (514)
k=1
where i .
P(N) = —E(logZN( )|.7-'k)— —E(log Zn(8)|Fr-1)
g A ) (5.15)
" B—E( ()|}'k)--BE(f (&)|Fr-1)
o r =X, log(cosh(8 T, T55))
—(k) 1 Se{1,-1}¥ €XP|2_;—, l0g(CcOos j=1 +450]
] . 5.16
) =B e b (o (B TS| )
Therefore, again after processing the same as in the inequality (3.10) we have that
E[g(N)” < 2E[F9 (¢ (5.17)
and N
- 1
79 = —Zlog{ X exp[Xlog(cosh(8 Y T:;5;))
B 7 ety ik j=1
-expllog(cosh(8 Y Tk;S;))]} (5.18)
J#k
1
+Eiog{ >, exp[}_log(cosh(8)_T;;S;))]}
Se{l,-1}¥V itk i#k
Furthermore, by noting that
N q.q. N 7 ¢
log cosh(B Zﬁﬂ Ti55:) = log P A Ljm TS, )2+ PP Yjet T4i5)
< log PP Ln 18) L oW i TS) | gy
(5.19)

and

exp(—B L2k T3 S;) + exp(B Y ;21 TisS;)
2

N
log cosh(8 ) T:;S;) > log

=1

— (BITl),  (5-20)
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we obtain
FOO < Glogl ¥ exn(} log(cosh(s X 7155
SE{].,—]-}N 1#£k I#k
-exp[ZﬁlTikHeXP[Zﬂ|Tkj|]}
{ i#k itk
_Elog{ > exp[d_log(cosh(8 > T;;5;))]} (5.21)
< Y | Tug| + D Tkl
iZk iZk
<

2
7L T leler
i ow
Hence we obtain Theorem 4 after treating similarly as in the proof of Theorem 3.
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