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Adiabatic charge transport and topological invariants
for electrons in a quasi-periodic potential and a magnetic field

H. KUNZ
Institut de Physique Théorique
Ecole Polytechnique Fédérale de Lausanne - PHB - Ecublens
CH-1015 Lausanne, Switzerland

(15. X. 1992)

Abstract

An analysis is made of charge transport induced by adiabatic variations of the
phases appearing in a quasi-periodic potential acting on non-interacting
electrons. It is proved that this charge transport is quantised, when the chemical
potential lies in a gap. The corresponding integers are topological invariants (first
or higher Chern numbers), which label the gaps. Similar results are obtained for
the Hall conductivity and charge transport of electrons in a periodic potential,
under the influence of an irrational magnetic field.

Work supported by the Fonds National Suisse de la Recherche Scientifique.
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1. INTRODUCTION

Unexpected topological aspects of quantum theory have been discovered
in recent years.

On one hand, Berry [1] showed that the wave function of a quantum sys-
tem, acquires an additional geometric phase, when an adiabatic loop is made in
the parameter space, if the corresponding eigenvalue is separated by a gap from
the rest of the spectrum, during the adiabatic process. The topological meaning of
this phase was clarified by Simon [2].

On the other hand, Thouless et al [3] (TKNNN) considering a system of
non-interacting electrons in a periodic potential and a rational magnetic field,
proved that the Hall conductivity is quantised, when theelectronic chemical po-
tential is in a gap. Avron et al [4] soon proved that the TKNN integers associated
to the Hall conductivity had a topological interpretation. In fact, the topological
aspect of such type of problems was discovered a bit earlier by Dubrovin and
Novikov [5] and Novikov [6] who were discussing mostly the case of a periodic
magnetic field.

The fact that such different looking problems are intimately related, was
clearly demonstrated by Thouless [7]. He considered a one-dimensional electronic
system acted on by a periodic potential, which varies adiabatically and
periodically in time and discovered that the charge transport induced by such a
varying potential is quantized, when the chemical potential of the electrons lies
in a gap.

Later on, Niu and Thouless [8] and Avron and Seiler [9] looked at the in-
teger quantum Hall effect, in the case of many-body interactions, using such an
approach. More recently, Niu [23] proposed a way to realise experimentally the
phenomenon of quantised adiabatic particle transport, induced by a slow and
cyclic potential variation.

In this paper, we will also consider the problem of adiabatic charge trans-
port, but for independent electrons under the influence of a quasi-periodic poten-
tial in one, two and three dimensions. We will prove that whereas charge trans-
port is strictly quantised in one dimension, it is only given by a linear combina-
tion of integers in two or three dimensions. These integers are topological invari-
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ants. They correspond to first Chern numbers in one dimension and two and
third Chern numbers in two and three dimensions respectively. Moreover, these
integers label the gaps, in the sense that a linear combination of them gives the
electronic density (integrated density of states), in the gap considered. Such a
decomposition of the integrated density of states, when the chemical potential
lies in a gap, has been called a gap-labelling theorem. It has already been proved
in the one-dimensional case by Johnson and Moser [10] and in the multidimen-
sional one by Bellissard, Lima and Testard [11].

In contrast to these proofs, a notable feature of ours is that it allows an
identification of each integer appearing in the decomposition of the density of
states.

We then consider the case of independent electrons, in a periodic poten-
tial and a constant magnetic field, whose flux through the unit cell is irrational in
appropriate units. (The case of a rational flux was already considered by TKNN).
This problem in two dimensions has many features in common with the one-
dimensional problem of electrons in a quasi-periodic potential with two incom-
mensurable frequencies. We prove that the quantum Hall conductivity and
charge transport induced by an adiabatic variation of a phase in the potential are
quantised. The corresponding integers are first Chern numbers of a certain vector
bundle. The integrated density of states in the considered gap, is given by a linear
combination of these two integers.

This last result was already proved by Avron, Dana and Zak [12], although
no physical interpretation of one of the integers appearing in the decomposition
was given.

The paper is organized as follows :

In § 2, we derive an adiabatic theorem for the density matrix, valid to sec-
ond order in the adiabatic parameter, in a form suitable for our subsequent analy-

sis.

In § 3, we apply this theorem, to get general formulas for the charge trans-
port and the conductivity tensor, in a class of models of non-interacting electrons.

In § 4-7, we discuss quasi-periodic potentials.
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We prove that certain quantities are topological invariants, in fact, Chern
numbers of certain vector bundles. The basic strategy of the proof is to approxi-
mate the potential by a periodic one, of very large periods. For periodic hamilto-
nians, however, the corresponding quantities can be shown to Chern numbers of
a suitable vector bundles. We may note that we have therefore constructed ex-
amples of topological invariants associated to an infinite dimensional geometry.
In this sense, there should exist a connection between our work and the C'-alge—
bra approach used in [11], related to the non commutative geometry of A.
Connes.

Finally, the relationship between the topological invariants introduced
and the charge transport, or the density of states is established by purely algebraic
means.

In § 8, we consider the case of electrons in a magnetic field and a periodic
potential. Putting the problem in a form which closely resembles the quasi-peri-
odical problem in one dimension, we prove the quantisation of the Hall conduc-
tivity and charge transport and establish the relationship between these
quantities and the electronic density.

2, Adiabatic evolution of the density matrix

Consider a quantum system, whose dynamics is governed by a time de-

pendent hamiltonian H(%) during the time interval [0, T]. When the time scale

T is large, the hamiltonian changes slowly with time. In this adiabatic limit, we
will be interested by the evolution of the state of the system, described by its

density matrix p(t), when the family of hamiltonians H(%) possess a common

spectral gap. Initially, the system is in a state p(0), given by a spectral projector
associated to this gap.

Such problems have a long history briefly summarized by Avron, Seiler,
Yaffe [13]. These authors have obtained an asymptotic expansion of the density
matrix, valid to arbitrary order in T', if the hamiltonian H(t) is smooth enough
in t. The presence of oscillating phase factors in their expansion prevents howev-
er its use in the case we are interested in. We will therefore derive another ex-
pansion valid to order T2,

We will make the following assumptions on the hamiltonian :
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1) {H(s)}, s € I=[0, 1] is a family of self-adjoint operators on a Hilbert space
H, with a common dense domain D. H(s) is uniformly bounded from
below,ie. H(s)2c1,Vse L

2) For each ye D, H(s)y is strongly C3onlL

3) There exist a bounded real open set A, belonging to the resolvent set of
H(s), forall se I

Under such circumstances, a classical theorem [14] shows that there exist a
unique unitary operator t(t) mapping D into D, strongly continuous on D, and
such that the following equation holds on D :

v () = H(:It:) @ 21
70) =1

To any number u € A, we can associate the spectral projector

P(s) = Eyy) (oo, 1) 22

This projector is three times norm differentiable on I. One can see this by using
the representation :

P(s) = % Gz(s) 2.3
where
Gz(s) = (z-H(s))1 24

and T is a s-independent circle in the complex plane, oriented counterclockwise
and encircling the segment [c, ] on the real axis.

Consider the unormalised density matrix

p(t) = () P(O) t+ (1) 2.5
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It is a bounded self-adjoint operator, mapping # into D, continuously differen-
tiable on D and satisfies on D, Von-Neumann's equation :

ifip' (1) = [H(%] p(D)] 2.6

Furthermore, this is the unique solution of 2.6. with these properties.

Let us call

V(s) = 1(Ts) sel 2.7
If we define

B(s) = P(0) - V*(s) P(s) V(s) 2.8

then we see that we can write

p(Ts) = P(s) + V(s) B(s) V+(s) 2.9

Furthermore, using the differential equation

ihvV'(s) = T H(s) V(s) 2.10

we see thaton D :

B =~ V[LP]V - V*P'V = -V+P'V 2.11

i

Let us now define a bounded operator A, (s) € C2(, by

dz

A = 55 G,(9) Ggs) 2.12
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Using the relationship

G; =G, H' G,
and
dz 2
i Gz =0

we see that on D we have

P'(s) = [G(s), A1(s)]

and therefore on D :

Bl

]

or

Bl

which shows that B' is of order T-1. We now repeat the process.

Since we also have, from 2.14

1 dz
A1=3 27
then
) 1 dz
A =3 f) 2mi

D v A vy -

.
VHIH, AV = T (V¥ ALV + VAL V)

ih *
T (Vv A, V)

[G, .Gl

[G,, Gl

Kunz H.P.A.

213

2.14

215

2.16

217

2.18
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Therefore, if we define the bounded operator A3 (s) e CI(I) by

1 dz "
Axs) = - 3 3 Gus) G,(s) Gz (s) 2.19
we see thaton D :
A, (5) = [H(s), A2(s)] 2.20

from which follows that

ih ik ih ,
B=m (VFAIV) + [%} (V+ A V)' — [’Tl:]z (V+ A, V) 221

Integrating this equation, it follows from the definition 2.9, that

ih
p(Ts) = P(s) + o [A1(S) - V() A1 (0) V*(9)]

ih P
+ || [Aax(s) -V(s) Az (0) V¥(s)]

(b
= = [j ds' V(s) (V+ A, V) (s) V+(s) 2.22

an equation which holds on the full Hilbert space #, all operators being bounded
and D being dense in #{

We now see that in order to have an expansion in T-1, we need some
condition on A1(0). We choose H'(0) = 0 which gives A1(0) = 0. We have there-
fore proven an adiabatic theorem.
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Theorem 1
If the time dependent hamiltonian H(t) satisfies conditions 1), 2), 3) and H'(o) = o,
then the density matrix p(t) is given by :

p(Ts) = P(s) + [%J A1(s) + {%}Az, T(s) 223
where

A = O % GLS) G 224
and

sup NAsT(s) I < oo
T;s €l 2T

where

A2 T (s) = Aa(s) - V(s) Ax(0) V*(s)

| ds' V) V) A, (5) V(s') V*(s)

and

e

dz "
Axs) = - o Gzls) G,(s) Gz (s)

3. Adiabatic charge transport

We would like now to apply the adiabatic theorem we have established,
to the average value, in the statistical mechanical sense of some observable B,

which could itself be slowly time dependent, i.e. a function of the rescaled time %

If the system was confined to a box of volume V, this would be given by :
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<B>(®) = ytr BG) p® 3.1

We will in fact be interested by the infinite volume limit for which we
can expect that for suitable operators A

M(A) = lim  +ir A 3.2

Voo

makes sense. Such a mean should have all the properties of a trace and in partic-
ular the cyclicity :

M(AB) = M(BA) 3.3.

For the sake of clarity, we will first give a formal derivation of the corresponding
adiabatic theorem, we are interested in, by assuming simply that the property 3.3
holds for some "good" operators, and then give a precise theorem for a certain
class of hamiltonians and operators.

We want to compute
T 1
lim -[ dt {<B>(t) —<B>(0)} = lim T J; ds {M(B(s) p(Ts)) — M(B(0)P(0))}

Tsoe 0 Py 6

If we assume that

1
M(B(0)) = IO M(B(s) P(s)) ds

then the adiabatic theorem 1 gives

T

1
lim J; dt {<B>(t) - <B>(0)} =ih J; ds {(M(B(s) A1(s))

T - o0
Now A1 has the following property :

A1=A1P+PA; 3.4
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In order to see this, let I'" be a circle in the complex plane encircling the circle I, in
the resolvent set of H(s).

Then
dz G; e '
Gz P= 0O~ ifzel 3.5
and
dZ' Gz' .
(1-P) Gz = %E i if ze T 3.6
F'
Therefore
]
dz' ' dz dz' Gz
AP = J;m (Gz2) Gz P = Qo %m 2=z | Cz
r r
dz _.
=P O,= G, G = (1P A

Hence, we can write, using 3.3 and 3.4

M (B(s) A1 (s)) = M(PBA1P) + M (PA1 BP) =

dz

= M(@PB G,GP) -M(PG; G, BP)
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dz ' t
=M®q Q5 (GBG, -G, BG)p P)

Let us define

B (s) = & Gz(s) B(s) Ggzs) 3.7

IR dz’ dz p ' ,
PP'B = %m omi Z-z [G2 H Gz;BG;- Gz H Gz BGg]
rl
dz
=-P j)ﬁ Gz BGzP
Similarly
A dz ¥
BPP= -PQy-GBG,P
therefore
A
M (B(s) A1(s)) = M([P, B]P) 3.8

and we have the following

Quasi-theorem
IfH'() =0

and M(B (s) P(s)) = MI(B(0) P(0))
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then

lim dt{M(B(%) p(t)) - M (B(©) p(O))}= ih | dsM((P'®), B PE) 39

T— o

A dz
where B(s) = ~— Gz(s) B(s) Gz(s)

In what follows, the operators and in particular the hamiltonian will de-
pend on parameters ¢ which span an m-dimensional torus Tp,, given by the
product of m circles, identified in the usual way with the segment [0, 1]. The
Hilbert space will be #{= L2 ( Rd, dx).

In order to give a precise meaning to the quasi-theorem, it is useful to in-
troduce the following definitions :

An operator By will be called ergodic if :

1) Its domain is independent of ¢ and left invariant by the unitary transla-
= -
tion operator U, =e'? - P 3.10a
2) Ua By U}' = By (3.10b)

and @(a) defines an ergodic flow on the torus Tp,. The ¢(a) we will consid-
er are of the form

(3.11)

I
ek
:

=

gj(@) = ¢ +hi, Qjh an j

the matrix Q being such that QTn = 0 impliesn=0if ne Z™.

Note that the product of two ergodic operators is ergodic. We will assume
that the hamiltonians Hg(t) are ergodic. From this follows that the density matrix
po(t) is also ergodic. Another example of an ergodic operator is the momentum
f}. An operator By, will be called averageableBe M if:
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1) By is ergodic
2) By is bounded and has a kernel By (r, ') continuous in (r, r') on Rd x rd

3) 7 1Bp0,01 < o

For such operators, we can define an average

M(B) = jd(p B (0,0) = J-d(p By (r, 1) 3.12
Tm T

The kernel of such ergodic operators satisfies
Bo) (@, 1) = By (r+a,r' +a) 313

And therefore, the usual ergodic theorem allows us to conclude that for
such operators :

lim

1
ATRe TA] Jdr Bp (1) = M(B) 3.14

for almost all ¢, A is an increasing sequence of parallepipeds covering RS,

It is useful to find criteria for an operator to be averageable. With this purpose in
mind, we introduce the following class Cof operators: Bge C if

1) By is ergodic

2) By is bounded and possesses a measurable kernel By (r, r') such that
su 1
IBl = (p;I:UiB(p-(r,r')lzdr'Jz < oo 3.15
lim
3) ress IBpl r,s = 0
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1
where |Byl 1,5 = U |Bg (r, t) - Bp(s, t)lzdt)2 3.16

These operators are essentially operators of Carleman type, except for the sup-
plementary continuity property 3). We recall [15], that an operator T is Carleman
if Vfe D(T), 3 k(r) such that

I(TH ()| < 1 k() ae.

This is equivalent [15] to the fact that T possesses a measurable kernel T(r, 1) such

that
1
ITI (r) = U | T(r, ') |2}2 3.17

Moreover, if B is bounded, TB is Carleman and

ITBI(r) < IBlx ITI() 3.18

Let us call B, the class of ergodic, bounded operators, By such that
B =S$P B Il < .
then we have

Proposition 1
If Ae C, Be B,then ABe C

It is clear that properties 1) and 2) are satisfied for A B, since
[ABI < 1Al IBI 3.19

On the other hand

IABI 2 = ¢ i o IJ [AG, B -AGs, 0] BE)® dtl

hence IABI, < IAl ¢ IBI 3.20
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The following property shows the usefulness of the introduction of the class Cof
operators.

Proposition 2
IfAe C, and Bte Cthen ABe Mand |IM(AB)| < |Al IB*|. The result follows

simply from the fact that B has also a measurable kernel and Schwartz inequality
which gives

|AB| < 1Al IB*I 3.21
and

I(AB) (r, s) - (AB) (', )| < IAl, . IB*] + 1Bl o IAl

Finally, we note that the operation M(B) has all the properties of a trace. Indeed :

1) M'(A) = M(AY) if A Ate M

2) M(AA*Y) 20 if Ae C

3) IM(AB) | < M2 (AAY) M'/2 (B*B) if (A,BYe C
4) M(AB) = M(BA) if (A,A,B,BYe C

The only non obvious result is 4).

We have

M(AB) = Jd(p J dr Ag (o) By (r,0)
Tm

but
Jdr |Ag(or)| IBg(r,0)l < |Al IB*I
hence by Fubini
M(AB) = Jdr Jd(p Ag (o) By (r,0) = Jdr Jdcp Agp(r,0) By(o,1)

from the ergodicity of A and B. Since
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Jdr lAg(r,0)| IBglo,r)| < IA*] IBI

we can apply Fubini's theorem again to conclude.

We can now give the precise conditions under which equation 3.9 of the quasi-
theorem holds.

Theorem 2

Suppose that the time dependent hamiltonian Hy (t) is ergodic and satisfies the

conditions

1)

2)

3)

4)

5)

6)

{Hop(t)} te I =[0, 1], ¢ € Ty is a family of self-adjoint operators with a
common dense domain D. Hg (t) is uniformly bounded from below on I x
Tm.

dk
For each y € D, dik Hg (t) v is strongly continuous on I x T, for each

k=0,1,23.

There exist a bounded real open set A, belonging to the resolvent set of
Hg(t), for all (t, ) € Ix Tp.

The resolvent Gz ¢ (t) of He(t) is such that Gj ¢ () € C and
sup 1Gj ¢ ()] <oo.
ot

H,, () Gi, ¢ (t) maps D into D.
Let Byp(t) be an ergodic closed operator, with a domain containing

D, V (t, 9) € I x Ty, such that Bg (t) v is continuous on I x Tr, for each
y € D. Assume furthermore that

Bo(t) Gi;zq) (Ve C and fpt{ltn | By(t) Gi;Zq; ) | <oo.

1
Then, if H‘;’ (0) = 0 and M(B(0) P(0)) = JO ds M(B(s) P(s)) 3.22
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in the adiabatic limit

" i 1
A
lim —[Odt (M(B () p(®) - M(B (0) p(0)} = if IOdsM([P'(s),B(s)] P(s)) 3.23

T—o oo
where Py (s) =E H(p(s) (oo, ) with u e A 3.24
A dz

and B (S) = R Gz, (P(S) B(p (S) Gz’ (p(S) 3:25

Proof
In the sequel we will use repeatedly the following property, which is a simple
consequence of the closed graph and uniform boundedness theorems.

Proposition 4

Let Cz,¢(t) be a bounded operator strongly continuous in (t, @, z) on I x Ty x T, of
range contained in D. If A, 4(t) is a closed operator of domain containing D and
strongly continuous in (t, @, z), on D, then

sup Il Az,p(t) Czpt) | < oo,
(tez) €elxTyxT i -

Consider now the first term in the adiabatic expansion : B(s) P(s). We can write
B(s) P(s) = B(s)G2(s) (i-H(s))? P(s).

From proposition 4, Sup, | (i-Hg(s)? Py (5) Il < oo,

It follows therefore from assumption 6) on B and proposition 1, that B(s) P(s) € C
and

su oo

& g) I Bg(s) Pgls) 1 < 3.26

Now, the second resolvent equation and proposition 1 shows that properties 4)

and 5) of Gij,e(s) are valid for Gz, if ze I'. Therefore, Pe(s) € C and

(Ssl}g) IPg(s) | < eo. SinceP?(s) = P(s) = P*(s) we conclude from proposition 2 that M

(B(s) P(s)) is well defined.
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Let us now look at the second term in the adiabatic expansion : B(s) Ai(s). We
have seen that in fact A1 = A1 P + PA1. On the other hand, we have

(BAp) (s) = ‘jgm (BG2) (s) (H' Gp(s)

The second resolvent equation, combined with assumption 6) on B shows that

sup  IBg(s) G,5 ()] <o 3.27
(9; z; s) ’

Using assumption 2) on the hamiltonian, we can conclude from proposition 4
that

sup  THES) Grgls) Il <o 3.28
5;0.2
32k20

Proposition 1 allows us to deduce from these properties that

sup |Bg(s) A1,¢(s)] < oo
(@is)

and therefore M(BA1 P) is well defined, from proposition 2. Since (BAi P)*e C,
we see by writing BA1 P = (BA; P) P that M(BA; P) = M(PBA; P), by proposition
3. The result 3.28 shows that Aj ¢(s) given by

dz

Algls) = - O

Gz,(p(S) G (S) e C

and sup) | A1,p(s) | < . Using the fact that BP € Cand 3.26, we conclude that
(@;s

M(BPA1) is well defined. Writing BPA1 = (BP) (PA1), and using the fact that
(BP)* = P (BP)* and A7 = - Aj, we can apply proposition 3 to write

M(BPA1) = M(PA1BP). We have therefore proved the formally established result

M (BA1) = M(PA1BP) + M(PBA1 P)
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The remaining steps leading to the final formula 3.23, for this expression, can be

justified in a similar way by noting that sup IIBy(s) Gz g(s) I < e as a conse-
(s;9;2)

quence of proposition 4.

It remains to prove that all terms of order T-2 can be neglected in the adia-
batic limit.

o s) - (z-Hs) (s s) 1 3.29
Lt ze;T j ¢;T GZ;‘P(S)
where 14 (s,s") = V(p,T (s) Vq;;.T (s) 3.30
we will prove that sup e, oT (s8N <o 3.31
zel”
@€ Tm

0<s'<s<1;T>0

and that az’(p'T(s,s') maps D into D.

We will also prove that the operator

Bz,0,1(s,5) = (z-Hg(s)) 0z,9,1(5,5") Gz,px5") = (z-He(s))? 19, 1(5,5") Gzz;(p (s 3.32

is bounded and satisfies

sup 1Bz, 1(s,8) Il <0 3.33
zel
¢e Tm

0<s'<s<1;T>0

On the other hand, let  Kz,g(s) = (z-Hy(s) G, (5)

Kz,g(s) = 2(H Gz)g (5) + H (5) Gz (s) 3.34
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It follows from 3.28 that

(25’1;)1” {IKzp(s) I, 1K'z,p(s) I} <eo 3.35

Since we can write

B(s) Ag(s) = —3 P5— ((B G2) (9) Ko(9)} {GL(6))*

2m
we see that M(B(s) Ax(s)) is well defined

and lim 7| ds M(B(s) Ag(s)) =

T—> o
Writing
+ -1 dz 2 +
B(s) V(s) Az(s) V7(s) = 7 }ﬁ {(BG;)(s) Bz(s, 0) Kz(0) } {Gzx(s) 0z* (s, 0) }

it follows from 3.31, 3.33, 3.35, by proposition 1 and 2 that M(B(s) V(s) Ax(s) V*(s))

is well defined and lim 1| ds M(B(s) Vr(s) A2(0) Vi (s) =
T— oo

Finally, a simple computation shows that

B(s) (s, s)Az(s)'c+(s s) =—5 f— Az (s, s)

where
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Az (s, 8) = ((BG2)(s) Bals, s) [(H Go) Kz + K, + (z-H) H' G2] ()

x { Gor(s) ag(s, sH)F

+ {(BG%)(S) Bz(s, s") Kz(s)} { Gz+(s) az#(s, s") H' (s) Gz#(s)}*

From hypothesis 5) of the theorem and proposition 4, follows that

W H 2

This result, combined with 3.31, 3.33, 3.35 again, proves that
M(B(s) 1(s, 5') A, (s)) *(s, 57)

T— oo

is well defined and lim %({r dsj ds' M(B(s) t(s, s') A2 (s) T% (s,sD) = 0.

To summarize, we have proven that

T oo

lim 7| ds M(B(s) Ag7(s)) = 0

and therefore theorem 2.

It remains to prove however the announced properties of o (s, s') and Bz (s, s').

First of all, note that by proposition 4, for any T : (ZS}:PF_’S) (o, ¢ (s, 8 I < oo,

On the other hand, the evolution equation for V(s) shows that a(s, s') satisfies
the integral equation

og(s, s') = (s, s) + I dt ayls, t) Rylt, s’ (3.37)

S

where R; (t,s) =-H'(t) G, (1) t(t, s (3.38)



286 Kunz H.P.A.

We have r = sup IRz, g5, s) Il < o0
;)

0<s'<s<1
T

Therefore, the operator given by the convergent series

oz (s,s) = 1(s,s) + Z dty ... dtn (s, tn) Rz(tn, tn-1) ...- R(t, s")

n=1
S'StIS...StnSS 3:39
is the unique solution of 3.37, such that 0< ::P; <1 Il (az (s, 8") I < oo, It coincides
therefore with the operator defined by 3.29.
3.39 shows that loa(s,s) Il <exp r 3.40

Since (s, s") and Rz (t, s) maps D into D, the series 3.28 shows that a(s, s') maps
D into D. We have proved therefore the stated properties of a. We can prove
similarly that B(s, s') obeys the equation

Bz, ¢ (5, 8) = 0z, ¢(s, s) + f Bz, ¢ (s, 1) Qz, ¢ (t,s) dt 3.41

where
Qz, ¢ (t, 8) = — (z-Hg(1) H‘;,(t) Gg () 0z, ¢lt, s 3.42

The result 3.36 and 3.40 allows to prove that

sup 1Qz, ¢t s) Il =q<es,
(z;P)

0<s'st=1
T

and proceeding as for o to conclude that

sup I ﬁz,(p (S, S') I < expr+q
(z;)
0<s'<s<1
T
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This ends the proof of the theorem.

In the applications we will consider the following situation. Our system
will be made of independent electrons interacting with ions by means of quasi-
periodic potentials, depending on some phases ¢ and in the possible presence of a
magnetic field.

The electrons will be at zero temperature. The parameter y is their chemi-
cal potential, assumed to be in a gap of the one-electron hamiltonian Hy. Initially,
these electrons are in their ground state, described by the Fermi projector P(0) =
EH(O) (oo, ).

The first situation to be considered is that where only one of the phases, let us say
@j, changes by 1 in the adiabatic process :

9 (s) =@ (0) + wis) 3.43
with  y(0) =0 and w(0) =0 y() =1 and w(s)e C3 (D)
The other phases are supposed not to change.

We note that in such an adiabatic process, the system follows a loop in the
parameter space, so that interesting topological effects can be expected if we
choose for B an observable sensible to the phase of the wave functions. Such op-
erators exist; they are simply momentum or velocity operators associated to cur-
rents. We will look therefore at the adiabatic charge transport in the space direc-
tion o generated by this process. This is defined by the quantitiy

I
Qo) = lim e IO dt [M(vap(®)) - M(vep(O)] 3.44
T
where V = = (P-eA ) 3.45

is the velocity operator.
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To call such a quantity charge transport is justified by the fact that the
charge going througe a surface element do pointing in the direction k, at the
point r, during the time interval (t, t + dt) is given by

e(V.do p@®) (r,r) dt
so that Q(ja) measures the space average charge transported through such a sur-
face element during the adiabatic process. It has the dimension

charge/ (length)d-1,

If we now apply formula 3.23 of theorem 2, we get :

- Qo) = Qler)) =ihe M(P[Vg, Pj)) 3.46
where
Vu = % Gz Va GZ 3.47
dz dP
Pj = o G, aq,i Hp Gz = a—q;]— 3.48

In doing this, we made the change of variables ¢(s) to ¢ (of jacobian 1), ¢ being the
variables appearing in the mean. Because of this, condition 3.22 of theorem 2 is
automatically satisfied and there is no more any time dependence of the opera-
tors appearing in 3.46.

The second case we will consider is that of an electric field Ej applied in
the direction 1 on our system and adiabatically switched :

E® =78 @ (3.49)
with g0 =0 g(s) e C3M

Choosing to represent it by a gauge potential - a(%) in the direction 1, given by
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afs) = J:ds' g(s") 3.50

0

the average current generated in the direction k will be given by
Ok;1
K® = eM ((Vk te— o (%)) p(t)) 3.51

The time dependent hamiltonian in this case is of the form

H®) = %m ki' (v +e % a(t)? +V 3.52
=1

Introducing the unitary operator Sg() = €€t Xl we see that

*

H{) = S

and the same unitary equivalence holds for P(s), Gz(s).

5k,1 * . o o
Since M ((vk e T a(s)) P(s)) = M( Sa(s)vk P(0) P(0) Sa(s)), if vk satisfies the

conditions of the operator B of theorem 2, we can use the cyclicity of M
(proposition 3) to conclude that

1
J dsM [(vk +e Ol a(s)) P(s)) =M (vk P(0)) (3.54)

m
0

Therefore, if there is no current initially, theorem 2 tells us that :

lim fjk(t) dt = —ihe2 a(l) M(P [Vk, V1I]) 3.55

T— o
0

the time dependence of the right-hand side of the equation being eliminated by
the same argument that lead to 3.54.

Now note that we can write :
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i T
T jk(t) dt
jk(t) dt B 0"

E,(t) dt

ig

We are therefore naturally lead to interpret

ok =—ih M (P[Vk, Vi)
as the conductivity tensor, when the chemical potential p is in a gap.

It might look surprising at first sight that this expression does'nt contain a
correction non linear in the electric field, but with the form choosen for the elec-
tric field, it remains always infinitesimally small, during the adiabatic process.

In any case, this expression can be derived from a Kubo formula, which is
a perturbative computation of the conductivity (See [16], for a computation in the
case of a random hamiltonian, for which an average like M(.) can be defined).

The two quantities we have introduced, i.e. the adiabatic charge transport
and the conductivity tensor will be the only one for which the result of theorem
2 could be interpreted in physical terms. During the analysis of the adiabatic
charge transport for multi-dimensionnal quasi-periodic potentials, we have been
lead to introduce other quantities which appear to be topological invariants. The
relationship of these quantities to an adiabatic process remains mysterious, but
we suspect that they are related to higher order terms in the adiabatic expansion.

Finally, we can note that there is a mean like M(.) which appears in the
study of other ergodic hamiltonians, namely random hamiltonians and all the
analysis presented here can be extended to such systems (See [16], for a study of
the quantum Hall effect).
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4, Quasi-periodic potentials

We consider a system of independent electrons, at zero temperature, in
interaction with a quasi-periodic potential in d dimensions. We choose as unit of
length a, a typical length scale associated to the variation of the potential and as

h2

unit of energy maZ

The potential Vg(x) will be assumed to satisfy the conditions
1

Vo) = 2 a(n) exp 2ni(n, Q x) +2ni (n, ¢) 4.1

ne Zm

where € is an m x d matrix, defining the basic frequencies of the potential.
In order to define a quasi-periodic potential, Q will be assumed to be such
that QTn=0 implies n = 0, for all n € Zy,. The phases ¢ € Tr, the m-
dimensional torus

2) a" (n) =a (-n), so that V(x) is real

and

sup
2 la(n) | ) Inj ! < oo 4.2
<1€<m

Under this condition Vy(x) defines a bounded multiplication operator on
H=L2(Rd, dx), which is in norm C3(Tyy).

The associated one electron hamiltonian will be given in these units by :
1
Hp = -5A + Vo) 4.3

which is a self-adjoint operator on the dense domain
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D={ye LZIJ'HI\?;(k)Ideh<oo} 44

which is simply the domain of the laplacian.
This domain is left invariant by the unitary translation operator Uy =expi 2@ . P
and we have

UaHy U;! = Hy) 4.5
where ¢(a)= ¢+ Qa 4.6

The condition imposed on Q guarantees that ¢(a) defines an ergodic flow on the
torus Ty We see therefore that the hamiltonian Hy is ergodic.

We also have (a known result, see for example [17])

Lemma 1
p(Hq,), the resolvent set of Hy is independent of ¢.

Proof

1 if H
Consider the functions F; (¢) = {0 lif ;: ggﬂﬁ

4.5 shows that F; (¢) = Fz (¢ + Qa)

The ergodic theorem then implies that F, (¢) is almost surely constant in ¢. On
the other hand, the norm continuity in ¢ of Hp, implies that p(Hg) is continuous
in @. This shows that F; (¢) is continuous in ¢. Indeed, |F; (¢) - Fz (¢")| = 1 if
ze p(Hy), z¢ p(Hy), or ze p(Hy), z ¢ p (Hy). But if ze p(Hy), 3 8(z, ¢), such that if
lo'-¢l >8,ze p(Hy), hence |F; (@) -Fz (¢)| =0 if 1¢'-@l <8.

Consequently, F; (¢) is constant, which proves the lemma.

As we mentioned before the time dependent hamiltonian associated to the adia-
batic process in this case will be H(t) = Het)

where Py ®) = @y + Bk'j y(t) 47

with y(0) =0 y(1) =1 (0 =0 and y(t) € C3(D
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We see that conditions 1) and 2) on the hamiltonian in theorem 2 are satisfied as
a consequence of property 4.2 of the potential and the definition of ¢(t). Lemma 1
shows that condition 3) is also satisfied. The remaining conditions will force us to
consider only the case where the space dimensionality d =1, 2, 3.

Proposition 5

P;

Indeed, the first resolvent equation Gip= G? + G? Vo Gip with
0 _(is+in-
G; =(i+5;A)1 4.8

and the fact that s:;p Ve I <o will give the result, by proposition 1, if We prove

it for G?.

0 : 3
G; has a kernel given by :

ddk 1
G? (r, ") =J (om a 12 exp ik(r-r)

1- 5

therefore | G(i) |2

ddk 1
JlG?(r.r’)lzdr‘=J 1 < woif d< 3

(2m)d
17
and
ddk | 1-e ik(s-r) | 2
1G01 2 = i e
181 (2r) k
1 ¥y

tends to zero, if d £ 3, when r — s. Therefore, G? e C

We also have
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Proposition 6

H(p (t) Gy, () maps D into D.

We have to prove that (E)q,j Vo) Gj¢ maps D into D.

But
2
[P Qg Vo) G, W1 (M) = (-3¢ Vo) (0 (G) ) ()

+21(Vag Vo) ) B G) v @)

—-)2 0
+ @ Vo) @ (B G) W (®

_)
Since Il -A aq,j Vo loo < oo and | vaq,i Vo le < e from condition 4.2 on the

potential, and ( f)’ G? v) eL? as well as ( —p? G? y) eL? for any e L2, we see
that aq,i Vq,G? ye D forany y e L2. The result follows by using the first

resolvent equation.

We now look at the conditions for the operator B(t) that we take as B(t) = p,.

It is clear that it is an ergodic operator, closed with a domain containing D.
We have moreover

Proposition 7
i; Q¢ L0

If d<3 ,p, Gi3 € Cand (;utp Ipk Gi.a | < o

The first resolvent equation gives

Pk Gi% = PkGD?[1+VgGigl + G pxVoGiy

pk(G?)2 is bounded. Since pxk Vg Gig = (pxVe) Gip + Vo (px Gi,g) and
Sql)‘P lpk Vpllew <o from 4.2, and | px G? I < «, we have from the first
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resolvent equation Sq‘)lp Ipx Vo G, ch Il <. From proposition 1 follows there-

fore that - S4P Ipi G| <= if IpkGD?I <e but

4qd 2
ka(G‘?)’-|2=J £ Pk <w if d<5.

We can therefore conclude that theorem 2 is valid in the case considered. We
summarize the results in the

Theorem 3 Let Hy be the hamiltonian
‘ 1

If the quasi-periodic potential satisfies the conditions 1) and 2), the adiabatic
charge transport corresponding to the adiabatic change of @;j from 0 to 1 is given in

e
units of 2a1 by the expression — Q(aj), with

Q) =i M (P[Va, 3PD

dz
where Va = m Gz pa Gz

if the space dimensionality d = 1, 2, 3.

We will not consider in this case, the conductivity tensor, since it will be
zero in most cases, because we have not applied a magnetic field on the system.

5 The topological invariants and the periodic approximation

We will see that in one dimension, charge transport is quantized, because
it is a topological invariant. In analyzing the multi-dimensional situation, we
were led to introduce other quantities, whose physical interpretation remains
elusive, but which are also topological invariants. They are defined in the follow-

- P
ing way. If we denote the generalized velocity operator V¢ of § 4 by Py and S(gj'by

Pj, then charge transport Q(a j) is given by the expression
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Qlaj) = iz DM (P Pr(o) Pr(p) 5.1

where = is a permutation of a and j. It is antisymmetric in a and j. We then de-
fine the two quantities

: i2
Q (ajPBk) =57 21:“ (-D*M (P Pr(a) P Prip) Prao) 5.2

and
: i3
QajBkyl) =37 Z, (-D®M (P Pn() PnG) Px®) Pr) Pry) Pry) 53

I1 being a permutation of the indices appearing in the sum. The Greek letters des-
ignate velocities, whereas the Latin ones correspond to phases. These expressions
are fully antisymmetric in all their indices. They make sense, since we proved in
§ 4 that Py = P; , Pj= PT belong to C. The operator Pg can also be regarded as the

derivative of the projector P with respect to some variable. This can be seen as
follows.

Let Sy, = exp iﬁ; Ao Xo 54.
a=
If A is an averageable operator (A € M), we define
AQ) = STAS, 5.5
which is such that
M(AA) = M(A) 5.6

On D the unitary operator Sj transforms the hamiltonian H in the hamiltonian
HQ) :

H(\) = S'{HS;\ = %g (pa+la)2 +V 5.7

and since
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dH
A, =Pot Ao 5.8

the operator Vj is transformed into Vg (A) :

dz
ZTi

Va®) = G2 M) (patra) Gz = 33z POV 5.9

Property 5.6 shows then that Q(a j), Q(aj B k), Q(a j B k y1) can be written in the
form 5.1, 5.2, 5.3 in which Pqy E;?)% and the expression for these quantities is inde-

pendent of A. This fact will appear useful later on.

We are now going to prove that these expressions are topological invari-
ants. More precisely, in one dimension Q(a j) is an integer, whereas in two di-
mensions this is the case for Q(a jp k) and in three dimensions for
Q(aj B ky 1).The general strategy of the proof is simple, but perhaps obscured by
the technical details. We will approximate the quasi-periodic potential by a
periodic one. The approximation will be such that the gap is preserved and the
quantities like Q(a j), Q(a j B k)... are given as the limit of the corresponding ones
for the periodic potentials. Finally, for the periodic potentials, they will appear as
Chern numbers of certain unitary vector bundles. This will prove their
quantization in the quasi-periodic case.

We approximate the potential V¢ by a periodic potential Vz, of period L,

in the following way. If we call Ap the d-dimensional cube [0, L]d, then we take
Vi‘; (x) = Vg (x) when x € AL, and extend it periodically, i.e. V$ (x+nlL)= V;; (x)

foralln e Z 9. Note that V{; is uniformly bounded, so that

v =§;£(1v¢(x)|,(|v‘(;(x):) < oo 5.10

The corresponding periodic hamiltonian HI(E is defined as

H. =54+ 5.11
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One easily sees that H ¢ is the strong limit of H Iq;, but this property doesn't
guarantee that a gap of H ¢ corresponds to a gap of H z‘,,when L is large enough. .

This will be the result of the following lemma, in which p(H) designates the
resolvent set of a hamiltonian.

Lemma Let A be a compact subset of p(Hg) n R, then there exist a Ly(A) such that
Ac p(H;;) n R, forall ¢.

Proof If Ay is a bounded operator of kernel Agpx, X', we will call
Al = SUp JIA¢(x,x')Idx' 5.12
;@

then we have the inequality
IABl1 < |Al1 Bl 5.13

In order to prove that for all ze p(Hg) we have Gz |1 < o, we note that it follows
from Schwartz inequality that :

2
1Gz 1] < c(e) Iasluge 1 Gz(a) | (5.14)

where
Gz(@) = exp (a, x) Gzexp—(a, x) (5.15)

On the other hand, one can show that

b
Iasluge IGz(a) I <7 cd+1b (5.16)

where

b=12‘j113s’d (IGzpjh, IG2 1)

Let us now assume that there exist an energy e € A in the spectrum of

qu;. By Bloch theorem, there exist a solution of the equation Hg \|1L = eyl such
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that SUP(IyL(x)|, 1V yk(n)|) < eo. This function y! is also a solution of the equa-
tion
ylx) = J Gz (x,x) (VE-V) (x) v (x)dx 5.17
L 'XZ L .
Indeed let o¢n (x) = Yy~ (x) f (x), where f,, (xX) =exp —and en = (e - H*) @n Since

en (¥ = ‘1§(A fn) ) yx) + Vi, . (V WL) (x), we see that €, e Lon L. and
lim €n(x) =0. As ¢ € Lon L. the equation en = (e - H) ¢n - (VL -v) ¢n can be

n—y oo

solved in L».
¢n () = J Ge (X, X") &n (X)) dx' + J Ge (x, X) (VL -V) (X) @n (x) dx'

As |Gel1 < oo, this equation holds pointwise. Taking the limit n going to infinity
gives 5.17.

On the other hand from 5.17, follows that

Iyl <21V fe, L) Nyl 5.18
= Su J : ' :
where f(e, L) x;(g X d\Ac{x | Gelx, x') | 5.19

If we can show that there exist an Ly(A) such that if L > Ly(A), then

fle,1) <37yi= VeeA, (520),then IyLll,, =0, which would contradict the

assumption and therefore prove the lemma.
The second resolvent equation gives
lf(e, L) -f(e', L) | < le'-el [Gely IGelq

There exist therefore for all €, a 8(e) independent of L such that
lf(e,L) -f(e',L)| <eif le'-el <8&.
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On the other hand, there exist a finite covering of A by balls of center ej and radius
8, such that for every ej, there is a Lj such that f(ej Lj) <e. Since 5.19 shows that
f(e, L) is decreasing in L, we have

f(ej, L) <e¢

if L2 S‘;p Lj ,and therefore 0<fle, L)< 2¢

which proves 5.20 and ends the proof of the lemma.

We are now able to define the expressions corresponding to charge transport
Q(0j) and the other quantities for the hamiltonian HL. For any z € I', we can de-
fine

| N T -1
Gy = (- HY 5.21
if L>L,, and sup |<;z§(p I < 5.22
zel
¢ eTm
L=Ly
The projector PL is definedby  PL = & 2 GL 5.23
p ] y - 2n1 z *
dz
L _ ~~ ~L L
and Pa = i Gz Pa Gz 5.24
dz
| L_ - L L L
o0p Pl = Pf'= @ 75 G ag Vg G 5.25

The equation

Gy =G+ G (VE-V)GL = G+ GL (vb-v) G, 5.26

and equations 5.22 allows us to deduce from the corresponding properties for the
resolvent Gz ¢ that
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= L L L L L L L L
2= sup. (1 G L1 Ghl, 1 Glopal, | Ghopal, | Ghdg Vo I Gldg V1) 527
Ze

@ eTm
L=2Lg

is finite. And we conclude that if we call P([)‘ = PL, we have
PI;=(PIS")+E C for s=0, o orj. 5.28
and

sup | PL || ¢
(p;Lz'[ﬂ 59
5.29

We can therefore define the quantities

L\ — L L
i)

L,.: 1 L L L L

Q(@jpl) =77 ; " M(PL By By By Bl Bl
3

| W 1 L L L L L L

QHajpkyd =572, (D"M(PL B, By B Bhy By AY)
332
where now we understand by M(AL) :
Ly _ & ] d L

M(A ) = £L IAL] Lm (p A(P (x, X) 5.33

Note that this definition for an operator A related to the quasi-periodic hamilto-
nian coincides with the old one.

We can now prove that these expression converge to those of the quasi-periodic
hamiltonian, when L — oo,
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Let us call m (A) = M(AA')1/2 5.34

We first prove lim m (Ps - Plg) =0 5.35

Lo e

fors =0, o orj.

This will result from the following property

If Ay (z)el and - iAq,(z)I < oo 5.36
ze
¢
then 1lim dlzl m(A@@ (V-VH) =0 5.37
Lo
; L
and Lh—r)noo dlzl m[A(z) (a“’i (V‘P'ch)] =0 5.38
Indeed

m2 [A(V - VD)] = LTiTl de de | Ag (x, )12 (V-VD)2 (y)

so that by the ergodicity of Ag
m2 [A(V-VD)] <41V J e d dy 1Ag(0,y-x12
< AL 1AL ¢ od \YAL Atp 'Y

Let g(x) = J'd(p dlzl | A(f;) (0, x) 1 2. From 5.36, we know that g € L1, therefore
1/2

- AV-VIY < 1/2 J _dx_ )
dlzl m [A(V-VD)] < IT| AL TAL] Rdd\yALg(y x)

tends to zero, when L tends to infinity. The same proof goes for 5.38, since

L o0
Slql)p naq,j V‘P leo < oo.
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Proposition 1 gives :

m (AB) £ m (A) S?PP B | 2,99

Using equation 5.26, we see therefore that

mP-PL) < @ dizl m [G,(V-VY)] oub | Glo i
which tends to zero by 5.37.

Since

dz L L L L L L
Pj-P} = @ 55 (Gr,j(Vo- V5) GL + G, 0g (Vo- V5)) G + Gz (V- V) Gy

where Gz,j = a(p] Gz = Gz a(p] V(p Gz
and the corresponding expression holds for GZLj

We get, using 5.39 :

m (Pj- P§) < a Qdlizl mlGyg,j(V-VH] + m(Gzg (V- Vi) +

5 il
+ a dizl m(Gz(Ve-Vy))

But since Gg,j and G; both satisfy condition 5.36, we see that
lim m (Pj- P4) = 0,by 537 and 5.38.

Lo

Finally, we note that

dz
Po- Pl = Q5 (Goa(Vo- V) GF +Gz (Ve - Vi) Gl )
where  Ggo=G;paG, and GF, = GY p,GL.



304 Kunz H.P.A.

Since both Gz, ¢ and Gz satisfy condition 5.36 and | Gz2 o IS a2, we conclude

) Ly _
thatLln_r:xw m(Pa- Pa) =0

Consider now the difference between any of the quantities Q(a j ...) and Qe j...).
It will be made of a sum of terms of the form

M(pL PL,.. PL. SPL B, .P;)

=M (® PI;k Pys1 - Pop I)I§1 Psli-l)

where 8§ PL = Ps - P[g.

By proposition 3 IM(AB)| £ m (A) m (BY) so that each term in the difference

is bounded by
m@ PY) m(PL .. PL P, .. B )
which tends to zero, from 5.35, 5.29 and 5.39.

We have therefore proven that :

Proposition 8

1) lim M(PL) = M (P)
Lo

2) lim QL(oj) = Q(aj) , 1im QL(ajB k) = Qlajpk)
Lo Lo

lim QL@jBkyl) = Qajpkyl).

Lo oo
6. Chern numbers
The usefulness of the periodic approximation will appear by expressing

the quantities related to adiabatic charge transport we have introduced, in a more
transparent way.
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The hamiltonian H" commuting with the abelian group of translation
T(n L), Bloch theorem tells us that it is unitarily equivalent to '

d L
71:1 dke H™ (k) 6.1
o=

where HY (k) is the operator :

H" (k) = % i (P + % k)? + VL) 6.2
a=1

defined on L2(A1), with periodic boundary conditions.

The quantities PL, Pé, P}‘ commuting also with the translations, they admit the

same integral decomposition, so that in the expression for the topological invari-
ants 5.30, 5.31, 5.32, we can simply replace pL by

Pl = 2dnzl GE (k) 6.3
L
P, by
2n
PL (k) = § = GL &) (pa + T~ ka) G¥ (k) 6.4
aPL (k)

and finall PL (k) b
y ) bY g
The average M(AL) of such observables meaning now :

1

d
M(AL) = 1d nl dkg J do Tr ALk, ¢) 6.5
a= m

This is possible, because GL(k) is compact and PL(k) is trace class, as is easily seen.



306 Kunz H.P.A.

Now since
Py + o kg = o kg HLK 6.6
and GL‘ is C2ink, we can write 6.4 more simply as :
PL() = o= 3. PLG 6.7
a 2n *a

This allows us to get a more compact expression for the invariants using the lan-
guage of differential forms. Considering PL(k, @) , as a 0-form, let dPL(j a kp...) be
the exterior derivative of PL with respect to the variables ((Pi' Ko, Ok kp, --.)-

For example

dPMG ok B) = g Pl dei + 3k, Pl dk® + 9g P" dek + 3 Pl dkB 6.8

Let Q(j o k B) be the associated 2-form

QGakp.) = PLdP-Gakp..) AdP" (akB..) 6.9
Since Pl is a projector we have

PLdp = 4Pt (1-PY 6.10

Using these quantities we can write the invariants as

QLo = ;_“J dk de Tr QL (j o) 6.11
2
Q“Gakp) =3@Jakd¢Tr(AQL(jakB)2 6.12
i3
Q“GoakpBly =3!(12n)3Jakd(pTr(AQL(jakﬁly)3 6.13

The symbols dk, d¢ meaning all the differentials which are not included in the
form QL.
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At this stage however, the variables k and ¢ are not quite on the same footing, be-
cause the projector Pl is periodic in the ¢ variables but not in the k variables. The
projector PL(k) is however unitarily equivalent to a projector F-(k) periodic in the

A
k variables. Indeed, let HL(k) be the hamiltonian

A
HUK) = -3 A + Vb 6.14

defined on L2 (A1) with the k-dependent boundary conditions

6.15

grady(..L,..) = e?™ka grad v (.9,

This hamiltonian is periodic in k.

If F-(K) is the projector, defined by

Fl(k) = j; az (z-ﬁL(k)'1 6.16

It is related to the old one PL(k) by the unitary transformation

2 2
PLk) = exp ~—i%c k.r Fik) exp +ifn k.r 6.17

Considered as a function of the variables k and ¢, FL(k, ¢) can be seen as defined
on the d + m torus [0, 1]d+m. We are now going to prove that the invariants given
by equations 6.11, 6.12, 6.13 take the same value if we replace PL(k) by FL(k) in the
corresponding expressions. This fact already points to their topological nature.

z
Let B(k) = -i '{E k. r and consider the family of projectors

P;= etB Fl(k) e-tB 6.18
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where t € [0, 1].

Defining as before the exterior derivative dP; and the 2-form Q¢ = Py dPy A dPy, let

Cx () = Tr (A Qpk 6.19
we have

[¢] (o]

Ck = kTr QA (A Q)k-1 6.20

[¢]
but Q =PI[dP,dB] P + [B, Q] 6.21
therefore

C . =kTrd (P d BA QK1) + k Tr Pdp A{dQKk-1 + [Qk-1, dP]} 6.22

Using the fact that dQk-1 = (AdP)?X"1, we see that dQ¥1 P + [Q¥], dP] P = 0 and we
can conclude that

Ck(1) -Cx(0) = dp 6.23
where
p= | dtTrPdpa QX! 6.24
Since dB=-ig: Y xodke 6.25
a
and dP = e {t[dp, F] +dF} etB 6.26

we see that U is periodic in k and ¢, therefore when we integrate 6.23, on a 2k
torus, we get, using Stokes theorem

1.[ Ci(1) = J k() 6.27
2k 2k
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The case k = 1, 2, 3 corresponds to the invariants 6.11, 6.12, 6.13 and we can replace
in these expressions the form QL by that defined on a 2k torus

QL Gokp.) = FL dF- ok B..) A dF-GakB..) 6.28

We are now going to show that the quantities appearing in the expression 6.11,
6.12, 6.13 for the invariants are characteristic Chern classes of a vector bundle.

Consider the following situation. Let P(x) be a family of projectors of di-
mension N in a Hilbert space, #, x being a point of a manifold M. Assume that
P e C2 (M). If Og is a coordinate neighborhood of M, a theorem of Kato [18] en-

N
sures that there exist an orthonormal set of N vectors in #, {\yj“(x)} , which
=1

span the subspace corresponding to P, when x € 0Og, and which are C2 in x. Let
8op (x) be the N x N matrix whose elements are given by :

801 ) = (v (%), W? (x)) 6.29

when x € 0g n 0. It is easily seen that

8op (x) e UMN) 6.30
and

8o (x) gB'Y(X) = Buy (x) 6.31

when x € Og n 0g n Oy, the Bop (x) being C2. We thus see that the set of 8og consti-

tute a system of coordinate transformations with values in the group U(N), in
the sense of [19]. A theorem [19] ensures that there exist a vector bundle

E(M, CnN, U(N)), with base space M, fiber Cy and group U(N) and coordinate
transformations 8og-

Let us define now the matrix valued one-form A% in 0y, of matrix elements :

Ac(ij = (\v?,d\p‘;‘) 6.32
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d being the exterior derivative with respect to the local coordinates x in Og. It fol-
lows immediately from 6.32 that A® belongs to u(N), the algebra of U(N).

Using the definition 6.29 for 8op, We see that
A% () =gaz () APgag o)t + 8oy 09 d gag ()™ 6.33
when xe 0gn0p

A theorem [20] ensures from these properties that there is a unique connection
form A on E, corresponding to the locally defined A%

The associated curvature two-form F is locally defined by
F* = dA® + A® A A® 6.34
we have the following representation for F &

Fe (ij) = (w?, [dP A dP] w?) 6.35

Consider now the following quantity

ik
1
. k

where Q=PdP A dP 6.37
From the representation 6.35, it follows easily that we have :

ik
1
% = 1Tk T WPk 6.38

the trace being now in ck.
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Equation 6.38 shows that ck is the k-th characteristic Chern class of the bundle E.

A beautiful theorem [20] tells us that Jck is an integer, the kth Chern number of

the bundle, when M has dimension 2k and is without boundary. Thus we have
proven that

ik

P M'; Tr(AQL)k = age Z 6.39
' k

In order to apply this result to our situation, note that we have a projector FX(x),
defined on a T, . q torus, C2 on this torus, where x denotes the d Bloch vectors k
and the m phases ¢. Consider the invariant Q(j o) for example. In the expression
(6.11) appears QL(j a) = F- (95, ke dFt- (95, k) A drt (9j , ko). In one dimension,
we look at the projectorFL(((pj , ko) as defined on a 2-torus((pj , ko). (6.39) then tells
us that

|
o 1, Tr QL (9j, k1) = nge Z 6.40

is the 1st Chern number of the associated bundle. Since 6.40 is continuous in the
other phases @, we see that QL (j1) = nj, is the 1st Chern number of the bundle.
Similarly, in 2 dimensions, QL(j o k PB) is the second Chern number of a bundle
with basis a 4-torus, and QL(j w k B17) is the 3rd Chern number of a bundle, with
basis a 6-torus, in three dimensions. And of course, since these integers have a
limit as L tends to infinity as we have shown, we have the

Theorem 4
a) In one dimension, the adiabatic charge transport Q(j1) is an integer. Q(j1)
is the 1st Chern number of a unitary vector bundle with basis a 2-torus.

b) In two dimensions, Q(j a k ) is an integer, the 2nd Chern number of a
unitary vector bundle with basis a 4-torus

o) In three dimensions, Q(j o k B 17) is an integer, the 3rd Chern number of
a unitary vector bundle with basis a 6-torus.
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7. The relationship between charge transport, density of states and the
topological invariants

We are now going to prove that there exist some algebraic relationship
between the topological invariants that we have introduced, the adiabatic charge
transport and the density of states.

Lemma The following relationships holds between the topological invariants :

D OMP) =, Q(0Q)
i

) Q&P =, QG0)Qjkp)
i

3 QKBlY =D, Q(o)Q@jkBly
j

Proof Let us introduce the following forms :

c(jo) = iM(@[AdPGo? 7.1
i2
cGakp) = 57ME@P[AdPGakp)]? 7.2
- i3 - 6)
c(okBly = z7MEPAdAPGakBly] 73
where
dP (j o) = Pjel +Pge? 74
dPGakB) = Pjel+Pge? + Pxed + Pget 7.5
dP Ga kB ly) = Pjel +Pye? + Pxed + Pget +Ped + Pyeb 7.6

The notation dP is intended to mean that d acts like an exterior derivative
on forms so that d2 P = 0 for example. These forms are naturally related to the
quantities we have introduced, namely :
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o(j o) = Qo elae?
o(jakp) = QGakplelaezaedaet
ojakBly = Q(akPlyelae?aedretaedaed

We now note the relationship
oV  dV
Q ~ g = g H
Ej: G ”)E o (pp HI
on the dense domain D. Hence

)

On the other hand, it follows easily from proposition 7 that
puP = Pppte C

so that we can write :

Z QG o) oo = i M(P[A(Cq el + Py e2)]2)
j

2 Qjoa)ookp)
j

2 Qjoa)o(akBly
j

Consider first the expression 7.13

But
MPCyPoP) ==i M (P pgPo P) =—-iM(P po Py

i2
ST M(P[A(Cg e! + dP(a k B4

i3
% M(P[A(Cq el + dP(ok B17)16)

313

7.7

7.8

7.9

7.10

i &

7.12

7.13

7.14

7.15

7.16
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Since P pg P = 0, and the cyclic permutation in the average M(.) is justified by
property 7.12 of P pg, and the similar one for Pg.

Consequently,

M(P[Cq, Pa]P) = i M (P po Py + Po PoP) = —i M (3¢ (P po, P)) 7.17
If we define

Ra) = PV (o +A) PA) = S3! Re (0) Sy 7.18
then we see that

Y QG o) = M@qRe) - M@g (oP)) 7.19
1'

since the left hand side of this equation is independent of A, we can integrate both
sides on Aq. Since (Rq, dg Ry) € M we have

j dig M(@oR) = M(Rg (Ag =1)) - M(Reg(A = 0)) =0 7.20
0

and
f dAg M(@o(Ag P)) = M(P) 7.21
0

so that equation 7.19 becomes

Z Qjo) oja) = - M(P) el A e2 7.22
j

which proves the first part of the lemma.

Consider now the expression 7.14. If we call



Vol. 66, 1993 Kunz 315
dg = dP (e kB) = i Py e’ 7.23
v=2 ;
we have

M(P[A(Cy el +dg)]¥) = 2 M(P{[Co Pyl dg A dg + dg Adg[Co, PvID el Ae¥ 724
A%

But
Pdg = dg(1-P) 7.25

and consequently
PdgAdg = dgadgP 7.26

Using the cyclicity of M, we get therefore

M(P[A(Cqy el + dg)ld) =2 Z M(P[Cq, Py]P dg Adg) el Aev 7.27
v

Using again the cyclicity of M and 7.26, equation 7.27 becomes

MIPIACq el + d9) =—2i D, M@yPpaP) dgadg) el AeY
v

= 2i M(d(Ry, - A\qP) A dg A dg) Ael

= 2i M(d[(Rg - AoP) dg A dg)) Ael
since d’g = 0.

The left hand side of this equation is independent of A so that we can integrate
both sides on Aq and Ag. Now, if AQ\) = S3! A(0) Sy € Mand dg A(M)e M

j dAg M(dgA(A)) = 0 7.30

0
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and

j dAg M(0g(Ag A)) = M(A) 7.31
0
On the other hand, if Ape M and aq,j Age M we have

Indeed

M(aq,i Agp) = j do; M(aq,i Ay =Al‘ifnl‘z d%"- J dr (A<p,.=1(r, r)- Aq,].:O (r,n] =0
0

Since (Ry dg A dg) (M) = S‘,} (Rg, dg A dg) (0) Sy, all these properties allow us to

write equation 7.29 in the form

MI[P[A(Cq el +d@)}) = +2iM(PdgAdg) A el Ae?
or

M[P[A(Cq el +dg)]4) = 2i M(P [A dP(kp)]2) A el A 2 7.33

which gives for equation 7.19

Z QGa)o(jakP) =—elae2ac(kp) 7.34
j

which proves the second part of the lemma.
Finally, if we call df =dP (e k 1Y), then

[A(Cgel +dDé = iz {[Cq Pyl [A df}4 + [A df]* [Co, Py]
V=

+ [Adf12 [Cq, Pyl [AQfI2} A elAeY
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Using the relation P df A df = df A df P and the cyclicity of M, we see that

MI[P[A(Cq el + df)]6) = 32 MI[P[Cq, PyJP (A df)}) el Aev 7.35
v

From 7.28 and cyclicity of M, we can rewrite this expression as

MIPIACq el + dDJ6) = 31, M@y(PpaP) ¥ A (dDH) A el
A%

= 3iM (d [(Rg- Ao P) (A df)4]) A el
Proceeding as before, using 7. 30, 7.31, 7.32, we get

MI[P[A(Cy el +dN]6) = 3iel A2 M[P[aAdP (kB1YH)

so that equation 7.15 becomes

Z Qjia)ojakPly =-elae2 Ac(kBly)
j

which proves the third part of the lemma.

We can now combine all the results we have derived, for the electronic
density (or integrated density of states) p = M(P), the adiabatic charge transport
Q(a j) and the topological invariants Q(a j B k), Q(a j B k y1), in various space di-
mensions d. We summarize them in the following theorem, which is our main
result.

Theorem 5 If the quasi-periodic potential V¢, defined by

Vo xX) = z a(n) exp 2mi (n, Qx) + 2=ni (n, @)

ne 4m

satisfies the two conditions :

1) The m x d frequency matrix Q is such that QT n = 0 implies

n=0,Vn € Zm

2) a*(n) = a(-n) and
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a)

b)

Kunz H.P.A.

2 lam) 1 SUP  Ini1)3 <
1€i<m

ne 4m

then, the following properties hold, when the chemical potential y is in a
5ap

In one dimension, the adiabatic charge transport Q(1 j) is quantized, i.e.

Q(1j) e Z and is the 1st Chern number of a vector bundle. The integrated
density of states p is given by

p=2, 2G1DQA)
)

In two dimensions, the adiabatic charge transport Q(« j) is weakly quan-
tized, i.e. it is given by

Qo) =; Q% P) QB kaj

where Q (Bk o j) € Z and is the 2nd Chern number of a vector bundle.

The integrated density of states can be expressed as

0

p=; QG o) Qk B) QB k )
)

In three dimensions, the adiabatic charge transport is again weakly quan-
tized, i.e. it is given by

Q@) =; Q& B) QY Qy1k B o )

where Q (Yl kB aj) € Z and is the 3rd Chern number of a vector bundle.

The integrated density of states is given by :

o= zk',l QG o) Q(k B) Q(y) QY 1k B a )
)
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In one dimension, our theorem gives a new proof (with more restrictive
conditions on the potential) of a theorem of Johnson and Moser [10]. They
showed that the integrated density of states p as a linear combination of integers,
when the energy (or our chemical potential p) is in a gap

p= 2 Q(j 1) ny with nje Z
X

In their approach, however, they could not identify, individually, each of the in-
tegers nj appearing in the decomposition. A clear advantage of our approach is to
allow the identification of each of the integers with the charge transport Q(1j).

The decomposition of the density of states in a linear combination of in-
tegers, in the multidimensional case, was proven by Bellissard, Lima and Testard,
using C"-algebra techniques. Once more, no identification of the integers was
made, although there should be some connection between this approach and
ours.

Finally, we may note a useful consequence of the density of states when it
is non vanishing, at least one of the topological number is non zero, so that the
associated bundle is not trivial.

8. Periodic potentials and magnetic field : the Hall conductivity

The discovery of the quantum Hall effect in some two dimensional elec-
tronic systems has stimulated a renewed interest in the old problem of non inter-
acting electrons moving in a periodic potential in the presence of a magnetic
field. The Hall conductivity has been analyzed in [3] when the flux of the mag-
netic field through a unit cell is rational. Our approach will be used to discuss this
problem in the case where the magnetic flux through a unit cell is irrational.

We will mainly be concerned by the two-dimensional situation, electrons
moving in the (x, y) plane and the magnetic field being applied in the z-direction.

B h
We choose as units of energy TleH, and of length of 1 = —=p- The one electron

hamiltonian is given by

1 1
H(p=§v,2(+§v§v+Vq,(x,y) 8.1
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where the velocity operators v, are defined by
¥

Vs =pPx*TY

8.3
Vy = Py
in the Landau gauge.
As a periodic potential we take
n, x n, x
a1 2
V(6 y) = 2 cln,n)exp2ril_— + - — + mol 8.3
n] np X y
and impose the technical condition
> le(n,n)1 (Ing 1 + I(n,1)? < o 8.4

n m
making the potential three time differentiable.

The usefulness of the introduction of the phase ¢ will appear later on. The do-
main D of the hamiltonian will be that of the non interacting one

1
Ho= 3 V4 2 v%, 8.5
The hamiltonian commutes with the magnetic translations operators
T(na) = expi [ny ayx] expi[nxax px + ny ay py] 8.6

If we make successive translations along a loop we get however a non trivial re-
sult :

T(ny ax 0) T(0, ny ay) T(nx ax, 0)-1 T(0, ny ay)'1 =expi2n @ nyny 8.7
where
0 = ax ay 8.8
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is the flux (in our units) of the magnetic field through a unit cell. If this flux is a
rational number & = g, the group generated by T(ay, 0) and T(0, qay) is abelian and

commutes with the hamiltonian. It is then possible to apply Bloch theorem. This
is the situation considered first by Thouless et al [3] where they could prove quan-
tization of the Hall conductivity in a gap. We will however discuss here the other
case, & is an irrational number. In this case we are still left with an abelian group
{T(ny ax, 0)} commuting with the hamiltonian. We can therefore apply Bloch
theorem in the x direction, to reduce the problem to that in a band.

There exist a unitary map U of L2 (R2) onto

)
J do L2([0, ax] x R]) 8.9
[0;1]
such that
®
UHyU = J de Hq),e 8.10
[0 ;1]

where H 0,0 is the hamiltonian restricted to #H = L2([0, ax] x R)

1 1
H¢’9= 5v%(9)+iv‘;‘,+v¢(x,y) 8.11

where
vx(0) = px(©) +y 8.12

: 1 d
Px(e) being the operator 3 3, °on the domain

Ylax, y) = ei2m y(0, y)
8.13
yx(ay, y) = e 1276 vx(0, y)

This hamiltonian is an operator valued function on the 2-torus (¢. 6), since

H(p+1,B = H(p,9+1 = H(p,e'
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On the other hand, let 1, =exp it (py +a), te R. This is also a magnetic transla-

tion operator in the y direction, which is such that

-1 _
w Hy o Tt = Hy o, 8.14
where
t
=0ty
815
a
B =0 + 5 t

ax a .
We now see that if the magnetic flux & = 352_“1, is irrational, magnetic

translations in the y direction induce an ergodic flow on the 2-torus.

We are now essentially in the same situation as in the one of quasi-peri-

odic potentials, in fact in the case where two frequencies are incommensurable.
As in this case, the ergodic theorem tells us that the resolvent set of H(p g is al-

most surely independent of ¢ and 8. An adaptation of the proof we gave in the
quasi-periodic case shows that the resolvent set of H, is independent of ¢ (this

follows essentially from the norm continuity of H{p with respect to ¢). In physical
terms, the gaps of H, do not depend on ¢.

We are now in position to adopt the same strategy as before. We will be
interested by self-adjoint operators Ay, commuting with T(nx ax 0), so that we

can apply Bloch theorem in the x direction. We will also require that the corre-
sponding operators A(p o Satisfy

-1 _
Tt A(p,e ¢ = A‘Pt, ot 8.16
and we introduce the corresponding notions of averageable operators Aq), g€ M

The average being given by

a
1
M(Ag) = a J‘dxj dej do Ag,e (x01x0) 8.17
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There are two quantities of interest for us in such a system. The Hall conductiv-
ity, measuring the current in the x direction resulting from an adiabatically

2
switched electric field in the y direction. In the units of ‘_‘3‘1_1_ , it is given by
with
dz
Vi = 055Gz v Gz 8.19
y ¥

The charge transport in the direction y resulting from an adiabatic increase of ¢ by
one, is given in units of T-, by:

Gp = QE@Y) =—-iM (P[Vy, Py 8.20
with
oP

Before analyzing such quantities, it remains to see that they make mathematical
sense and to check that their derivation from the adiabatic theorem is justified.
These technical conditions will now be verified.

Consider the hamiltonian
©) = 2v2(0) + = v2 8.22
Ho® = 3v3@ + 3 v} -

Defining the creation and annihilation operators

a =5 tx(®) +ivy) 8.23
at == (@) - ivy) 8.24

satisfying the commutation relation

[a,at] =1 8.25
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We see that

Ho(0) = a*a+ 5 8.26

so that the spectrum of Hy (0), o(H, (8)) is that of an harmonic oscillator
O(Ho ) = (n+3,n=0,1,2,..) 8.27

The corresponding spectral projectors Py, are given by operators of kernel

1 21 21 21
Pn(x y; x'y") = a Z exp i; (j+6) (x-x") (pn(y P G+ 9)) @n (y' o G+ 6)) 8.28

je Z

where
1

-5 2
¢n(y) =[m 2" n!] % Hp (y) exp-xz— 8.29

Hn(y) being the Hermite polynomial of order n. With the help of this representa-
tion, we can prove the following properties.

Proposition 9

Giggpe C and Sﬂlf(p 1Gipp | < o

The first resolvent equation and the fact that the potential V¢ satisfies
S‘(;P | IVl | < oo, shows that it is enough to prove these properties when V = 0.

And in the latter case, the second resolvent equation allows us to reduce the
proof to the case where we take z = 0, instead of z = i.

The identity

oo ; l 1
z g 2)<p§ (y) =(2n shA) 3 exp -y? th%- 8.30
n=0
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and the spectral decomposition give the following identity for

Kj = eAHo 8.31

1 21 A
Ky (xy; xy) = (2ray shA)" > zz exp - (y e j + 6)}2 thy 8.32
] €

From this representation, we can get the bound

C
Ky(r,r1) < Shik 8.33

where ¢ is some constant.

Using the identity

- -]

HE)Z =J A Ky 8.34

we can conclude that S‘ap IGOOe 12 < oo

since

|Gg 12 = S‘:F‘J dr' IH(-)1 (r, )12 = St;P H;)z (r, ) 8.35
On the other hand, we have

IGg !2,,5 = H{')2 (r,r) + H(')2 (s, s) - H;)?'(s, ) - H;)z (r,s) 8.36

Using the identity 8.34, this gives

IGg I2r,s =J dh A[Ky () + Ky (s,8) -Ki (s, 1) -Kj (1, 8)] 8.37

But Schwartz inequality applied to the expression for K, (r, s) obtained by using
the spectral representation of H, gives
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1Ky (r,8) | < [Ka(r, D12 [Ky (s, s)]'/2 8.38

Combined with 8.33, this inequality shows that the integrand in 8.37, is bounded

by a function g(A) uniformly in r and s, with J A g(A) dA < =. We can therefore

apply the dominated convergence theorem, to conclude that lim IGg lrs =0.

r—s
Proposition 10
vx Gig,p and dg Vg Gig,e map D into D.
y
First of all, we note that the following properties of Py
aPy =Pnaa
8.39
atPy = Pn4q at
imply the identities
aG? = (G- G- G - GO .la 8.40
i~ 2 2 i-1 -1/2 ’
0_rq0 .1 _
atGy = [ Gi,; - 77773 Pol a* 8.41

This shows that a G? and a*G? map D into D. On the other hand, the first resol-

vent equation gives

aGj = aG‘i’ ¥ aG? V G 8.42

Using the identity 8.40 and the fact that aV G; maps D into D, from the assumed
properties of V, we conclude that a G; (and similarly a*+ G;) maps D into D.

One can prove similarly that dyp Vp Gj maps D into D.
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Proposition 11

Vy G

su 2
0o €C and e.P | v, Gig.l <o

i;8;¢

'

First of all note that aque € B and a*‘(}?_9 B

indeed

I aGO 12=1 ag0 2= sup — % 8.4
\ 1

| a*tGO 12=1 a*G0. 2= sup DL - "

It follows therefore from the identities 8.40, 8.41 that

v, G2 1Pec
y

1,0,

The result follows now from the equation

vy G =v G [1+VG] +v, GY VG; 8.45
y y y

using again the identities 8.40, 8.41 and the fact that v, V Gje B.
y

We can now check that all the conditions of theorem 2 are satisfied for
the operators considered and that the expected formula hold. We can now adopt

the strategy followed in the case of quasi-periodic potentials. We approximate the
potential Vg by a periodic potential V‘% in the y direction of period L chosen in

L
such a way that the flux through a unit cell & = a;—n is integer for example. We

can prove that oh and 0‘;‘ converge when L tends to infinity to o, and Gg¢

respectively. The needed technical estimates are given basically in propositions 9
and 11. In the periodic case with integer flux we can apply Bloch theorem and
repeat the computations made before. The Hall conductivity is given by

: Il Jl
AL :
O = a2 "o 48 %o ' Tr [ FL, 3 FL)] 8.46
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and the charge transport

1

1 1
—! jo de IO de IO d®' Tr FL [9g FL, 9 FL)] 8.47

L _
% = 2n)2

2n 0 ‘
The angle 8’ corresponds to the Bloch momentum —7— in the y direction. FLis a

projector periodic in (6, 6', @).

From this follows, as before, that :

1
L __*
Oy =5 Ny 8.48
and
b 2t 8.49

where the integer n.,, is the first Chern number attached to the 2-torus (0, 6'),

HI
whereas ng is the first Chern number attached to the 2-torus (8', ).

As in the case of quasi-periodic potentials, there exist an algebraic relationship be-
tween the electronic density p = M(P) and the two topological invariants found.

We now derive it.

The result will be basically a consequence of the following relationship
) 1
ilpy,H] = vx+ a—y do Vo 8.50

valid on the dense domain D. We used in the derivation of 8.49 the equality

From 8.50 follows that
. 1
Cy =1 [py, P] = Vx + .Eg P‘P 8.51
But

pyP =(Ppy)teC 8.52
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as an easy consequence of proposition 11, so that we can write
1 ,
5; Qo)+ Oy = i M(P[Vy Cy] P) 8.53

Using the fact that

PVyP =0 8.54
we get

M(P[Vy ,Cy]P) = i M(Vy py P +P Vy py) 8.55

Note that in deriving 8.55, we could use the cyclicity property of M, because of
8.52 and the fact that Vy = V; e C.

If we now introduce the operator

Sy =expily 8.56
which is such that if

A = S} ASy 8.57
then M(A(A)) = M(A), for all A, when A € M.
. oP . . :
Since py(A) and Vy(A) = gx we can rewrite equation 8.55 in the form

M(P[Vy, CyIP) = i M@ (P py P)) 8.58
If we define

RO =PA) (py + VP (A) = Sy R(O) Sy 8.59
we can rewrite 8.58 as

M(P[Vy, CyIP) = i M(d3 RQA) - i M(o), (AP)) 8.60

Since the left hand side of the equation is independent of A, we can integrate both
sides on A. Since (R(A), d) R(A)) € M we have
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dA M@\ R(A) =0 8.61

OH

j dA M@y, A P)) =M (P) 8.62
0

Combining equations 8.61, 8.62 with 8.53, we see that we have proven the desired
result

1
2, QU + oy = MP) = p o8

A priori, we should also look at charge transport in the x direction
Q(ex) =—iM(P[Vy, Pg))
but this vanishes identically, as could be expected physically.

Indeed, from 8.51 follows that

1
— Qe =-iM(P[Vx, CyIP)
y

But proceeding as before, we can see that

A

where now
(PpyP) (M) = exp-iAx(PpyP) expiix.

We can now summarize the results obtained in a theorem.



Vol. 66, 1993 Kunz 331

Theorem 6

Let H be the hamiltonian of an electron moving in the plane (x, y), submitted to a
constant magnetic field in the z direction, in the presence of a periodic potential
Vo (x, y).

1 1
H =5 (px+y?+; p§+v¢,(x,y) 8.64

If the potential V¢ (x, y), defined by

nx n
Ve, y) = hz‘p a(n)eporci[—al;— + TZYX + 1, ¢] 8.65
€

satisfies the two conditions

ax a
1 ;_EZE Q, i.e. the magnetic flux through a unit cell is irrational

2) a (n =a (n)

and

> la(n)[( sup InilJ?’ <o 8.66

he 272 1<i<2

Then when the chemical potential p is in a gap, the following properties hold :

a) The Hall conductivity is quantized, i.e.

1

The integer ny is the first Chern number of a vector bundle.

b) The charge transport in the y direction induced by an adiabatic change of ¢
by one unit is quantized, i.e.

Gp = QWY) = 5= 1o ng € Z 8.68

The integer ng is the first Chern number of a vector bundle.
0) Charge transport in the x direction vanishes



332 Kunz H.P.A.

d) The electronic density p (integrated density of states) is given by
1
P == "2 Oo + Oy 8.69

Dana, Avron and Zak [12] had already proven that the density p in a gap should
be given by a linear combination of two integers, when the chemical potential is
in a gap

1 1

p:

ay ay

Whereas the integer ny was shown to be the one expressing the quantized Hall
conductivity, the physical interpretation of the second one, was left undecided.

Recently, Tesanovic, Axel and Halperin [21] have computed the integers ny and
ng in some two-dimensional model.

The three dimensional situation has been considered by Halperin [22], who
showed that the conductivity tensor is quantized.

In fact, it is not difficult to treat this case with our method. If we keep the mag-
netic field in the z direction, and take a periodic potential of the form

. 1 na n3
Vo(x,v,2) = Z aMexp2ri[—x+ — +—~ z + n,vy]
P y he 23 p ax ay y az zy
Then the Hall conductivity is given by
_ 1 1
Oyx = 2ma, Nyx Oyz = 2ma, Tyz -

when the integers ny x and ny ; are first Chern number. The charge transport

along the y direction Q(y, ¢) is again quantized, i.e. Q(y ¢) = ny, the integer

ay az
ng being again a first Chern number. The electronic density is again given by

1
p = ;; Qly ¢) + Ox y-
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Conclusion

This work could be continued in various directions. On the mathematical
side, the results could be extended to more general quasi-periodic elliptic opera-
tors, lattice models and hamiltonians describing a particle in a quasi-periodic po-
tential, submitted to a constant magnetic field.

On the physical side, it would be quite interesting to find a direct physical
interpretation of the higher topological invariants (the second and third Chern
numbers appearing in two and three space dimension). And of course, it would
be very helpful to find two or three dimensional models with quasi-periodic po-
tentials, of interest for describing electronic motion in quasi-crystals, and to show
that there exist gaps in the energy spectrum for which the corresponding topolog-
ical invariants could be computed.
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