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Local Dynamics of Mean-Field
Quantum Systems

By N.G. Duffield! and R.F. Werner?

! School of Mathematical Sciences, Dublin City University, Dublin 9, Ireland.
2 FB Physik, Universitat Osnabriick, Postf. 4469, D-4500 Osnabriick, Germany.

(15. IV. 1992)

Abstract. In this paper we extend the theory of mean-field-dynamical semigroups
given in [DW1,Dul] to treat the irreversible mean-field dynamics of quasi-local mean-
field observables. These are observables which are site averaged except within a region of
tagged sites. In the thermodynamic limit the tagged sites absorb the whole lattice, but
also become negligible in proportion to the bulk. We develop the theory in detail for a
class of interactions which contains the mean-field versions of quantum lattice interactions
with infinite range. For this class we obtain an explicit form of the dynamics in the
thermodynamic limit. We show that the evolution of the bulk is governed by a flow on
the one-particle state space, whereas the evolution of local perturbations in the tagged
region factorizes over sites, and is governed by a cocycle of completely positive maps. We
obtain an H-theorem which suggests that local disturbances typically become completely
delocalized for large times, and we show this to be true for a dense set of interactions. We
characterize all limiting evolutions for certain subclasses of interactions, and also exhibit
some possibilities beyond the class we study in detail: for example, the limiting evolution
of the bulk may exist, while the local cocycle does not. In another case the bulk evolution

is given by a diffusion rather than a flow, and the local evolution no longer factorizes over
sites.
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1. Introduction.

The characteristic feature of mean-field systems can be expressed by saying that each par-
ticle or elementary subsystem interacts in an equal way with every other such subsystem,
and responds to the average of these interactions. In this paper we will be concerned with
the limiting dynamics of such systems as their size becomes infinite. Therefore we will
consider a sequence of models comprising an increasing collection of copies of the basic
subsystem. When we speak of an interaction between the subsystems, we mean that for
each model in the sequence a (generally) irreversible dynamics is specified. The mean-field
nature of the models entails first of all that the interaction is invariant with respect to
permutation of the subsystems; the idea that each subsystem responds to an average is
made precise by the property that the generator of the dynamics of a large system can
be approximated by taking a generator involving only a few (often just two) subsystems,
averaging it over all permutations of the subsystems, and multiplying it by the number
of subsystems. This is in close analogy to lattice systems with translation invariant inter-
action: there one obtains the Hamiltonian for a finite region approximately by averaging
terms involving only a few sites over all translations which map these sites into the given
region, and by multiplying with the volume of the region. In this analogy mean-field sys-
tems are just lattice systems, whose underlying lattice has permutation symmetry rather
than translation symmetry. This analogy suggests a canonical way of obtaining a “mean-
field approximation” of an arbitrary lattice model with translation invariance: one merely
has to take the Hamiltonians of the lattice model for some sequence of regions going to
infinity in the sense of van Hove [Rue], and symmetrize each with respect to all permuta-
tions of the lattice sites. We do not attempt to justify this procedure as an approximation
to the original lattice system. Our aim is rather to obtain as complete an analysis of the
mean-field theory as possible.

The description of mean-field systems in terms of their permutation symmetry
becomes more transparent if one looks at the intensive rather than the extensive observ-
ables. As described above the Hamiltonian of a mean-field system divided by the number
of subsystems, i.e. the intensive variable “Hamiltonian density”, has the property that for
a large system it is approximately equal to the Hamiltonian density of a smaller version
of the system, symmetrized over all permutations. Sequences of observables (indexed by
the system size) with this property were called “approximately symmetric” in [RW1], and
have become the central notion of a research programme on mean-field systems. The basic
result in [RW1] concerns the thermodynamics of Hamiltonian mean-field systems, and
is a formula for the free energy density in the thermodynamic limit in terms of a Gibbs
variational principle in one-particle quantities. This result was later extended to “inho-
mogeneous mean-field systems” in which the permutation symmetry is restricted to sites
with approximately equal external or random parameters [RW2]. If one starts from a
lattice model with translation invariant interaction, the thermodynamics of its mean-field
version can be written down directly by evaluating the mean energy and the mean entropy
for homogeneous product states.

This prescription is often taken as the definition of the mean-field approximation.
However, it would be impossible to define the dynamics “in the mean-field approximation”
if this is only understood as a class of variational states. In contrast, in our programme
mean-field models are treated as quantum systems in their own right. The dynamics of
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mean-field models was treated in [DW1] from the point of view that the dynamics should
respect the set of mean-field intensive variables, i.e. it should map the set of approximately
symmetric sequences into itself. A corresponding study of the inhomogeneous case was
undertaken in [DRW], and the special properties of Hamiltonian dynamics, as opposed
to general irreversible dynamics, were described in [DW?2]: in this case one obtains in the
limit a flow on the state space of the one-particle algebra, which is Hamiltonian in the
full sense of classical mechanics with respect to a canonical Poisson bracket structure on
the state space. In earlier approaches [Bol] beginning with [HL] this had been noted
only in the case when the Hamiltonian is written in terms of the generators of a Lie group
representation so that a symplectic structure can be imported from the coadjoint orbits.

The works described so far focussed entirely on the properties of the intensive
observables, which in the mean-field limit become completely delocalized. This leaves.
open the question how the evolutes of a localized observable behave under a mean-field
dynamics. Intuitively, the picture is that under a completely delocalized evolution such as a
mean-field dynamics the observable would instantaneously develop a completely delocalized
tail, while initially still exhibiting a strong dependence on the original localization region.
For very large times one might expect that this dependence on the original localization
becomes weaker, especially when the dynamics is dissipative. It is therefore natural to use a
concept analogous to the approximately sequences in which the symmetrization operations
leave out all the sites of the original localization region. Put differently these sites are given
a “tag” and one aims to study the motion of the tagged subsystems under the averaged
influence of the remaining ones. This programme has been carried out in [Dul] for any
fixed set I of tagged sites. In this paper we further extend this approach allowing more
and more tagged sites in thermodynamic limit, as long as the proportion of tagged sites
goes to zero. The above intuitive picture is confirmed by our analysis.

A closely related programme for the study of mean-field systems has been based
on the work of Morchio and Strocchi [MS]. Their aim was to show how the dynamics of a
system with long range interactions can be defined in the thermodynamic limit even though
the quasi-local local algebra in the usual sense cannot be invariant under such an evolution
due to appearance of delocalized tails. Their proposal is to enlarge the quasi-local algebra
by suitable weak limits of observables capable of describing delocalized intensive quantities.
It is clear that these limits exist only with respect to a suitably chosen set of states, and
consequently much of the theory centers on this choice. For the case of mean-field theories
their programme was carried out by Béna [Bol] and Unnerstall [Un1,Un2]. In a sense
their approach is dual to ours, in focussing on the states rather than on the observables. In
particular, the permutation symmetry, which is as central to their approach as to ours, is
built in by choosing the folium of permutation symmetric states on the quasi-local algebra,
whereas in our approach it determines the connection between observables of systems of
different sizes. The thermodynamic limit of observables in our approach is always taken
in norm, whereas in the picture of Morchio and Strocchi it is typically taken in the s-
topology associated with the chosen folium of states. Consequently, our limiting object
is a C*-algebra, whereas they arrive more naturally at a W*-algebra or a von Neumann
algebra.

The paper is organized as follows. In section 2 we define quasi-local mean-field
observables. These are what we call the quasi-symmetric sequences of observables: those
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which are delocalized (i.e. site-averaged) except over local regions of tagged sites which be-
come proportionately negligible in the thermodynamic limit. Such sequences of observables
have well defined “thermodynamic limits” in a space which we construct explicitly.

In section 3 we formulate the notion of a mean-field dynamical semigroup as a
sequence of dynamical semigroups which preserves the set of quasi-symmetric observables,
and which furthermore gives rise to contraction semigroup on the inductive limit space. We
demonstrate that a wide class of evolutions has this property, this class being considerably
wider than in [HL,Bo1,Un3]. In particular, we include the mean-field versions of arbitrary
translation invariant, possibly dissipative lattice interactions. The existence of the limiting
dynamics is subject to a growth condition which is far weaker than that required for
the original translation invariant interactions [BR]. For this class of models the limiting
dynamics is shown to have the following special form: on initially localized observables it
factorizes over the individual sites of the region of localization, while the global evolution of
the delocalized tail is implemented by a flow on the one-site state space of the system. The
non-linear differential equation for this flow is just the Hartree equation. Such a form was
obtained in [Bol], but only for Hamiltonian interactions between finite numbers of sites.
More recently this type of dynamical evolution has been considered by Béna [Bo2] as a
generalization of quantum mechanics itself, and was linked to a modification of quantum
mechanics recently proposed by Weinberg [Wei]. As a special case, our theory can be
applied to classical Markov processes: the factorization of the local evolutions has been
used to investigate the Poissonian approximation in queueing networks [Du2].

In section 4 we consider some properties of the limiting evolution in some general
cases. Firstly, we show that if the finite volume dynamics is Hamiltonian, then the limiting
dynamics is completely determined by the energy density function appearing in the Gibbs
variational principle for the equilibrium states: as a Hamiltonian function in the sense of
classical mechanics it generates the flow which describes the global evolution via a Poisson
structure on the one-particle state space. Its gradient is the Hamiltonian operator (depend-
ing on the global state) generating the local unitary cocycle. This description is complete
in the sense that any Hamiltonian function can be approximated by one arising from our
class of models. The next level of complexity is given by the sequences of generators which
can be written in Lindblad form in terms of approximately symmetric observables. Here
the local dynamics is still given by a state dependent Hamiltonian. However, it can no
longer be expressed as the gradient of single function. We show that up to approxima-
tion any state dependent Hamiltonian arises from a model of this type. The global flow
is no longer Hamiltonian, and is essentially arbitrary in the class considered. The flow,
and indeed the whole limiting evolution in this subclass is reversible (exists for negative
times), while all evolutions for finite size systems are strictly dissipative. Finally, in the full
class studied in section 3 we obtain an (up to approximations arbitrary) state-dependent
Lindblad generator. However, we observe that such evolutions do not exhaust the set of
mean-field dynamical semigroups. This is illustrated by describing a sequence of dynami-
cal semigroups whose mean-field limiting dynamics exists in our sense, but lacks some of
the fundamental features established for the lattice class: the global limiting dynamics is
given by a diffusion on the one-particle state space rather than a flow, and the evolution of
local observables does not reduce to a product of one-site evolutions. In one of the classes
mentioned above the local dynamics is still Hamiltonian, while the global evolution is not.
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The converse can also happen in the sense that any generator (e.g. a Hamiltonian one) may
be perturbed in such a way that the global evolution is unchanged, but the local evolution
becomes dissipative. We construct such perturbations explicitly in terms of permutation
operators.

In section 5 we study the relation between the local and the global dynamics. In
fact we are able to construct an example of a sequence of semigroups which is a mean-field
dynamical semigroup in the global, but not local, sense. A limiting dynamics exists for the
fully site averaged observables only. Finally, we investigate the delocalization of initially
localized observables for lattice class evolutions. We prove an H-Theorem which suggests
that in the dissipative case all local information should be lost as the local states are drawn
towards the flow of the global state. We show that under the addition of an arbitrarily
small perturbation any lattice class generator has such an evolution.

2. Quasi-symmetric Observables

In this section we describe the notion of quasi-symmetric observables, which generalizes
on the one hand the usual quasi-local observables known from lattice models, and on the
other hand the mean-field intensive variables introduced in [RW1]. In order to define the
thermodynamic limit of a physical quantity it is always necessary to define the observable
in question for all system sizes occurring on the way to the thermodynamic limit. For
example, for the usual interactions of lattice systems it is the translation invariance of
the potential which determines the connection between the energy observables at different
system sizes. Quasi-symmetry as defined here is a property not of an observable of a single
system of finite size but of a net of observables indexed by the size. Associated with this
notion is a definition of the thermodynamic limit of a quasi-symmetric observable, and
much of the work in this section will go into the identification of the space in which these
limits lie.

Before taking up the formal development let us clarify the aim of this section
by relating it to a standard construction in functional analysis, the inductive limit of
Banach spaces. There one has a sequence (Apn) of spaces with a system of isometric
“inclusion maps” jnm : Am — An (defined for N > M) satisfying the chain relation
JNR = JNM O JmR. The term “inclusion map” indicates that the elements Xr € Ag and
INRXR € An will eventually be identified. In other words, we are interested only in the
sequence N +— X, which is defined for sufficiently large N (e.g. N > R) and satisfies
XN = jnmXp for all N M for which jyu and Xjps are defined. The space of such
sequences is then called the “union” of the Ay with respect to the inclusions jyps. It is
clear that this set of sequences forms a vector space under N-wise operations. If we work
in the category of Banach spaces the limit space Ao of the system (An,jnm) is taken as
the completion of this union. The elements of the completion can also be represented by
sequences, namely by those for which || Xy — jnmX || becomes arbitrarily small as both
N and M become sufficiently large. Note that in the trivial case where all Ay are equal and
JNM 1s always the identity these sequences are precisely the Cauchy sequences. So we might
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call sequences with this property “j-Cauchy”. Sequences X, X' for which || Xy — X)|| — 0
represent the same element of the completion. Thus A is equal to the quotient of the
space of j-Cauchy sequences up to equality under the seminorm || X|| = limy || X ||

The quasi-local algebra of a lattice system is an example of this construction. Here
the Ap are the observable algebras of an increasing family of regions, and the embedding
JNM is by tensoring with the identity element on all sites of N\ M. Since the jyu in
this case are homomorphisms of C*-algebras, the union becomes a *-algebra, and the limit
space A is also a C*-algebra, called the C*-inductive limit of the Ay. Ao is usually
called the quasi-local algebra of the lattice system, and we will denote it by A;,c, reserving
the symbol “As” for other limit spaces to be discussed below.

A very similar construction was used in [RW1] to define the algebra of intensive
observables of mean-field systems. Here one uses the same spaces Ay, but the inclusions
JNu are modified by averaging over all permutation automorphisms of the larger region. It
is easy to check that the resulting maps jy s again satisfy the chain relation, but they are
no longer isometric, nor even injective. Nevertheless, the notions of j-Cauchy sequences
(called “approximately symmetric” in [RW1]) and the limit space Ay make sense even in
this case. It turns out that the N-wise product of j-Cauchy sequences is again j-Cauchy so
that the limit space becomes an (abelian) C*-algebra even though the jyar are no longer
homomorphisms. In this paper we generalize the construction still further: we will allow
the chain relation to be not strictly satisfied but only asymptotically for large indices. In
fact it suffices for a sensible definition of j-Cauchy sequences and the limit space to have
that imp oo limsupy_, o (78R — Fnvm 0 Fmr)XR|| = 0 for every fixed R and Xg € Ag.
We will not, however, develop an abstract theory of “fuzzy inductive limits” along these
lines, but instead will focus on the case at hand, the physical motivation for the choice of
the jnm, and the concrete representation of the limit space Aq.

We will consider systems composed of many “particles”, each of which has observ-
ables described by the same C*-algebra with unit A. For most of the general theory we do
not need any further assumptions on this algebra but in many models of interest A is just
a finite dimensional matrix algebra describing a “spin”. In section 3, in the discussion of
mean-field dynamics in the full lattice class of generators we will make this assumption for
simplicity. By K(A) or simply by K we denote the state space of this algebra. We equip
K with the weak™ topology. The evaluation of a continuous linear functional ¢ on any
C*-algebra B on X € B will be written as (o, X). To each particle we associate a “site”
of a lattice N, e.g. N = Z% for systems on a d-dimensional cubic lattice. Denoting by
A{z} the isomorphic copy of A “at site z”, we write A7 = @), s A{s} for the observable
algebra of the subsystem localized in the finite subset I C N. Here and below we always
use the the minimal C*-tensor product, although in applications the algebras concerned
are usually finite dimensional matrix algebras, for which all C*-tensor products coincide.
Mappings between finite regions induce homomorphisms between the associated obervable
algebras. Explicitly, if n : I — J is an injective map we define fj : Ay — A by

(A1 ® Az -+ @ Ajr)) = Ay-11) ® Ay-1(2) "+ Ag=2(1a) (2:1)

with the understanding that on the right hand side A,-1(;) = I, whenever z is not in the
range of . Note that if 7 is the inclusion map of I into J D I, 7 is just the usual embedding
between the subalgebras A; and A; used in the construction of the quasi-local algebra of
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the lattice system as a C*-inductive limit. Since we will be interested in yet another kind
of inductive limit it will be convenient to suppress the inclusion maps 7 : Ay — Ay, and
similarly the inclusion of each A; into the quasi-local algebra Aj,.. Thus for I C J we
shall simply write Ay C Ay C Ajqec.

There are |[N|!/(|N] —|M])! injective maps from a set of | M| elements into a set of
|N| > |M]| elements. In [RW1,DW1] the identification between the intensive mean-field
observables at different system sizes was made by the average of all 7, where n runs over all
injective maps. In contrast, only a single map (namely the natural injection 1 : M — N)
is used in the construction of the quasi-local algebra. Here we will use an average over a
subset of injective maps, which generalizes both of these possibilities: for I C M C N we
define J3%,, as the set of all injective maps n : M — N such that n(i) =i for all 7 € I,
which is a set of [N\ M|!/|M \ I|! elements. The corresponding average is

g |M\I]!

JNM—W Z 7 Am— AN . (2.2)

nGJI{YM

Thus for I = ( we recover the map used in the “global” theory of mean-field systems
[RW1,DW1], and for I = M we get the injection used for the quasi-local algebra. The
family j% ,, for fixed I was used in [Dul] to set up a theory of mean-field systems with a
fixed set I of “tagged particles”. In this paper we go one step further, by allowing the set
of tagged particles to become infinite in the thermodynamic limit.

Thus we will take the limit not only over an increasing family of regions, we will
also consider in each region a subset of tagged sites, such that in the limit every site of the
lattice eventually becomes tagged. We formalize this by using the notion of tagged sets:
a tagged set is a finite subset N C N of the lattice under consideration, together with a
subset N7 C N of “tagged sites”. Rather than denoting a tagged set by the pair (N,NT)
we will just use the symbol N, in much the same way as a vector space is usually denoted
by the same letter as its underlying set, without explicit reference to the operations defined
on it. For tagged sets we define an inclusion relation M € N as “M C Nand MT Cc NT”.
For tagged sets M N we now define

i =My Ay — Av (2.3)

This is the basic family of inclusions on which our inductive limit construction is built.
In applications one usually does not take the observables to be defined for all regions N,
but only along some subsequence of regions (e.g. cubes). Therefore we will assume some
net (Ng)aer of tagged sets to be given, and we will only consider limits along this net.
Allowing only sequences at this point would not introduce a simplification in anything we
do in this paper. On the other hand it is convenient to be able to state the theory for a
general net of regions in N going to the lattice in the sense of van Hove, without being
forced to specify a particular enumeration. Therefore we allow the index set R to be an
arbitrary directed set. Readers who feel more at home with sequences are invited to take
R = IN, and to substitute “sequence” for “net” throughout. This will be sufficient (though
perhaps not convenient) for all applications. Our only assumptions on the net (Ng)aer
are that it is increasing with respect to the relation , that the tagged subsets absorb the
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lattice, i.e. |J, Na = N, and that in the limit the tagged sites are relatively few, i.e.

o I
im
o ]Na|

=0 . (2.4)

Since the net of regions will be fixed once and for all there is no ambiguity in writing
N — oo for &« — o0, and limy f(N) for lim, f(Ng) for the limit of any N-dependent
quantity. We will adopt this convention from now on, so in the sequel we will never refer
to the labels a or the set X.

We now single out the j-Cauchy nets in the sense mentioned in the introduction
to this section. These nets N +— X with X € An are the basic observables we consider.
X will be symmetrized over most sites in N, i.e. over all sites with the exception of the
relatively small subset N 7. Intuitively, X is a local observable with a symmetrized (or
completely delocalized) tail. One should think of X as a net of observables “converging
to a quasi-local mean-field limit”. Our formal definition is given below, together with the
corresponding notion [Dul] for a fixed set of tagged sites.

2.1 Definition. Let Xy € Ay for every N in the given fixed net of tagged sets. Then

(1) the net N — Xy is called a quasi-symmetric, or a quasi-symmetric observable, if

lim limsup HXN —jNMXMll &
M—oo N0

The set of such nets will be denoted by ).
(2) the net N +— Xy is called I-symmetric, if

i Bmeap [ = ]| =

The set of such nets will be denoted by Y!.

As noted before the crucial property of the maps j for making quasi-symmetry
a notion of “convergent net” is the approximate chain relation jyr =~ JNm © Jmr. This
relation will now be proven together with some other basic combinatorial facts.

2.2 Proposition. Let I CJ CRCM C N CN. Then
(1) ihr=Jikm°Jitr

SN N N|+|M
@) ikr = i 0 3aall < 21R1 712 1M

|N||M]|

(3) imps— oo imsupy_, o, ling — inm o jmr| =0

| 7|
S4|R|m

Proof: All maps appearing in (1) and (2) act like the identity on A7, and like their
counterparts with I = {§ on the remining sites. Therefore it suffices to show (1) for
I = §. Suppose (2) had been proven for this special case. Then we would obtain for
the general case a bound of the same form, but with |I| subtracted from the numbers
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appearing in it. The bound as stated then follows from the monotonicity of the function
g+ (a+z)(b+z)(c+z)"! when (a + z) and (b+ z) are positive, and ¢ > max {a,b}. It
therefore suffices to show both (1) and (2) only in the case I = 0.

(1) jg, 1 (A) can be computed by taking 7(A) for any injective map n : M — N and then
symmetrizing over all permutations of N. It follows that ]R, mMon=17 R, g for any injective
n: R — M. Equation (1) thus follows by taking the appropriate average over 7.

(2) Consider the map jnr (resp. jmr) defined as the equal-weight averages over all 1
with n : R — N (resp. n : R — M) such that in addition n(R)N J = 0. Let pf; = j{y
denote the average over all permutation automorphisms of Ay of permutations leaving J
pointwise fixed. Then jyr = p o7 and j§,, = p¥ o1, where n and n; are any of the
maps over which jyg and j§,, are averages. Hence jngr = py 01 0fl2 = j ps © fi2, Where
n2 : R — M 1is injective with n2(R) N J = (. By averaging over all ; we find
FNR=JRmO MR

The rest of the proof consists in establishing the estimate
|R||J]

V]
Applying the same estimate to ja g, and inserting into the above equation then yields the
result. The second form of the estimate follows because |M| < |N|.

Let 7 =7 1?, g denote the set of all injectiven : R — M, and J the subset with n(R)NJ = 0.
Note that for large N the “probability” n(R) meeting J goes to zero. More precisely, by
Lemma IV.1 of [RW1], we have that

HjNR — j?\rR” <2

7\J| _ IRII7]
71— IN|

Now both j% - and jn g are averages of 7} with different weights. Since ||| = 1 for all n we
can estimate their norm difference by the sum of the absolute differences of these weights.
For n € J the weight in j?{,R is |J|7!, and in jyg it is |J|~1. The difference is ¢|7|~?.
Thus multiplied with the number |j | of terms we get the contribution € to the error. For
the remaining |7 \ J| = €|J| terms the weight in 7% g is still | 7|72, but is zero in jng.
Hence these terms also contribute € to the error estimate, and putting the contributions
of these two types of terms together, we obtain the required estimate for “]"N R— j?g R”'

% T T W . . . MT
(3) Taking J = M ' and I = N' in (2) we get limsupy ||inr — inm o JmR| < 2|R}JW|-1,
which goes to zero as M — oo by our standing assumption (2.2) on the net of tagged sets.

In the following Lemma we establish a standard way of showing that a given net X,
is quasi-symmetric, namely by showing that X can be uniformly approximated for large
N by a net of the special form N — jygrY for Y € Ar. We will call such nets basic nets,
and denote the set of such nets by Yiws. In an ordinary inductive limit Y, corresponds
to the union | J An, which is dense in the limit Banach space Ay by definition. This
density statement carries over to general “fuzzy inductive limits”, that is, whenever the
chain relation holds approximately. Here we establish it first on the level of nets. Since by
Proposition 2.2(1) the chain relation holds for j ;,Tv u With fixed I we can hence apply the
same reasoning to the inductive system (An, 7k s)-

€
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2.3 Lemma. Let Xy € Ay for all N in the given net of tagged sets. Then X, is quasi-
symmetric iff for all € > 0 there are a tagged set R and Y € Ag such that

limsup || X~ — jnRY || < €
N

X, is I-symmetric iff in addition one can choose RT = 1I.

Proof: (1) Let X, be quasi-symmetric. Then by definition there is for any ¢ > 0 some
tagged set M such that limsupy || Xy — jnmXm|| < e. Hence we can set R = M
and ¥ = Xp. Conversely, suppose that |Xn —jnRrY|| £ € for N D N.. Then
“XN -—jNMXM” < 2 + “jNRY—jNM OjMRY“ for N DD M D> N.. Ta.king in this
estimate the limit limsup,, limsup, and using the approximate chain relation Lemma
2.4(2) we find that this limit is less than 2¢ for any €. Exactly the same arguments work
for I-symmetric nets, with all jyar replaced by j& .-
[ |

With the help of this Lemma we can clarify the relations between quasi-symmetry
and I-symmetry for different values of I. Intuitively, ) is the limit of Y! as I /N, i.e.
the limit of allowing more and more tags. It will be useful also to have a systematic way
of removing tags, i.e. to include sites previously exempted from all symmetrizations back
into the bulk. The operator of “removing all tags except those in I” is given by

o =N AN = AN . (2.5)

By Proposition 2.2(1) pk, clearly is a projection. p% is the operation of removing all tags.

2.4 Proposition.
(1) For ICJ, YIc Yy’ cy.
(2) The map p' : X, — (p!X,) projects Y onto YI.

Proof: (1) The inclusion Y! C Y for any I is obvious from Lemma 2.3. What remains
to be shown is that any basic net of the form N — jjy RY can be approximated by one of
the form j#,,¥. By Proposition 2.2(2) we can set ¥ = j&,,Y for some M C N, and get
supy |7 N Y — JNMY“ < 2(|R||J|)/|M]|, which can be made arbitrarily small by taking

M large enough.

(2) It is evident that the operation p! on nets is a projection. By Proposition 2.2(1) with
N = M we have p, 0, = jkas for I C J. Hence on basic nets j3zY with J D I
the projection operation produces again basic nets. Since we can approximate any quasi—
symmetric net by basic nets jyr with RT = J sufficiently large, Lemma 2.3 says that p!
maps ) into Y!. Takmg I = J 1t is clear that basic I-symmetric nets are invariant under
the projection, hence p!()) =

i
We can now proceed to identify the inductive limit space of the system (AN, jNM)-
We will use the following notation: for any tagged set NV, and any p € K we introduce the
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conditional expectation E?\I\NT : AN — Ant with respect to the product state pV\WV " on
the untagged sites. Thus

(0, By (4) = (0@ g™ W', 4) (2.5)

where o is an arbitrary state of Ayr, and A € Ay. Since we identify Ayt with a
subalgebra of Ax we can consider IE?‘J\NT as a projection of norm one on Ay, i.e. a
conditional expectation in the sense of Umegaki [Ume]. If we identify Ay in turn with a
subalgebra of 4;,. we can also consider E?V\NT as a map ]E'})V\NT : ANy — Ajoe. This is the
point of view taken in the following Theorem. We recall at this point that K, being the
state space of a unital C*-algebra, is weak*-compact. For any C*-algebra B, C(K, B) will
denote the space of weak*-continuous functions on K, taking values in B, and topologized
with the supremum norm || f|| = sup,ex || f(p)|l - '

2.5 Theorem.
(1) Let X be a quasi-symmetric net. Then for all p € K the norm limit
exists uniformly for p € K and p — X(p) is weak*-to norm continuous.

(2) The map X € Y — X € C(K, Aisc) is onto, and isometric in the sense that
Xooll = lign X

It is also a homomorphism taking the N-wise product of nets into the product of

CLR, Ajse):
(3) A quasi-symmetric net X is I-symmetric if and only if X (p) € A1 C Aj,c for all p.

Proof: The core of this result has been proven in section IV of [RW1]. There “approx-
imately symmetric nets” ( in our terminology “f-symmetric” nets) were allowed to take
values in a net of algebras of the form B ® An for a fixed “initial algebra” B, and Ay
as above. Symmetrizations were only to be applied to the tensor factors of Ay, and not
to B. But taking B = Aj, this is precisely a description of I-symmetric nets. Therefore
we can immediately apply the results of [RW1](Compare also Theorem 2.1 in [Dul]).
Thus for I-symmetric nets the limit in (1) exists, and is a weak*-continuous function
X : K = B = A; — Ajpe. Moreover, every f € C(K, Ar) is of the form f = X
for some I-symmetric X. The isometry and homomorphism properties are also shown in

[RW1].

Since every quasi-symmetric net is uniformly approximated by I-symmetric ones with finite
I, existence and continuity of the limit, isometry property and homomorphism property
immediately carry over from the I-symmetric case. It remains to prove (3) and that
X — X is onto. We have already seen that on I-symmetric nets this map is onto
C(K, Ar). Hence suppose that X is quasi-symmetric and X, € C(K,.Ar). Hence there
is an I-symmetric net Y such that X, = Y. By (2) this means that || Xo — Yo =
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limy || Xy — Yn|| = 0. Hence X is approximated uniformly for large N by an I-symmetric
net, and must be I-symmetric by Lemma 2.3.

To see that X — X is onto, let f € C(K, Aioc). Since | J; C(K, Ar) is dense in C(K, Aioc)
we can find for any summable sequence €, a sequence of tagged sets R, and X" € Ag,
such that

f=) iwr X" with |jeor, X" <e0

where joorXRr denotes the limit Y., for the basic net Y, = j,gXr. The idea of the proof
is to pick a sequence S, of tagged sets which increases sufficiently fast, and to set

Xyv= ) jNerX"
S, CN
Note that every v is eventually included in this sum because the tagged subsets N T absorb
N as N — oo. Since ||joor, X”|| = limp ||inr, X*|| we can pick S, such that for N D S,

we have ||jyr, X”|| < 2¢,. The sum defining Xy is then convergent for every N. For later
use we note that the numbers

bv=) lineX"|
5,CN

converge to a finite limit.

We now have to show that for sufficiently rapidly growing S, the net X becomes quasi-
symmetric. With the estimate Proposition 2.2(2) we get

IXn —inmXmll < > ||Gve —dnmoimr)X? ||+ >, live X"

S, €M S, CN; S, @M
| M|
< 3 lIXY||- 4R, ] +(6n — bm)
S,,(‘(J:M

If S, is chosen large enough the v*® term in the sum is only present if M is large in the
sense of the basic net along which we take all limits. Since |M T{ /|M| — 0as M — oo
in that net, we can pick S, such that the »** term is bounded by ¢, for all N, M.
Hence the sum converges absolutely, and vanishes in the limit limps_, oo limsupy_, .. The
second term vanishes because the éy converge. It is evident from the construction that
Xoo = limy jooNXN =), Joor, X” = f. Hence X — X is surjective.
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3. The dynamics of quasi-symmetric observables.

In the previous section we have identified the quasi-symmetric nets as the appropriate
mean-field nets of observables. Suppose a dynamics for the mean-field system is given.
By this we mean that for each N in our fixed net of subregions of A there is specified
a semigroup Tt n : t > 0 of completely positive unit preserving linear maps on Ay. We
can say that the dynamics has good mean-field properties if at least it maps the set of
quasi-symmetric nets into itself. In the first part of this section we shall formalize the
notion of a mean-field dynamical semigroup as a dynamics which in addition gives rise
to a well-defined limiting semigroup in the inductive limit space As. The dynamical
semigroups considered in [Dul] had the prima facie weaker property that they preserved
only I-symmetry for each finite I C M. We will show that this is in fact an equivalent
property to the preservation of quasi-symmetry under the additional hypothesis that each
T, n 1s permutation symmetric.

In physical models it is a set of generators Gy of the dynamics T} vy = e'GN which
will usually be provided; this by way of a net of Hamiltonians or a net of dissipative maps.
Thus one will want to determine whether a given net of generators exponentiates to form
a mean-field dynamical semigroup, and in that case to compute the limiting semigroup on
Aoo.

Qur aim in this section is to demonstrate that a wide class of dissipative inter-
actions in quantum lattice systems do indeed generate mean-field dynamical semigroups.
These can be thought of as the mean-field version of interactions with infinite range, but
subject to a relatively weak decay condition. Indeed, we are able to show that the de-
cay conditions required for the existence of a limiting dynamics are strictly weaker those
required for the corresponding translation invariant interaction. Of course, this class in-
cludes interactions involving no more than a fixed finite number of sites as a special case.
Apart from proving the existence of the limiting dynamics for the class of lattice models,
we obtain a form for the limiting dynamics which shows that observables living on different
tagged sites evolve independently according to the (time-dependent) average state of the
system. This conforms with the intuitive physical picture of mean-field dynamics. We
stress, however, that mean-field dynamical limits need not in general have this property.
Indeed, in section 4.5 of this paper we construct examples of mean-field dynamical limits
which do not.

We will start the section by generalizing the mean-field dynamics of I-symmetric
sequences as described in [Dul] to that of quasi-symmetric nets. We then describe the
dynamics of quasi-symmetric nets under the influence of generators of a fixed polynomial
degree, and demonstrate the factorization property of the dynamics in the thermodynamic
limit. Finally, we show that the dynamics of the lattice class of models can be approx-
imated by those with polynomial generators (i.e. those in which only a finite number of
sites interact) and show that the factorization of the dynamics is preserved by this approx-
imation.

We will call a net of operators T, quasi-symmetry preserving if it maps the
set of quasi-symmetric nets onto itself, that isif X, € Y = T, X, € Y. The proof of the
following Lemma is a straightforward modification of Lemma 2.2 of [DW1].
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Lemma 3.1. Let T, be a uniformly bounded net operators which is quasi-symmetry pre-

serving. Then there exists a unique operator T, on Ao such that for all quasi-symmetric
nets X, (T,X,)oo = TooX o -

Definition 3.2. A net T}, : t > 0 of completely positive unital (i.e. identity preserving)
contractions is called a mean-field dynamical semigroup if

(1) for each t > 0, Ty, is quasi-symmetry preserving,

(2) [0,00) >t T} o is a stongly continuous contraction semigroup on Ae.

The requirement of strong continuity for the limit semigroup T} ., can be seen
as a statement about uniformity of the continuity of the T3 y with N. Indeed, it can be
shown (c.f. Theorem 2.3 of [DW1]) that 3.2(2) is implied by 3.2(1) under the additional
requirement that

lim ||T;,nXn — Xn|| =0

N—=o0

for all X, € ).

For any I-symmetric net X, (for example, a net which is J-symmetric for some
J C I), we will find it useful to refer explicitly to its mean-field limit as an element of
C(K,Ar), rather than the injection into C(K, Ajoc). We will use the symbol XX for this
purpose.

Corresponding to Lemma, 3.1 we have for each finite I C N a notion of I-symmetry
preservation for nets of maps. Moreover, as is detailed in [Dul], a uniformly bounded I-
symmetry preserving net of maps 7T, has a unique limit TX on C(K,Ay) such that for
all I-symmetric nets X,, (T,X,)}, = TLX.. For I C R, jI pXg will denote the limit
function X/ corresponding to the basic I-symmetric net 5/, Xg.

Suppose that a net of maps T, is I-symmetry preserving for all finite I C M. Since
we view Aj as a subalgebra of Aj,., we canonically regard T as a map on the subalgebra
C(K,Ar) C C(K,Aipc) = Aco. Now the union over I of the subalgebras C(K, As) is dense
in As. Thus we might expect to construct from the maps T a map Tw as a limit of
quasi-symmetry preserving maps on ).

It will be the case in all examples which we treat that T, is permutation symmetric
in the sense that for all tagged sets N, Ty commutes with any automorphism # of Ay
induced by a permutation 7 of N. Note that this means that T} y is independent of the
tagging N . With permutation invariance the notions of “quasi-symmetry preservation”
and “I-symmetry preservation for all finite I C N become equivalent.

Theorem 3.3. Let T, be a net of unital permutation-symmetric contractions. Then the
following are equivalent:

(1) T, is I-symmetry preserving for each finite I C N/

(2) T, is quasi-symmetry preserving.
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Proof: (1)=(2) Since T, is I-symmetry preserving for all finite I C N, it is quasi-
symmetry preserving on the dense subset of basic nets in ). Approximating any quasi-
symmetric net as closely as desired by a basic net we see that T, is quasi-symmetry
preserving on the whole of ).

(2)==(1) Let X, be I-symmetric. Then X, and hence T,X, are quasi-symmetric. But
by permutation symmetry of T, we have T, X, = T,p! X, = p!T, X,, which by Proposition
2.4(2) is I-symmetric.

u

It is worth remarking at this point by analogous reasoning to that used in the
proof of the above Theorem, one can compare the I-symmetric limits and J-symmetric
limits of T, X, for an I-symmetric net when I C J. Since T, X, is I-symmetric, it is also
J-symmetric with limit (T2, X2) ® 17 7. But from Proposition 2.4(1) X is J-symmetric
and X =X ®1 nI- Thus the family of operators TI obeys the consistency relation

TL(XL ®1Ing) =TLXL @15

Corollary 3.4. Replace definition 3.2 by the weaker statement that for all finite I C N,
Ti,. is I-symmetry preserving and has a strongly continuous limit Tt{ w onC(K,Ap). If
each T; n is permutation symmetric, then T} , is a mean-field dynamical semigroup.

Proof: By Theorem 3.3, for each ¢t > 0, T}, is quasi-symmetric preserving. Since for
each finite I, t +— TtI, o 18 strongly continuous, T} o, is strongly continuous on the dense

set UrC(K, Ar); and since HTt{ oo” <1, Tt extends to a strongly continuous contraction
semigroup on the whole of A.

We now turn to the question of finding nets of operators which generate mean-
field dynamical semigroups. We deal first with perhaps the simplest class of generators:
those which are constructed for each N by resymmetrization of an interaction of a fixed
finite number of sites, and rescaled by the system size |IN|. For any C*-algebra V let B(V)
denote the set of bounded linear operators on V. Define the symmetrization operator
Symp : Upren B(Am) — B(An) by setting setting Symy Gy to be the average over all
bijective mapsn : N — N of 171 (G ®idy\a)7. Thus Symy G is the average over the
copies G, () of Gy acting on all possible subsets A, (ar) of An.

Definiton 3.5. A net of operators G, will be called a bounded polynomial generator
of degree R if for some R C N and all N D R,

Gn ISymNGR ,

IRl
where G g is the generator of a semigroup of completely positive unital maps on Ag, and
IGrll =7 < co.
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One sees by use of the Trotter product formula that each T v = €*C¥ is completely
positive.

The scaling (|N|/|R]|) in Definition 3.5 means that for each IV, each site responds
to a mean of its interaction with all other sites. For example if |R| = 2 then for all A € A,

1
GN(AQImy) = (N =1) Z Ini,z) ® (Gryey + Gea})(AQ 1)
zEN

The I-symmetric properties of semigroups with bounded polynomial generators have been
investigated in [Dul]. We can extend these as follows.

Theorem 3.6. Let G, be a bounded polynomial generator of degree R, and set T}, =
etGe . t > 0. Then

(1) T is a mean-field dynamical semigroup.

(2) T has the disjoint homomorphism property, namely, for all finite I C N
» i
Tt,oo = ® th:g) b)
iel
where the tensor product is to be understoood in the range space Ay of C(K, Ar), and
each Tt{,i is an isomorphic copy of the same map.
(3) The restriction of Ty , to the intensive (i.e. §-symmetric) observables is implemented
by a weak*-continuous flow F;: t > 0 on K, i.e. for X, intensive and t > 0,
Tt 00X oo = Xoo 0 Fi
where K x [0,00) 3 (p,t) — Fip € K is jointly continuous and FiFs = Fiys.

Proof: (1) By section 5 of [Dul], for each finite I C N, t — T, is I-symmetry preserving
with a strongly continuous limit ¢ — Tf jon C(K,As). Thus by Corollary 3.4 Ty, is a
mean-field dynamical semigroup.

(2) is proved in section 5 of [Dul] and (3) in Proposition 3.4(4) of [DW1].
|

We now come on to discuss the exact form of T; ., when T;, has a bounded

polynomial generator G, of degree R. For each p € K and R 3 y define the bounded
linear operator L?y} on Ay} by

Li A= B CGr(A® Iny)) andset LP= L’{’l} . (3.1)

Thus for a fixed p the L’{’y} are isomorphic copies of the operator L? on A. In Proposition
3.4 of [DW1] it was seen that L? is the generator of the implementing flow F, i.e.

d
:if}—tp = .Ftp 0 L}-tp
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This is the sense in which it is said in [AM] that L? is the generator of a non-linear
dynamical semigroup for mean-field models. But we now observe that L? plays a more
general role: it generates local dynamics in mean-field models. For let Xy = jnvrXR,
making X, I-symmetric for any I C RT. Then according to Proposition 5.2 of [Dul],

(GLXL)(p) = GL & ZRL'{’,}XR)(p) =B Z%LQ;}XR
€ €

We shall prove below that ¢ — Lf* is the generator of what we term the local cocycle
t — AP in B(A) which (i) implements the flow Fip = p o AY; and (ii) has products which
implement the local evolutions: (T, X1 )(p) = (A7) (XL,)(Fip). We start be considering
the cocycle. In Lemma 3.7 we establish the existence of solutions to the differential equation
A? = A? o L7t#. The topological Lemma 3.8 is required to determine continuity of the
solution in Proposition 3.9.

Lemma 3.7.

(1) The equation

d
EA? :AgOLf‘p 3

with initial condition A§ = id has a unique solution [0,00) X K 3 (¢, p) — A} € B(A).
(2) The local cocycle A of (1) has the composition law
Ao AP = AP,

Proof: (1) |L?|| £ 4. Thus, existence and uniqueness of a norm-continuous solution of
the integral equation

t
AP =id+ f dsAPL%+? (3.2)
0

follows by standard methods (see e.g. [HS]). We clearly have the norm estimates
|AS|| < e and lim sup ||Af —id]| =0 . (3.3)
t—0 pEK

(2) For all p € K and t > s > 0 define I'"(s,t) = A?A7*” Then

d

ZT7(s:1) = I'?(s,t)L7**  and TI*(s,s) = A’
So for fixed s and p we have that for ¢t > s the map ¢t — I'?(s,t) obeys the same differential
equation as Af, and has the same boundary value at the point t = s. Thus by uniqueness
in part (1) above, I'*(s,t) = Af for all ¢ > s.

|

Lemma 3.8. Let 2y be a compact set in A. Then there exists a compact set {0 D €y such
that for any v' > v,

pEK, Ac Q=L c+'Q
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Proof: Since for any X € Ag, p — ]E[I){\{l}X is weak*-to-norm continuous and bounded,
K x A> (p,A) — LPA is jointly continuous. Thus the set ; = {LPA|p € K, A € Q},
being the continuous image of the compact set K x o, is compact. Furthermore,
sup seq, [|All < vsup4eq, [[4]l-

Proceed by iteration and construct in a like manner the sequence of compact sets 2, {23
and so on. For any ' > «, construct the set

A= (¢ A A€y ti €0, 1]}

1=t

Q:{AeA

Then {? is bounded and {LPQ |lpe K } c . Furthermore, by construction, £ can be

approximated to within ¢ by finite sums from the compact sets (2n)nen and is hence
pre-compact. Taking the closure (2 of () we obtain the required set.
[ |

Proposition 3.9. For each A € A the map (p,t) — A} A is jointly continuous.

Proof: Since by eq (3.3) ¢t — A? is norm-continuous, uniformly in p, it is enough to
prove that for each ¢, p — AJA is weak*-to-norm continuous. Now (t,p) — Fip and
(p,A) — LPA are both jointly continuous. Thus by composition (¢,p,A) — L7PA is
jointly continuous.

For a fixed A € A, let Q be the compact set  corresponding to ¢y = {A} in Lemma 3.8.
Then since

i
(AP — A%)A = / ds(A? — ASYLF+P A + A%(LF+* — L7+7)A
0
we have that
t
sup [|(Ay — A7)B|| < ’Y/ ds sup ||(AS — AZ)BI|| + 7 (™ — 1)ei(p, 0)
BeQ 0 BeQ

where €/(p,0) = supy<,<;SuPgeq ”(LT‘P - LT"’)B”. Thus, by Gronwall’s Lemma (see
e.g. [HS]) T

sup [|(A7 — A7)B|| < v7'(e™ — 1)ex(p, 0)
Beq

Since Q, K and [0,%] are compact, then by the joint continuity of (p,t,A) — L%TtPA,
e1(p,0) = 0 as 0 — p weak*. Thus (A — A7)A — 0 as ¢ — p weak*.
|

Now according to Theorem 3.6(2) T/, is constructed as a tensor product (in Aj,.)
of Tt{,:l, : ¢ € I. Thus to know T} o it suffices to calculate one of the Tt{,i. The purpose of

Proposition 3.9 is that it enables us to verify that a possible candidate for thfj, is indeed a
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strongly continuous contraction semigroup on C(K,.A). With no loss of generality we take
i = 1. We define for each finite I C N the algebra

Pl=|J {iLeX|X € Ar}
RCN

Thus P! can be thought of as a dense polynomial subalgebra of C(K,Ar) comprising the
mean-field limits of basic I-symmetric nets.

Theorem 3.10. Let X, be {1}-symmetric. Then
(TiXEN () = A XN (Fip)

Proof: Define R
(T2 x 8N (p) = A X LY (Fp)

We show that Tt{,(lx}, is a strongly continuous contraction semigroup on C(K, A). By the joint
continuity of (p,t) — Af into the strong-operator topology on B(.A), and the joint conti-
nuity of (p,t) — Fp, then for each x8 e C(K,.A) we have that (p,t) — Achg}(.'Ftp) is
jointly continuous, uniformly for p € K compact and ¢ in compacta. Hence we conclude

that Tt{,cl,zXécl,} € C(K, A) and that ¢t — ’_f’tff,l is strongly continuous. Furthermore we have
the composition law

A

(TR T X (p) = APATP XL (Fip) = Aby XN Frvop) = (T X EN)(p)
13| < nagh < o

we conclude from Proposition 1.17 of [Dav] that Tt{’}x{ : t 2 0 is a strongly continuous
semigroup on C(K, A).

where the second equality uses the composition law of A. Since

We calculate the action of the generator of ¢t — Tt{’g}) on a {1}-symmetric basic function of
degree R 5 1. By Lemma 3.7, t — Af is differentiable uniformly in p, and by Proposition
3.4 of [DW1], so is t — Fyp (in the weak* sense). So we can differentiate:

d 201y o 1] _ 8 pnFp
EE(Tt,ooXoo )(P)ltzo = EAt]ER\{l}Xth:D

— FP p
= Bhgy 2 Loy Xr
z€ER

= (@R xEN(p)
Thus the generator, éc{,é}, of t — ff’t{,lo}) agrees with G} on P11}, Since ”Tt{,ii“ < e, any
k > 7 lies in the resolvent set of G&}. For such «, (k — GENP) = (k- GE}P{1}. But
it is proved in Proposition 5.3(3) of [Du1] that P{!} is a core for G({xl,}, and consequently
(k — éié})?{l} must be dense in C(K,.A). By Proposition 2.1 of [Dav], P{!} is also as
core for @f;o Since the generators éicl,} and Gi},} agree on a core, they are equal, and so
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pl
£,

=

=T for all ¢ > 0.
[

Using our formalism the positivity and flow-implementing properties of Af follow
straightforwardly.

Proposition 3.11.

(1) Each Af is completely positive and unital.
(2) Fip=poAf.

Proof: (1) For any R with 1 € R
AX = (Thdjeo} BX @ Iny1y)(p) = lim Efn iy Ten(X @ Imgay)

Since X — X ® Imy1), Tt~ and ]E?V\{l} are all completely positive unital maps, Af, as a
limit of such maps, is also completely positive and unital.

(2) For A € A,
(po AL, 4) = (p, ALGL 1, A (Fep)) = (0, (T G001 A)(P))
= A}Enoo(P T, IN{1}A) = (Joof1} AN Fip) = (Fip, A)

|

Before extending Theorem 3.10 to treat the evolution of quasi-symmetric observ-
ables, note that since each Af is completely positive and unital, then by Theorem 4.23 of
[Tak] the product map A} ® ... ® A} (with |I| factors) on the |I|-fold algebraic tensor
product A®! extends to a completely positive unital map on A;. We denote this lat-
ter map by (A7)!. Being positive and unital ||(Af)?|| = 1. We can extend each (A7)
to B(Aioc) by tensoring with the identity map, and construct the infinite tensor product
(A)>® = limj ~pr(AL), the limit being in the strong operator topology of B(Al.c). Our
final theorem for bounded polynomial generators is as follows.

Theorem 3.12. Let T;, = €'®* with G, a bounded polynomial generator. Then A,
Iocally implements T o, in the sense that for all X € Y,

(Tt00Xo0) () = (AD)® Xoo(Fip) - (3.4)

Proof: Combining Theorem 3.10 with Theorem 3.6(3) we see that equation (3.4) holds for
I-symmetric nets X, with limits of the form X! = A1 ®... ZJd Since (AD)T is bounded,
one obtains the stated result for any function in C(K, .Ay) by approximation with limits of
sums of such terms. The final form is obtained by approximating nets in Y by basic nets.
|
Recalling that (T} c0Xoo)(p) = imy— oo IE?V\NTTt,NXN € Alioe, the form of T} o

given above shows that Af implements the one-site evolution of tagged sites when the
bulk (of untagged sites) is in the product state formed from p. In the remainder of this
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section we extend Theorem 3.12 beyond the bounded polynomial generators. Consider the
following nets of generators.

Definition 3.13. A net of operators G, will be called lattice class if for each finite
M C N there exists net N — I'. € B(Ap) such that following condtions hold.

(1) T{; =0 for all N C M.
(2) Ty = limy_,00 T'Y; exists in the strong operator topology.

(3) The bounds vy = supy-um ”I‘AN,I” are summable so that ), |[M|yy = v < 0.
(4) For each N

N
Gn= ), IlMll Symp (T'3)
MCN

is the generator of a norm-continuous semigroup of completely positive unital contrac-
tions on Apn.

This definition makes sense not only for nets of generators, but also of general
bounded operators on Apy. For Gy to generate it is sufficient, but by no means necessary,
that each '} generates on Ajps. The polynomial generators (resp. operators) are the
special case, Where ' is non-zero only for some M, and independent of N. The next level
of complexity is to allow the N-dependence, but to retain only one fixed M. A generator
constructed in this way is asymptotically equal to the polynomial generator constructed
from T'p = limp TY;. In this case the “lattice class bound” v is v = |M|supy ||I‘ M”
If for each ¢ in some mdex set G’ is a lattice class net of operators on B(A) with lattice
class bounds 4* such that ) ;7" < co the sum Gy =} ; G’y exists for all N, and defines
again a lattice class net with bound v < 37, 4%, It is useful to note that the sets M in this
definition enter only via their cardinality: due to the symmetrization over M implicit in
Sym the labelling of the set M becomes completely irrelevant. By adding up all terms
coming from M’s of the same cardinality we can reduce the sum over M to a sum over
only one standard set M, say {1,...,|M|}.

The lattice class generators can be seen to arise in the following way. Let N = Z¢,
and let the fixed net of regions be such that N — oo in the sense of Van Hove [Rue].
Suppose that a translation invariant family of generators M +— I'pr € B(Aps) is specified
for finite M C Z%. Construct the generator net

Gy = Z Z CMiz

ME)O TE Zd
M+4zCN

G, is, of course, translation invariant rather than permutation invariant. When Gpm(+) =
[P 1, ] for some family (P pr) of self adjoint potentials, it can be shown [BR] that a limiting
dynamics exists provided that Y ,,50 €1 ||Ty| is finite. But it is shown in [DW1] that
the symmetrized version of this interaction N — Gn = Symy ¢ N 1s lattice class. For
lattice class interactions it is then proved in [DW1] that a limiting dynamics for intensive
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(i.e. P-symmetric) observables exists. We see from Definition 3.13(3) of the lattice class
that this means that this dynamics exists under the condition that v = 3,50 IM|||Tam||
is finite, a considerably weaker condition than that of [BR].

In the remainder of this section we will show that for lattice class generators, the
limiting dynamics exists for all quasi-symmetric nets, and furthermore that this dynamics
is locally implemented as in Theorem 3.12.

With the I'ps as in Definition 3.13, define the bounded polynomial generator net
GM by

N
GYM = Z IIMll Sympy gy
MCM

We aim to show that G, generates a mean-field dynamical semigroup by showing that it
can be approximated by those generated by the GM. When we assume that A is finite
dimensional this turns out to be quite easy to prove. In view of the calculation of the
0-symmetric mean-field dynamics for lattice class generators in section 4 of [DW1], we
expect that the proof for A infinite dimensional is possible, albeit lengthy.

Denote by A; Mr the cocycle which locally implements the mean-field dynamical
semigroup generated by GM, and denote by LM:* its generator. FM will be the corre-
sponding flow on K.

Lemma 3.14. Let G, be lattice class, and Iét A be finite dimensional. Then the norm
limits

LPA= lim LM*4 = ZIEM\{I} (A ® Tyngay)

M—o0

and A} = limp—eo Aiw " exist, are continuous functions of p, and satisfy equation (3.2).
A% is completely positive and unital.

Proof: Summing the terms in GM we see by comparison with equation (3.1) that

LMrA= 3 B 1G4 8 Ling))
McM
| ZMPA|| < >omrem ITm || ||A]l. By 3.13(3) this is bounded uniformly in M and p by v,
and the tail } /-5, ||I‘MrH — 0 as M — oco. Hence LM*A is convergent as M — oo
to the form of L?A given. Since convergence is uniform in p and for each M p — LM
is continuous, then p — LPA is continuous. According to Theorem 4.11 and Proposition
4.6(2) of [DWI], the flows FM p converge weak* as M — oo, uniformly for ¢ in compacta,
to some Fip € K, where t v F; is a weak*-continuous flow on K. Since A is finite
dimensional this holds in the norm topology of K as well. It is now a straightforward
matter to show that A ? converges uniformly to the unique norm-continuous solution
A? of the equation Af = id+ fot dsAPL”+P. Since convergence is uniform, p — Af is

continuous. As a limit of completely positive unital maps, A? is completely positive and
unital.
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Theorem 3.15. Let G, be of lattice class, with A finite dimensional. Then G, is the
generator of mean-field dynamical semigroup which is locally implemented by the A{ of
Lemma 3.14, and which hence has the disjoint homomorphism property.

Proof: Since we work in the norm topology of K it is a simple matter to show that for all
finite I C N, (T{ o f) = (AD)! f(Fip) defines a strongly continuous contraction semigroup
onC(K, Ar). One differentiates to find the action of its generator GL on basic I-symmetric
nets X, = j_IRXR with I C R as
(GooXoo)p) =Efy; D Ly X
z€ER

But this is equal to (GL X )(p). For G.j.rXr =35 Y™ where for for each M, VM)
is the quasi-symmetric net N — YISIM) = (|N|/|M|)(Sympy TN)inrXr : N D M. By
3.13(3), M — ||[Y(M)]| is summable, so that for each ¢ > 0 there exists M, such that
IGejerXR = D prem, YM)|| < e. Hence G,j,rXr is quasi-symmetric and

(GujerXR)(p) = lim 3 Y (p)

. M
= lim Ef,; > LM Xp
zE€R

= Jim Ef\ ) L°Xr
z€R

= (é.J-RXR)io(P)

In Proposition 3.16 below we show that P! is a core for GL,. Then the above argument
shows that for s € € : Re(s) > 0, ((s — G)Vis), = (s — GL)YPT = (s = GL)PT is
dense in Y¥. So by the implication (4)=>(5) of Theorem 2.3 of [DW1], and Theorem
3.2 of [Dul], GL is well-defined and G, has an I-symmetry preserving mean-field limit
which is generated by GL_. This is true for all I, thus G, generates a mean-field dynamical
semigroup T} oo, and (T} 00X oo )(p) = (AD)X X (Fp).

|

It remains to show that P! is a core for GL. Our strategy is to express égo in
terms of a derivative on C(K,A;), and then use standard methods to show firstly that

the set of differentiable functions is preserved by Tt{,g and is hence a core for GL_, and
secondly that each differentiable function can be approximated, along with its derivatives,
by an element of P?.

For a unital C*-algebra V and f € C(K,V) we define the gradient df(p) of f at
p € K by

(0= p,3f(p)) = St~ (1=t)p) (35)

t=0
and say that f is differentiable whenever this exists as a continuous function on K. Equa-
tion (3.5) must be understood as being V-valued in the sense that the duality (-,-) is
between A and K, leaving (o — p,df(p)) € V. Equation (3.5) fixes the gradient only
up to a multiple of the identity. We remove this ambiguity and fix df as an element of
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C(K,V ® A) by imposing the convention that {p,df(p)) = 0. C}(X,V) will denote the set
of differentiable functions in C(K,V). Clearly P! C C}(K, Ar).

This notion of a derivative also lifts to B(V). Let H € C(K,B(V)). Then we
define dH to be the element of C(K,B(V)) such that (dH)X = d(HX) for each X € V.
For example, take ¥ = A, and let I be the local generator corresponding to a bounded
polynomial generator G, of degree M. Let A € A, p,o0 € K, and for h € [0,1] set
pr = p+ h(oc — p). Then

(o, dLP A) = lim (B3}, (1) — B\ 11))Gn(4 ® Tany(ay)

= (IM| = DEGElf 1,2 FM(A ® Inr\(1))

According to Theorem 4.11 and Proposition 4.3 of [DW1], the limit flow F;p =

poAf = polimps A;M '# is differentiable and hence preserves the set of differentiable complex-
valued functions. In particular

d(f o Fe)(p) = JL(df)(Fep)

for a suitable Jacobian J{ € B(.A), and furthermore there exists a bound ||Jf|| < e™. We
require now to prove a similar result for Af. Since we work with A finite dimensional, the
proof is quite simple. Item (5) of the following proposition also provides the last remaining
step in the proof of Theorem 3.15.

Proposition 3.16. Let A be finite dimensional. Then

(1) L is differentiable

(2) A is differentiable for all t > 0.

(3) For all finite I C N, C*(K, A;) is invariant under T}, for all t > 0.
(4) For all finite I C N, C(K, Ay) is a core for GL_.

(5) For all finite I C N, P! is a core for GL .

Proof: (1)
W7 ([ = L) = (LMer — LM < BT ST (M| = 1) || (B gy — B ay)oe |
M'DM
<lo—ell Y, IMIITall - (3.6)
M'DOM

By Definition 3.13(3) this bound is the tail of a covergent sum. Thus the limit of the LHS

of inequality (3.6) as M — oo is zero, uniformly in k. We showed above that each LM is
differentiable, and so dL* exists and is equal to limps_,co dLM2.

(2) Since A is finite dimensional, we consider t — (Fip, A7) as an integral curve of the vector
field (p,A) = (poL?, AoL?) on the Banach space K x B(.A) with norm ||(p, A)|| = ||ell + Al
Since L is bounded and p — L? is differentiable, one sees (from section 4.1 of [AMR])
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that p — Af is differentiable, at least locally in time. In fact, since

(5 )| < 71, M
then in fact these integral curves exists for all time and are differentiable.
(3) Let f € C}(K, Ar). Then clearly
(AT5 ool )p) = (AADDF(Fep) + (D) TEAf(Fep)
(4) Let f € C}(K, Ar). Then

L (o) = i(Af)If(ftpq

= ER\] ZL ;,;}f poL?,df(p)) - (8.7)
zEl
Thus C'(K, Ar) is a subset of dom(GL,), which by (2) and (3) is Tt{ oo invariant. Further-
more, C'(K, Ar) is dense in C(K, Ar) (it contains the dense subset of polynomials P') and
so it is a core for GZ,

(5) We complete the proof by showing any f € C!(K, Ar) there is a sequence of polynomials
(fr)nenw C P! such that limy o0 fn = f and limp—,00 dfn = df. For then from equation
(3.7) one sees that lim,—, 0 GE o tn = Gf;of and so P! is a core for GI

Consider the set £ of linear functions { pr—IE {1}A‘ A€ A II+1} in PI. Clearly the algebra

generated by £ is dense in P! and hence dense in C(K, As). Furthermore for p # o € K
we can choose and g and h in £ such that g(p) # 0 and (o — p,dh(p)) # 0. So, by
Nachbin’s Theorem stated in Theorem 1.2.1 of [Lla], the algebra generated by L is dense
in C'(K, As) in the norm || f||; = ||f|l + ||df]|, as required.

|
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4. Properties of the the limiting evolution

4.1. Hamiltonian systems

In many examples the semigroups 7% y are reversible in the sense that the generator is of
the form

Gn(X) = [N|i[Hy, X] (4.1)

with a Hamiltonian density Hy = Hj € Apy. For the thermodynamics of mean-field
systems it is sufficient for H to be }-symmetric [RW1]. For the dynamics one needs to
assume more, e.g. that the generator be of lattice class as in Definition 3.13. This is readily
written in terms of H: we want that

Hy =Y juHN with H €Ay (4.2)
MCN

h th M|* sup ||Hpy
such that %:I | SR.IpH M||<oo

and  Hy=| - ligfnﬂﬁ exists.

Then Definition 3.13 is satisfied with T'8(-) = |M|i[HL,-].

For Hamiltonian dynamics each Tt y is an automorphism. Since the N-wise prod-
ucts of quasi-symmetric nets are again quasi-symmetric we conclude immediately that
Tt,oo(XooYoo) — (Tt,o (X"K))oo = (Tt,-(X. )Tt,o (K))oo = Tt,oo(Xoo)Tt,oo(Yoo) Thus Tt,oo
is a homomorphism. Within the lattice class of generators we can say more: the local
evolutions are themselves Hamiltonian, with a p-dependent Hamiltonian:

LP(A) = ilHP, A with H =Y |M|Efy ., (H5) (4.3)
M

The growth condition on supy || H ﬁ” ensures that ||H?|| is bounded on K, and H? has
continuous first derivatives with respect to p. This form of L? has the consequence that
each A is unitarily implemented: we have

AP(A) = UPAUP  with %U{’:iwﬂﬂp md Of =0 . (4.4)

The Hamiltonian H” is closely related to the energy density function Hy, : K — R,
which enters the Gibbs variational principle for the limiting free energy of the mean-field
system [RW1]. In the Euler-Lagrange equations for this variational principle one needs
the gradient of this function, i.e. the derivatives along directions in the state space. The
gradient dH,(p) in the sense of equation (3.5) is an element of A, also called the “effective
Hamiltonian”. The thermal equilibrium states are then infinite product states with a one-
particle state p which is an equilibrium state for H”. This amounts to an implicit non-linear
equation for p known as the “gap equation”[RW1,Wer]. Assuming Hy to be of the form
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(4.2) we obtain

(o — pr AHeo(p)) = & Hooftr — (1 - o)) (4.5)

d
= G 27 = (- 00", B

= ZIMI (0 —p)® ™=, H)

:(a—p,Hp> " (4.6)

Here the first equality in (4.5) is the definition of the gradient as an element dH(p) € A,
and the last line shows that H? satisfies this definition. It is clear, however, that equation
(4.5) fixes the gradient only up to a multiple of the identity. As in section 3, we can get rid
of this ambiguity by imposing the convention (p,dH(p)) = 0. Then the above equation
becomes dH(p) = H? — (p, H?) 1.

The identification of H? with the gradient of H is also important for establishing
an important property of the flow F; in the Hamiltonian case: it is itself Hamiltonian in
the sense of classical mechanics [DW?2]. In order to make sense of this statement we have
to introduce a symplectic structure on the state space K. The state space itself has no
natural symplectic structure (it may be odd dimensional). However, each of the leaves
of the foliation of the state space into unitary equivalence classes of states allows a non-
degenerate symplectic stucure [DW2]. Since Af is unitarily implemented we already know
that the flow Fyp = po Af respects this foliation. The easiest way to define the symplectic
strucure on all leaves simultaneously is to define the Poisson bracket of two differentiable
functions f,¢: K — R. Using the definition (4.5) of the gradient we set

{f,9}(p) = (p,i[df(p),dg(p)]) - (4.7)

Note that the convention for the gradient is irrelevant here, since multiples of the identity

drop out of the commutator anyway. One now checks easily [DW2] that the flow satisfies
Liouville’s equation in the form

—f(ftp)l _ = {Hoo, f}(p) - (4.8)

The possibility of writing the limiting evolution as a classical Hamiltonian flow
was noticed a long time ago in [HL]. However, in order to state this, Hepp and Lieb used
the natural symplectic structure on the coadjoint orbits of a Lie group. Therefore the
Hamiltonian had to be written as a function of the generators of a group representation.
This approach was also adopted by [Bol]. It has the disadvantage of introducing an
additional auxiliary object (the group representation) which becomes unnecessary as soon
as the symplectic structure is established on the state space itself. For the dissipative
evolutions discussed below the disadvantage becomes even more pronounced.

To summarize: if each Ty y is generated by a Hamiltonian, then the global dy-

namics is given by a Hamailtonian flow, and the local dynamics is also generated by a
Hamiltonian.

t=0
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4.2. Lindblad generators from (-symmetric nets

It is well known [Lin] that the generator of a dynamical semigroup can be written as a
sum of a commutator and terms of the form G(X) = V*[X, V] + [V*, X]V. If we want to
turn this into a net of generators a natural possibility is to insert for V' a §-symmetric net
like the Hamiltonians in the previous subsection, and to multiply the result by the system
size. It is this class that we would like to study here. We mention that the only type of
dissipative inter-particle interaction included in some previous work [Un3] was a single
term of this type.
More precisely, we demand that the generators are of the form

GN(X) = IN| Y Vi n[X, Van] + Van*, X Va,n
where Vo, n = Z j?VMV;\,IM

MCN
where  yq,Mm = p “VOI,VM" <oo , (4.9)

(i) (o) <=

It is clear that under these circumstances the nets V,,, are f-symmetric, and

V°,°M - li]]\_}n Val\f am €xists in norm

Vool )= ¥ 02 Vo) - (4.10)
M

Moreover, the functions V4o : K — € are differentiable, and dV, c(p) =
YoM Eﬁd\l(VcS?M) € A. We can then compute the local dynamics as follows:

4.1 Proposition. Generators of the form (4.9) are [attice class in the sense of definition
3.13, and hence define a mean-field dynamical semigroup. The generator of the local
dynamics is

LP(A) =:[H?, X] ,
1
P — E :_ ¥ e N
where Y = - ?:(Va,oodva,oo Va,OOdVarco)

Proof: By the remarks after Definition 3.13 it suffices to consider a single term «.
Hence we will simply omit « from the above formulas. Moreover, we may assume that V3
is non-zero only for some standard set {1,...,|M|} for each cardinality of M. Now each
of the two terms in Gy = |N|V¥[X, Vn] + [Va™, X]|Vn involves a double sum over M, M’
of terms of the type

M,M' . * .
GNMIX = N (% Var)* X, (G ar Vo)



1044 Duffield and Werner H.P.A.

We claim that GMM' is a lattice class net of operators with a lattice class bound (|M| +
|M|"Y2ymym:. By the remarks after 3.13 this will be enough to complete the proof, since

D, (M M2y yme < 40, mPym) (2 Tm)-

The expression for GS\J,W’M’) is the average over all pairs (m,n') of permutations of
{1,...,|N|} of |[N| #(Va)*[ X, #' (Vi )], where we have identified Var, Varr with elements
of AN living at the sites indicated. Substituting 7' = 777" we can thus write

; 1 L
Y™ = |N|Symy (ﬁ‘, > Vil JF(VM')])

It is easy to see that under the outer symmetrization all terms coincide, for which the
“overlap” M Nw(M') has the same number of elements. Let N!cx(N) denote the number of
permutations of {1,...,|N|} with |M N#(M")| = k. By definition we have >, cx(N) = 1.
Then we can write G%W’M ) = |N|/(|M|+]|M']) Sym y, ['Y; with T'Y; an operator on Apem,
where M&M' is a set of cardinality |M|+ |M'|, say {1,...,|M|+ |M'|}, and

T enr = IMEM'|S cx(N)(Vag @ Iy [, 1M1=* @ Vi @ 1]
k

This expression makes sense only for |N| > |M&M'| = (|M| + |M]|"), but we can choose
any definition of T'}; for the finitely many exceptional N without changing the validity
of our claim. Now by Lemma IV.1 of [RW1] we have ¢g = 1 — O(N™!), and hence
Ty = limy TRy pre = (Ve ® TY)*[., 1Y @ Varr]. It remains to compute the the
limiting generator L?. We could do this by adding up the contributions L‘(" M, M) from all
pairs (M, M'").

A quicker way to see the result is to use the results of the previous section: since VN
satisfies the conditions (4.2) (apart from hermiticity) we know (by splitting V, n into
hermitian and skew-hermitian part) that N — Xy = |N|[Vo,n, 4 @ 1NI-1 s a {1}-
symmetric net with X (p) = [dVa,c0(p), 4]. Multiplying this {1}-symmetric net with the
f-symmetric net V; y; we get a {1}-symmetric net with limit Vi co(p)[dVa,c0(p), 4]. Adding
the contribution from the conjugate term in the Lindblad form, and summing over a we
find that Gn(A®Q TV is {1}-symmetric with limit L?(A) as stated in the Proposition.
|

Since the local dynamics is generated by a Hamiltonian it might be suspected
that this forces the global evolution to be Hamiltonian as well, but this is not so. We
demonstrate this with the following elementary example:

Example: Let A4 be the algebra of 2 x 2-matrices, and set Vy = jyiot, where ot =

(8 (1)> . Then from the Proposition one readily verifies that

170 —pi12
Hf = = . 411
2 (P21 0 ( )

The flow is determined from the differential equation p = :[H?, p]. This equation can be
written in terms of the variables z = p1; — pa2, ¥y = [p12|2, and the argument of p;;. The
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latter is constant, and we can furthermore eliminate y from the fact that F;p is unitarily
equivalent to p, and consequently 2tr(p?) — 1 = z2 + 4y = A? is a constant of the motion.
The resulting equation & = 2% — A? is readily solved, and gives z(¢) = — X tanh(\(t — %p)),
where to is determined from the initial condition. For t — oo we get z(t) — —A, and
consequently |p12]2 =y — 0. Thus in the state space, which is identified with a ball in 3
dimensions, the flow moves along the meridians on concentric spheres to the southern half
of the axis. It is thus certainly not Hamiltonian.

In this example, although the flow F; is no longer Hamiltonian, it is reversible
in the sense that it also exists for negative times. This is no coincidence. In fact, if we
replace Vo v by Vo, N = V(;", N We obtain another generator G, of the form (4.9), and from

Proposition 4.1 we immediately get the local Hamiltonian as H? = —H?. Thus in spite of
the fact that for finite NV no T} y needs to have a positive inverse, T} o, does.

We have seen that for the generators studied in this subsection the local dynamics
is generated by a state-dependent Hamiltonian H”. It is natural to ask whether any more
can be said about the generators of the form (4.9), or whether any function p — H? can
occur. Since we have not attempted to find exhaustive conditions under which the mean-
field limit of a net of generators exists, we cannot be expected to show the latter result.
However, we will show the only slightly weaker statement that any function p — H? may be
approximated by local Hamiltonians arising from generators satisfying (4.9). In particular,
any ordinary differential equation respecting unitary equivalence classes is approximately
the equation determining the flow F; of some mean-field dynamical semigroup. This makes
it unnecessary for us to provide examples of various types of possible behaviour of the flow:
any structurally stable phase portrait of dynamical systems, stable and unstable points
and limit cycles, as well as chaotic behaviour can occur.

The proof that approximately all H? occur is simple. It is useful for this purpose
to think of p — H? as a 1-form on K. This is permissible since gradients, 1-forms and
local Hamiltonians are all defined only up to multiples of the identity. By Proposition
4.1 H* is a sum of terms of the form 1(Va,c0dVa oo — Var 00dVa,00). It is useful to write
Va,00 = f +1g. Then the contribution to the Hamiltonian is 2(gdf — fdg).

In this expression f and g can now be chosen as arbitrary real valued polynomials
on K, or even sums of polynomials converging in C2-norm. (We do not need the latter
fact, it suffices to use the polynomials for the approximation argument). In particular,
setting f = gh, any 1-form g2dh with polynomial g, h can be realized. Since on a compact
set any differentiable function (of finitely many variables) can be approximated uniformly
together with its derivatives by polynomials [Lla], we can drop the constraint that g and
h should be polynomials. Since we can write any bounded function as a difference of two
squares (take the first square as a constant larger than the upper bound), we conclude
that by taking sums we can uniformly approximate any 1-form.

To summarize, in the class of mean-field dynamical semigroups studied in this
subsection the local dynamics is still Hamiltonian. The flow F; thus respects unitary
equivalence classes and is reversible, but not Hamiltonian. On any one equivalence class
essentially any flow is possible.



1046 Duffield and Werner H.P.A.

4.3. General lattice class

In the previous section we demonstrated that essentially any function p — H? can occur
as the local Hamiltonian of the local dynamics in a suitable mean-field model in the class
described. Here we address the same question for the lattice class: we will show that
the functions p — L, which can arise from mean-field dynamical semigroups with lattice
class generators are dense in the set of continuous functions associating with each state
p a generator LP of some dynamical senmigroup on A. The purpose of this question is
to verify that we have not missed some structure theorem for the local dynamics which
would put a constraint on this function. For simplicity we will always assume that A is
finite dimensional.

4.2 Proposition. Let A be finite dimensional, and let C(K,B(A)) denote the space of
continuous functions on K with values in the operators on A. Consider the cone G of
functions L € C(K,B(A)) such that for all p, L? generates a dynamical semigroup, and
the subcone G,y C G of local generators p — L? arising from polynomial generators. Then
Gpg 1s norm dense in G.

Proof: We consider first polynomial generators Gy = (|N|/|R|)Symy Gr with Gr ex-
tremal in the cone of permutation symmetric Lindblad generators on Ag, i.e. we consider
the form Ggr(-) = |R|Symp V*[-,V]+[V*, -]V with V € ARr. Note that we do not require
V itself to be permutation symmetric. As a convenient expression for L? in terms of V' we

use

L) = 3 Bl { V14, VI+ ViV ) (4.12)

zeER
where 7, embeds an A as the copy of A at site z. From this expression it is clear that
LY, o1 = LY, and more generally
L?/@W o (pR7V*V>L§V + (pS,W*W>L'{)/ ’ (413)

where V € Ag and W € Ag. Note that the coefficient of Lf,v depends on V and conversely.
We want to get rid of this dependence by finding suitable W for which the first term
becomes negligible, while (p%, W*W) approximates any desired function. A subclass of
the generators discussed in the previous subsection precisely meets this description: we
set Wg = jg-S,F with F' = F* € Ag/. Then by Proposition 4.1 we have limg L€Vs (A) =
i[HP, Al with tH? = WX dWo, —WoodWZ . But since F is hermitian, W, is a real function,
and hence H? = 0. On the other hand, limg(p®, W*W) = |jooS:F12, which is the square
of an arbitrary real polynomial on K. By this we can approximate an arbitrary positive
continuous function, and consequently the closure of G,, contains all functions of the form
p — f(p)LY, with f € C(K), f >0, and L}, € Gpy. Any constant function L? = L is in
Gpg, since we can take the corresponding one-site generator Gy = |N|Symy L.

Given now an arbitrary function L € G we can choose a sufficiently fine continuous partition
of the identity, i.e. fo € C(K), fo >0, >, fo =1, such that f, has its support only near

some pq, such that L? is uniformly_close to Y, faLP*. We have just shown that the latter
expression is in the closure of G,,. Hence Gp, is dense in G.
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4.4 Lindblad generators from permutation operators

For finite dimensional A any net of generators is of the form Gn(X) = |N|i[Hn,X] +
| V| ZQ(V:’N[X, Va,nN] + [Va,n*, X]|Va,n). In this subsection we suppose that 4 is the
algebra of d xd-matrices, and that Hy and each V,  is a linear combination of permutation
operators. Then Gy vanishes on any operator X commuting with permutations, and dually
pN o Gn = 0 for any state p € K. Thus every homogeneous product state pV is invariant
under the semigroups T; n. Since the generator of the flow is expressed by evaluating Gn
in such states, it is clear that if the G define a quantum dynamical semigroup, every
state p will be invariant under the associated flow. Hence the flow F; is trivial. This
does not mean, however, that the local dynamics is also trivial. Indeed, we know from
the previous section that approximately we can realize any local generator p — L?, and in
particular any L? such that po L? = 0. However, for the mean-field dynamical semigroups
discussed in this section we do not have to invoke this approximate result: the flow is
exactly constant.

As a first example, consider the Hamiltonian case. For simplicity we choose a
polynomial generator of degree R, i.e. weset Hy = j?{,Rf:T = j?\m Y nesy Mm)Ux, where Sp
denotes the group of permutations of the sites R, U, the unitary operator implementing the
permutation 7, and h is any function on Sg. The operator j% - implies an averaging over all
permutations hence we may suppose without loss of generality that H is itself permutation
invariant. Equivalently, A can be taken as an invariant function (h(wn') = h(n'x)), i.e.
it is in the center of the group algebra. The complete information about the dynamics is
contained in the energy density function

Heo = (0", ) = Y h(m)(p",Us) - (4.14)

Since every unitary U Q U---U = U®E commutes with U,, # € Sg it is clear that
Hoo(p) = Hoo(p o ady). Thus H is constant on each unitary equivalence class. The flow
on each of the symplectic submanifolds of K is thus generated by a constant Hamiltonian,
i.e. the flow is constant in accordance with the general remarks made above. In order to
evaluate (4.14) more explicitly we use the formula tr(A; --- Ay) = tr((A1 @ - - - An)Ux),
for 7 the cyclic permutation of {1,...n}, which is readily shown by expanding both sides
with respect to the same basis. We get

(p%,Ux) =TT (6™, (4.15)
k

where ng(m) is the number of cycles of length k appearing in the cycle decomposition of
m € Sg, and where we have used the symbol p for both the state and its density matrix.
Thus H is a polynomial in the |R| variables tr(p¥). Put differently, Ho, is a symmetric
polynomial in the eigenvalues of p. It is easy to check that all such polynomials can occur.

The Hamiltonian for the local dynamics is H? = dH(p). This is non-zero, so the
local dynamics is not trivial. From the form of H,, it is clear that H? is a polynomial in
p and the numbers tr(p*). In particular, [H?, p] = 0, confirming once again that the flow
is constant,
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The simplest, though physically quite interesting example of this kind of Hamilto-
nian is the mean-field version of the Heisenberg model. There we have d = 2, R = {1, 2},
and the Hamiltonianis Hg = Zi=1 o’ ®c? = 2F —1, where ¥ denotes the Pauli matrices,
and F' = U(yz) denotes the flip operator. Then Hoo(p) = 2tr(p?), and H? = 4p.

In the context of the class studied in subsection 4.2 the assumptions made at the
beginning of the present subsection amount to postulating that each VfN is a linear com-
bination of permutation operators. Thus V, o can be chosen as an arbitrary polynomial
in the variables tr(p*). Repeating the arguments in 4.2 we find that H” is now an arbi-
trary polynomial in p whose coefficients are symmetric polynomials in the eigenvalues of
p. Taking the flip F' and Vy = j?sz gives a trivial dynamics because F' = F'*, as noted
in the previous subsection. So one has to go to higher order permutations.

The next possibility is to use directly formula (4.12) for general polynomial gen-
erators. With V = F it is easily evaluated using the formula tr(A ® BF') = tr(AB). This
gives tr(o @ pL%(A4)) =tro®@ p(2F(I® A) — F?(AQ 1) — (A® 1)F?) = 2(tr(o) tr(pA) —
tr(c A) tr(p)). Hence

LP(A) =2(p(A) — A) (4.16a)
AP(A) =e 2P A 4 (1 — e 2)p(A)T (4.160)

1.e. the local evolution contracts exponentially fast to multiples of the identity.

4.5 Failure of the disjoint homomorphism property

We have shown in section 3 that for a net of generators to generate a mean-field dynam-
ical semigroup in the sense of Definition 3.2 it is sufficient that they be of lattice class.
Here we give some simple examples to show that this condition is by no means necessary.
These examples also show that some of the characteristic features of the limiting semi-
groups derived above are not valid for arbitrary mean-field dynamical semigroups, but are
consequences of the special lattice class form.

There is a standard way of obtaining a dynamical semigroup from a Hamiltonian
evolution: for any Hamiltonian H = H* we may consider the generator

GH(A) = H*[A, H] + [H*, AJH = i[H,i[H, A]] (4.17)

Thus G¥ is nothing but the square of the generator i[H,-] of the Hamiltonian evolution.
It is well known (see Theorem 2.31 of [Dav]) that squaring the generator of a group of
isometries on a Banach space produces the generator of a contraction semigroup, which is
just the integral of the group of isometries with respect to the convolution semigroup of
the heat equation. Explicitly, we have

- +o0 . .
etC (A) = / ds ut(s)e”HAe_”H
-0 (4.18)

82

with wy(s) = (4nt) Ve
It is important to note that in this integral both positive and negative s enter. Thus

squaring the generator of a non-reversible quantum dynamical semigroup will not in general
produce the generator of another.
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We now apply this construction to a mean-field dynamical semigroup, generated
by a net Hy of Hamiltonian densities satisfying (4.2). Let us denote the resulting mean-
field dynamical group by Si n(A) = exp(it|N|Hn)A exp(—it|N|Hn). We now square the
generator for each N, getting

Gn(A) = NP (HH[A, Hn] + [Hy", AlHy )

(4.19)
Ty n(A) = fds pi(ds) Ss n(A)

Now let X € ) be quasi-symmetric. Then so is S,,(X,). Using the strong continuity
of S, . we then find that T;,(X,) is again quasi-symmetric. Hence T;, preserves quasi-
symmetry. We can take the limit N — oo under the integral and obtain

Tyoo = f ds w5 - (4.20)

Hence T}, is a mean-field dynamical semigroup. The generator G, is clearly not of lattice

class, since |Gn|| grows like |N|* rather than like |[N|. We know that the evolution
described by S on the intensive variables C(K) is given by a Hamiltonian flow. The
generator of this flow is a first order differential operator. Its square, which generates the
restriction of Ty o to C(K) is hence a second order differential operator. We may put
this in probabilistic terms saying that the evolution of intensive variables under T} o is
given by a diffusion on K rather than a flow. More precisely, we get a diffusion along the
orbits of the flow generated by Hs,. We could also add several generators like G, and
obtain diffusions along higher dimensional submanifolds in K [DW1]. We note that the
generator (4.17) is very similar to the form considered in section 4.2: There we would have
taken |N|(H} (A, HN]+[Hn*, AlJHx) = [N|"'Gn. Since Gy has a well defined limit it is
clear that |N|"'Gy goes to zero. We have noted this consequence of the hermitian nature
of Hy before and used it in the proof of Proposition 4.2.

The integral formula (4.20) not only gives the evolution of the intensive observables
but also the local evolution. It can no longer be given by a local cocycle A7, because the
equation determining Af (Lemma 3.7) presupposes the existence of the flow. The root of
this difficulty is the failure of the disjoint homomorphism property (Theorem 3.6(2))for
T, N, which is easily verified from the form of the squared generator of Se.
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5. Local and Global Evolutions.

5.1 Global mean-field dynamical semigroups need not be local.

The notion of mean-field dynamical semigroup which we have used in this paper, namely a
limiting evolution of quasi-symmetric nets, is a priori stronger than the original formulation
of [DW1] as a limiting evolution for the subset of intensive (i.e. }-symmetric) observables
only. We constrast these by saying that the latter comprises an evolution of global or fully
site-avearged quantities only, which the former gives the evolution in local regions as well.
So far we have given examples of operator nets which generate in the stronger local
sense. In fact we can adapt section 4.4 to demonstrate an operator net which for which
there is a limiting global evolution, but not a limiting local evolution. Thus the present
notion of a mean-field dynamical semigroup is indeed stronger than the former notion.
Assume for the fixed net (N, )qex that |N| takes odd and even values infinitely
often. We shall call IV itself odd or even accordingly. From the operator Hy; 53 = 2F — 1

of section 4.4, form the bounded polynomial generator Gy (-) = |N|Symy[H (1,2} » - ], and

set Gy = (—1)|N IGw. Thus, G, is like a bounded polynomial generator, except that the
N** element is multiplied by the alternating quantity (—1)!Nl. Clearly the two nets

T{:fld = {Ty, v | N odd } and ;)" = {Tt,n | N even }

are mean-field dynamical semigroups in the local sense, although on different nets of
regions. But the local generators for the odd and even net are LP°9¢ = —4iadp and
LP®Ye" = 4diadp respectively. Hence the full net T;, can have no local mean-field limit.
On the other hand, examining the global evolution one sees that the limiting flow is in
both cases trivial since po L#°4d = po L#eVen = (; so T8 Xy = TEE Ko = Koo Tor any
@-symmetric net X, and t € R. Since for (-symmetric X, the subnets T; yXy for N odd
and N even are (-symmetric, we need only compare odd and even terms in the full net in
order to demonstrate -symmetry for the full net. But

lim lim |Tt,NXN — MTt,MXM“ = || TPV K — TP o0 X || =0

N odd w0 M even —oo

as required.

5.2 Dynamical stability of local evolutions.

As we have stressed earlier, for mean-field dynamical semigroups with the disjoint homo-
morphism property the implementing map A plays a dual role. It implements the evolution
of local states o — o o A} on the state spaces of tagged algebras, and also the flow F via
the equation F;p = po AL. Now we have seen that initially localized observables (i.e. nets
of the form jI,Xg) develop in time a symmetrized tail in the algebra over the untagged
sites. Suppose that in the limit as t — oo, this tail in fact becomes dominant, so that the
time developed observable loses all information about its initial localization. Working in
the dual picture with an intial state p on each of the untagged algebras, this would mean
that any initial local state ¢ on a tagged algebra A would evolve through o — o o A}
towards the mean-field state F;p. This motivates the following definition.
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Definition 5.1. We shall say that a local cocycle is asymptotically global in a topology
T of K if for each p,0 € K,

7 — lim goA —Fip=0

Of course, when the local generator is Hamiltonian one would not expect this type
of asymptotic result. However, it is relatively easy to find an H-Theorem for the joint
evolution of local and global states. (In [DW1] we were able to prove an H-Theorem for
the flow alone, but only under the assumption that for some p € K and all N, p" is an
invariant state for Ty ). We shall show that the relative entropy (recalled below) of an
arbitrary local state o o Af with respect to the global state F;p is non-increasing in time.

In the following we let S(w;,ws) denote the entropy of wy € K relative to w; € K
as defined for normal states on a von Neumann algebra in [Ara], and extended to states
on C*-algebras in [PW,Kos] and also in [Pet]. The crucial property we shall need here is
that if v : A™ — A™ is a completely positive unital map, then S(w1,ws) > S(wy0y,wz07).
In the particular case where both states are given by non-singular densities D,,, and D,
with respect to a trace Tr,

S(w1,ws) = Tr(Dy,(log D, —logD.,)) .

Proposition 5.2. Let T}, be a mean-field dynamical semigroup whose limit has the
disjoint homomorphism property with local cocyle A and implementing flow F. Then for
each (p,0) € K x K, the function [0,00) 3 t — S(F;p, Afo) is non-increasing.

Proof: Since F;p = po Af, and since by Lemma 3.14 Af is completely positive and unital,
we have that

S(Fip,o0 A7) = S(poAf,o0A7) < S(p,0)

Since t — S(Fip,0 0 A?) is only shown to be non-increasing, rather than strictly
decreasing, we are unable to infer that A is asymptotically global. In fact, in the purely
Hamiltonian case discussed in section 4.1 S(F;p,0 0 A}) is even a constant of the motion.
Hence we have to make do with the intuitive picture that the trajectories of the local
state at least remain in a neighbourhood of the global state. Furthermore, nothing is said
about the stability, asymptotic or otherwise, of the global state itself. Thus even with
an asymptotically global cocycle, it can happen that trajectories of the flow take wild
paths. In order to obtain an example, we can take a generator with chaotic flow, which is
possible by the completeness result at the end of section 4.2. The proof of the following
Theorem then shows that we may find an arbitrarily small perturbation which leaves the
flow unchanged, but modifies the cocycle to an asymptotically global one.
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Theorem 5.3. The set of generators whose local cocycles are norm-asymptotically global
is dense in G.

Proof: Let L € G generate a local cocycle A. For any € > 0 let A be the local
cocycle generated by L + ¢W, where W is (proportional to) the generator of equation
(4.16a): WPA = (p, A)I — A for any A € A. Since po W? = 0, the flows generated by
L and L 4 ¢W are identical. We denote this low by F. Our claim is that L 4+ eW is
norm-asymptotically global for all € > 0.

It useful to introduce for any p € K the projection P? : A — A with P?(A) = {p, A)1.
Thus W? = —(id —P?). Since AfT = AT =1, and dually po Ay = po Af = Fip = p; we
have the relations

PPt = PPAP = PPAP = NPPP = APPP (5.1)

We can therefore restrict Af to the range of the projection id —P?t. More formally, we
introduce the operators

X! = Af = PP = Af(id —=P*) = (id «~P?)AY

From equation (5.1) we find that PP = PPt Lft. Hence X{ satisfies the differential
equation

d :

EEX{’ = (X! + P?*)(L** —e(id —P*?)) — PP LP* = X(L?* — eid)
with the initial condition X = (id —P"). Clearly, this is the same equation satisfied by
e ¢*Af(id —P**), and by uniqueness we conclude that

Al = (1 — e )P 4 et Af

As t — oo the second term goes to zero, so that Af is norm-asymptotically global.
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