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§I Introduction

In this paper we consider many Fermion systems formally characterized by the

effective potential
= 1 —_ e ¢ 7€ -
6y, 5°) = log 3 [ VIO, )

for the external fields y°,v¢. Here, duc(3,?) is the fermionic Gaussian measure in the

Grassmann variables {#(£),%(£) | € € R x R? x {1,1}} with propagator

dd+1p ei<ps€—é>—

et =Cee | Grya+t ipy — o(p)
where
<p,§>_=p -X—poT
and
p?
e(p) =5~ — b
The variable £ = (7,x,0) consists of time, space and spin components and the (d 4 1)-

momentum p = (po, p). The interaction is given by

= '21' / gdfi V(é1,€2,€3,60) P(€0)P(E2)%(Ea)0 (&)

where the kernel V (&1, £2,£3,£4) is translation invariant with V(0, €2, €3, £4) integrable and
[ = Y / dr | dx.
o€{T,l) B
The partition function

7= [ e VI duc (i, )

so that G(0,0) = 0.

The Fuclidean Green’s functions

GolE1, 61 s bpry) = H&p TATAK
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generated by the effective potential are the connected Green’s functions amputated by the

free propagator. By definition, G exists when the norm

16,1 = max sup [ [Tt 1GylEr,-++6ap)
™Y
of each of its moments, G, p > 1, is finite. Intuitively, ||G,|| is the supremum in momentum
space of G,. In fact, the supremum in momentum space was used as the standard norm on
vertices in [FT2].

Our long term goal is to give a rigorous proof that the standard model for an
interacting system of electrons and phonons has a superconducting ground state at sufficiently
low temperature. Perturbation theory and, in particular, the renormalization of the two point
function was controlled in [FT1]. (See [BG] for related results.) A renormalization group flow
for the four point function was defined and analyzed in [FT2]. Two additional ingredients are
required to complete this program. First an infinite volume expansion that combines power
counting at fixed energy with the exclusion principle and second, control of the Goldstone
boson. This paper provides the first ingredient, in three space-time dimensions. With the
exception of Lemma 3 all components of the expansion apply in all dimensions. We restrict
to d = 2 only when it is necessary to do so.

As in [FT1,2], the model is sliced into energy regimes by decomposing momentum

space into shells around the Fermi surface. The j*! slice has covariance

ditlp ei<p—8>-

COE8) = b0 [ ot o i(P),

where
fip) = £ (M™% (pf + e(p)*))

effectively forces |ipy — e(p)| ~ M?. The function f € C§°([1, M*]). The parameter M is
strictly bigger than one so that the scales near the Fermi surface have j near —co. The
model is defined in a finite volume A of space-time and at fixed scale by the following lemma.
However, the radius of convergence depends on volume and scale in a patently unsatisfactory

way.
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Lemma 1

0,9 =tog 5 [ MO0, )

A
where
1 & ——
Vo= [ T1de V6.0 FHEFEIEE)
=1

and

zy =/6“Av“(¢’¢)dﬂc(i)(¢,t;)
i3 analytic in X in a neighborhood of the origin that includes at least the disk of radius

const (]\4'2-’.|1'\|)“1 ;

Proof. Expand the exponential

29 = [ D ducy(4,9)

_\\" - _
n;) /VA(¢5¢)ud”C(J)(¢a ¢)

—A n n 2 _ n _ _ ‘ B
(2,.,3! fA N (H de,-,adc,»,f) (,H V(&,,l,f,,z,fj,l,fj,z>) det [C(”(fk,sz)}

M

3
Il
=

M

n=0

j=1i=1
where the indices k£ and £ run over {(5,7)|1 <7 <n,1<: <2},
The (k,£) matrix element

dd""p ei<p.br—E>
fi(p)

(7 €} = . ;
C (Eka 53) - 6'—"&,0'1 (27i')d+1 2p0 == e(p) J

= (41, 42)

where
ei <P15k >-

A ; = 60:,0';c —1fj 1yt
«(p, @) 0 — o)} (p)

and

Ae(p, @) := 645, {L’&Ll} fi(e)'?
[tpo — e(p)]*

are in L2 (]Rd+l x {1, 1}) . Here, any branch of the square root will do, since i¢py — e(p) does

not vanish on the domain of integration.
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Consequently, by Gram'’s inequality,

det [CU)(&,&)H ot H Il Axllz | Ak]l2
K .

< const™ M¥"

since
d+1

_ d“7'p . -
144 = 14el = [ Z5sgs livo — @)™ £
< const M7.
Substituting,

lzﬁi)’ < f: é:\l—l::' /A“ ﬁ ﬁd{,—,id@,.‘ ﬁ V(&i1,6i2,651,652) tdet [C(j)(fk,f_e)”
n=0 j=11 J=1

=1 =1 =

= |§onst A"
S Z n! _[Adm

n 2

d;idii | |[] V(&iar iz in, 6a) | MPT

1 =1

n=0 7

1:

>, |const A|™ -
<) (AP v

n=0

= exp (const |A||A|M? vl -
It follows that the partition function is an entire function of A.

Each Taylor coefficient of the expansion of the numerator

/e*,\m(ww‘@JrW)duC(j)(d’,15)

in powers of the external fields is of the form

f P(y,9)e V2D dy oy (9, 9)

for some polynomial P. It is estimated in exactly the same way and is also an entire function
of A.

The Green’s functions of G are finite sums of finite products of such numerators
divided by a power of Z/(\j), Thus they are meromorphic with poles at the zeroes of the
partition function. Therefore the radius of convergence is at least the absolute value of the
smallest root of ZI(\J. ),

When A = 0, the partition function is one. As above

i ;
Fﬁ ZV)

< const |A|M? ||V | exp (const |X||A|MZ||V][)
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so that
|29)(2) = 1] < const |AJ|AIM? |V exp (const [NIAM|V)

Finally, for |A||A|M?/||V|| < const,

const [A||[A|M||V|| exp (const |A||AIMZ|V]) < 1.

Let G,(,j ) be the p-point Green’s function generated by Q’gj ), By the Lemma above

the Taylor series

Gl(’j’A) — Z gn(p,j, A)/\n

n=0
has a strictly positive, though possibly j and A dependent, radius of convergence. The main

result of this paper is

Theorem 1

Let d = 2. There ezists a const , independent of j and A, such that
lgn(p, 4, M)} < const "T? M=/ DI |y

where

lon(p.d, M = mpx sup [ [T des lontrd, A)(Er, -+ )l

Furthermore the limits
gn(p,J) = A]ifilis gn(p,],A)
ezist and the infinite volume Green’s functions at scale 3

GY =" ga(p,1)A"

n=0

are analytic in |A\| < R = (const [|[V]|)~?.

The reader might have expected the perturbative power counting factor M 3(4-2p)i

as in [FT2, Lemma III.1a, (I11.16a)] rather than M(?=3#/2)J_ However, in this theorem we do
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not try to optimize the analysis with respect to external legs, and we consider only two body
interactions, rather than the general multibody interactions which appear in a multiscale
analysis. A finer, more powerful though more complicated bound, which is operationally
equivalent to the perturbative one is given in Theorem 2 of Section III. By operationally
equivalent we mean, for example, that the bound of Theorem 2 is adapted to a multiscale
analysis and can be iterated in a renormalization gr(;up flow. In fact Theorem 2 of Section III
states, morally, that the sum over all “completely convergent” graphs and all scale assignments
to the lines of the graphs is absolutely convergent and analytic for all coupling constants A
in a fixed disk around zero. Recall that “completely convergent” [Ri] means that there are
neither two nor four point subgraphs with internal scales higher than those of the external legs.
Theorem 2 shows that our single slice analysis is the correct building block for a multiscale
analysis.

A theorem of this kind is usually proven with a standard cluster/Mayer expansion
[GIS,Br,Ri]. Space-time, R%*!, is paved by cubes A of side M~/ dual to the decay rate
M7 of the propagator. The decay rate is primarily determined by the thickness of the shell
in momentum space. Then one expands in coupling constants that control the interaction
between boxes. One essential prerequisite for the convergence of such expansions is the j
independent estimate |Z(A) — 1| < const < 1. For our models, one can see in perturbation
theory that this estimate fails.

The logarithm of the partition function is given perturbatively by the sum of all
connected vacuum graphs. In evaluating a connected vacuum graph at scale j, each propa-
gator contributes (ipy — e(p))~! ~ M7 and the volume of integration for each momentum
loop is ~ M. Hence the value of a vacuum graph, of order n, with the position of one
vertex held fixed is ~ M ~J(n) p2i(n+1)  M2i. Integrating the fixed vertex over A gives
|A|M?% = M~(4=Dj  The Pauli exclusion principle also suggests that |Z(A)| ~ M (415,
The shell in momentum space about the Fermi surface has volume M?%7  while the position
space volume of the “dual” box A is M~(4+1)J The Pauli exclusion principle now permits
M~(4=1J electrons to be located in A with momentum restricted to the shell. For d = 1

there is no true Fermi surface and consequently one electron in A. As d grows the Pauli

exclusion principle becomes progressively weaker and the estimate on the partition function
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in A becomes more and more j dependent.

There are three naive ways to force the volume in phase space to be independent
of j. One either makes the box A smaller, or decomposes the shell into sufficiently small
sectors, or both. In each case, the number of electrons in such a constrained region would be
of order one, achieving duality in the sense of the exclusion principle. The first alternative,
however, violates duality in the sense of decay of the propagator.

Let us decompose the shell into M ~(?=1)J sectors of side M7, by constructing a

smooth partition of unity

M—(d-1)i

le= mZzl Nm(P),  Nm(P) = Nm (I_glkp)

of the Fermi surface, where 75, is supported on the union of the m!*

sector, S,,, and its
neighbors, whose number is at most 3¢~* — 1. There is a corresponding decomposition of the

covariance
M-(d=1)i

cW) = Z clm)
m=1
where )

Gm)(¢ &) =6,
cyY (E) 6) - 6”!" (27‘r)d+1 Zp() - e(p)

fi(P) nm(P)

and of the fields
M-(d-1) M- (=)

T S L)
m=1 m=1

The standard power counting bound for an individual graph is still easy to prove

when there are sectors. First, one selects a spanning tree for the graph. To each line not
in the tree there is a corresponding momentum loop, obtained by joining its ends through a
path in the tree. This construction produces a complete set of independent loops. Ignoring
unimportant constants, each propagator is bounded by its supremum M ~7. The volume of
integration for each loop is now M(@+1J A priori, there is one sector sum with M —(4=1)J
terms for each line. But, by conservation of momentum, there is only one sector sum per
loop. Thus, if there are n vertices and E external lines, the supremum in momentum space

of the graph is bounded by
H M-I H MUV pr—(d=1)j _ pr—i(4n—E)/2 pr2j[(4n—E)/2—(n—1)]

lines loops

— MIGE-E)j
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In the course of a non-perturbative construction, estimates cannot be made graph by
graph because there are too many of them. Rather, the perturbation series must be blocked
and the blocks estimated as units. The blocks are estimated using the exclusion principle to
implement strong cancellations between the roughly n!? graphs of order n. However, once the
series is blocked, momentum loops can’t be defined and the argument leading to the estimate
above cannot be made. Conservation of momentum has to be implemented at each vertex,
rather than through loops. Even though the volume cutoff A breaks exact conservation of
momentum, many of the M ~2¢4=1)J terms in the sector sums for a general 2¢-legged vertex

must be zero.

Lemma 2

Fiz m € R* and ¢ 2 2 . Then, the number of 2{-tuples

{Sla seei SZE}
of sectors for which there exist k; € R4, i=1, .-+, 20 satisfying

kieS; |ki—k!<const MI 6 i=1 2¢

I
? ?

and

lk; + --- + kgg| < const (1 4 |m|) M?

1s bounded by
const {(1 + [m|)AM~CEDU=DINLI {1 + |j1622602} -

In particular, for a four legged vertez, the number of 4-tuples is at most
const (1 + [m[)*M 3495 (1 4 |j1642} .

Here, k' = I—ET denotes the projection of k onto the Fermi surface.

Lemma 2 is proved in the next section. Specializing to two space dimensions, the
number of active sector 4-tuples at a vertex is of order |j|JM~% . Four planar vectors of

equal length whose sum is zero form a parallelogram. The factor M™%/ is natural since a
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parallelogram is determined by two of its sides. The logarithmic factor |j| is not an artifact
of our bounds. It arises from the degenerate situation in which all four vectors are roughly
collinear. One of the main technical difficulties of the paper is to overcome the logarithm.
Note that in three dimensions, the parallelogram is hinged and the logarithm |7| jumps to
the power M ~7/2. This is the source of the restriction to d = 2 in Theorem 1.

To circumvent the logarithm in two dimensions we divide the Fermi circle into sectors
of length M3/? rather than M7 through a smooth partition of unity

M-il2

1= Clp),  Cep) = Ce ok
; f(p) f(p) f(lpl F)

where (; is supported on the £** sector, T, and its 2 neighbors. We denote by r, the center
of £;. The new sectors are long and skinny since they are still M7 thick. We shall show in a
moment that the sector propagator

3p  ei<pE—E>-
)4+ ipg — e(p)

decays anisotropically. To accommodate the anisotropy, we will introduce a different lattice

COE,) = b0 [ oo £i(p) Ge(P)

of dual boxes for each sector. The boxes will be short in the direction perpendicular to r,
and long in the direction of r,.
The reason that approximately collinear configurations generate a logarithm for

sectors of length M7, but not for sectors of length M7/2 may be seen in the proof (§II) of

Lemma 3

Let d = 2 and divide the Fermi circle into sectors £y, £ = 1,--- , M~1/2 of width
M3/%, Fiz m € Z° and any sector £y,. The number of sector quadruples {Zq,,%¢,,es, Ze, }
for which there exist k; € R?, 1 =1, ---, 4 satisfying

ki€ Xy, |ki—ki<constM’, i=1, ---,4

and

ki + -+ + k4| < const (1 + |m|) M’

i3 bounded by
const (1 + |m|?)M~3/2,
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The anisotropic decay of the covariance is given in

Lemma 4

(a) Let

p90(E,E) X 1+ MYty — &ol + M1y — & + MO 161 — €4

where & is the component of £ parallel to ry and £, is the component orthogonal to ry. The

same notation is used for £. Then, for any v > 0,
ic(j’l)(fagﬂ < const M3J‘/2p(j,£)(§,§_)—7_
(b)
DD DY (e—i<r, =5“~E>-CU’£)(£,§_))| < const M(F+no+tm+52)i 0 (g )=,

Here Dy = 3—&,D" — I—:f_i Ve and D) = 7y - V¢ where Ty is any unit vector perpendicular to

ry.

Proof. (a) A pointwise bound on

d3p ei<p,e—£'>,

2m)3 ipo — e(p)

C(i,f)(é" £) = 5‘,’6/ ( fi(p) Ce(p)

is obtained by observing that the integrand is bounded by M~/ and that the volume of
integration is M 4, Multiplying CU9 by pli:9(£, €)Y is converted, by integration by parts,

into p-derivatives acting on

1
mfj(zl) Ce(P) -

A derivative acting on ((® produces an M~%J while one acting on f produces an M.

However, the directional derivative ¢~V acting on f;(p) = f (M =27 (p§ + e(p)*)) produces
M—2j2e(p)--1—-—2p - g
2m

which is bounded by const M 23 M7 M’/?|#,| = const M ~7/2 on the support of the integrand.
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(b) Each derivative, with respect to £ or £, of

d3p ei<p—-r;,£——f>-
(27)3  ipy — e(p)

brings down a factor of p — r¢. On the domain of integration, the components of this vector

ei<rt=E>- 0D (¢ F) = 6, , fi(p) Ce(P)

in the time, r, and #, directions are bounded by M7 MJ and M7/? respectively. This is

obvious except for the ry component. For it we have
I(P - r£)||| <kp— (kr— O(Mj)) cosf
< ke — (ke — O(MI)) (1 - O(M3?Y)
< O(M?)

since 6§ < O(Mj/z). E

We now give a rough description of the expansion. In perturbation theory, g.(p,j,A)
1s written as # times the sum of approximately n!* connected Feynman diagrams of order
n. Every connected diagram is spanned by a connected tree. By Cayley’s Theorem there are
n™~2 labeled trees of order n. The number of trees can be compensated for by the L. The
expansion starts with trees and inductively builds graphs from them by joining the remaining
4n —2p —2(n —1) legs. However, for each fixed tree, these legs may be joined in ~ n! ways to
form connected graphs. As in the standard cluster expansion, part of this n! will be cancelled

using the decay of the propagator. We now review this procedure.
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Pretend that the propagator decays like (1 + M7 |£ — £])~7. Introduce a lattice, Kj,
of cubes of side M~/ that paves space-time. If we are in the midst of the inductive process,
some, but not all, legs of the tree have been joined to form lines. At the next step we select
any leg, say in A € Kj, that has not yet been contracted and sum over all possible ways of
connecting it to another uncontracted leg 7. Block the sum

) I W

target legs r A'EK; terget legs
in a’

Ultimately we must estimate such blocked sums. This is done by

o Y Fo|<| Y 1+ Midist(a,ah) "

A’EKJ target legs A’EKJ
in A’

(L1)

X su 1+ Midist(A, A)) P2 E(r)| .
il X | (4,80) " F(r)

target legs
in Af

The factor (1 + M7dist(A, A ))‘H—2 is balanced by the decay of the propagator. Now the
number of terms in the sum ZtariietAl'ega is the number of target legs in A’ rather than the
total number of target legs. When applied to all contractions, this technique converts “global
n!’s” to “local n!'s”. For a local n! to be large, there must be many fields of the same
momentum slice in a single dual cube. This is prevented by the Pauli exclusion principle.
To see how the combinatorial analysis suggested in the last two paragraphs may be
carried out in a manner suitable for the proof of Theorem 1, we develop a complete expansion
for a toy model with a simplified propagator and a local interaction. All the complications
due to the presence of the Fermi surface are removed, by hand. The proof of Theorem 1 for

the true propagator and full interaction is presented in §III.

Let the dimension d be arbitrary and let C¥) be any propagator obeying the bounds

|vnc(f>(g,£) < const MCHH+mi (14 Mi(je - )77 (L2)

for some large v and all n < N, which are typical for strictly renormalizable field theories.

For example the propagator for the Gross-Neveu model [FMRS], [GK] in two space-time
dimensions is of this type. The interaction of the toy model is

1 _ -
Va =§{§} [drdx (r,%,0)5(r,x,0")(r, %, 0 W7, %, 0).
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We now expand
1 B 7 _
=5 f A= WVAD dy i (15, B)
where

fHdg, A&, a'f2p)H1/)(§J

is an arbitrary monomial.

Just as in the proof of Lemma 1, Gram’s inequality (or, in the unlikely event that
CY) does not factorize suitably, Hadamard’s inequality) implies that both the numerator and
denominator of (.A) are entire functions of A\. The denominator Z can have many j and A
dependent zeros. But when A = 0, Z = 1 so that (.A) is meromorphic on all of € and analytic

at zero. We shall develop a formal power series expansion for (A) with the property that for

every N
N

(A) =) aa(i, A"+ 0 (AVH).

n=0
A priori we do not claim that the tail O (AN*!) is uniform in j or A. Nevertheless, since (.A)

1s analytic at zero we must have

=3 aq(j, A" (L.3)

n=0
in some, possibly j and A dependent, neighborhood of zero. Observe that a,(j, A) must be
the sum of all connected Feynman diagrams of order n with 2p external legs, since (1.3) is an
asymptotic expansion.

We shall also show that there exists a const , independent of j and A, such that
|an(j, A)| < const "PA(EHDPI/Z| 4,

As a consequence, equation (1.3) applies for all |\ < R = const ~!. Any zeroes of Z that
appear in this disk must be cancelled by zeroes of the numerator. Finally, we shall show that

the limits a,(j) = limp_,ga+1 an(y, A) exist. This will prove

i = (7N
i, )= > enl)

for all |A| < R, the analog of Theorem 1 for the toy model.
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The expansion is developed inductively. At the end of step s we have a sum over a

set 7T, of terms
JAT,s A)e AVal¥, ‘[’)duc« )

(A= > (L4)
TeT,
Each A(T, s, A) is a monomial in the fields 1, of degree 2r(T, s). In the event that =(T, s) =

0 the ratio of integrals simplifies to the number A(T, s, A). Thus

A(T, s, A)e= VAP dy ;)

Y AT+ Y JAT, s, A)e . (L5)
TET, ( ) TET, fe—AvA("b’lp)dﬂC(i)

x(T,s)=0 =(T,s)#0

The numbers in the first sum are not touched in subsequent steps of the expansion. We shall
show that each ratio in the second sum is O (A*®).
During step s + 1, two operations are performed. The first is integration by parts.

We apply the integratidn by parts formulae

[ HOP @ Bcur(,9) = [ dE O [ G P D Mcun () .

| POF Do (h,8) = [ de &8 [ Gz P8, D)o (5.9

to each of the fields appearing in the monomial A(T,s,A). The order is chosen arbitrarily.
Of course if a derivative éT:)—(—ET acts on a field in A(T, s, A), the field disappears. Thus we
need not apply the integrgz‘ibcgn %)y parts formulae to eliminate it. If no derivative acts on the
exponential, all fields downstairs disappear, producing a term of degree zero. (We use the
expression “downstairs” to identify fields multiplying the exponential.) Each time a derivative
Tﬂg)" acts on the exponential a new vertex and new fields are brought downstairs. Since
the new vertex comes with a A we see that, by the end of step s + 1 all terms with degree
2n(T, s, A) different from zero are O (A*11).

We interpret this construction in terms of graphs. Each integration by parts adds a
line, that is, a propagator to the graph. The lines produced by differentiating the exponential
form a spanning tree. The terms A(T,s,A) of degree zero are values of completely formed
graphs. The other terms are gestating and will at some later stage become the values of full
graphs.

Fix any T € 7,. When all fields of A(T,s,A) have been eliminated by partial

integration, we apply the second operation. It implements the Pauli exclusion principle. At
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this point there are still fields downstairs that were generated by derivatives acting on the
exponential. They will be eliminated by partial integration in step s +2. As in the appendix
of [IM], we expand each of these fields in a Taylor polynomial of degree ¢ around cs, both to
be determined:

P(E) = D(es) + - +%((€ ~cs) Ve)

t )

(cs)
tq [ du—w) (€ - e0) o) Ples + (e — )

When, in step s+ 2 a field is eliminated by integration by parts, we obtain a Taylor expansion
of the corresponding propagator. Thus lines in graphs carry these more general propagators.

Note that the Taylor expansion contains
1+ (d+1D)+(d+1) 4+ 4+ (d+ 1)+ (d+ 1) < 2(d + 1)

terms.

We now describe how the (field dependent) expansion point ¢; is determined. Recall
that K, is a paving of IR**! by cubes of side M~7. Each interaction vertex downstairs is
rewritten as the sum

VA =?12- E Z f artix '(/;(T,X,O')lj;(‘r,x’o")l[)(-r’x’ U’)w(TaXJU)‘ (17)

{1,1} Aek; ANA

In the s = 0 step the only fields downstairs belong to the monomial A. They are also
expanded in terms of the paving. Multiple applications of (I.6) and (I.7) have generated from
A(T,s,A) a sum of terms. Pick a term. Each field of this term is localized in a cube A € Ij.
Let 7(s +1,A, 0, b) be the number of fields that have the specified values of A, o and b. Here
s + 1 reminds us that we are in the midst of step s + 1 and b distinguishes between ’s and
’s. For each o,b and A € K; we divide A into 7(s+1, A, 0, b)¢ identical cubes § each of side
n(s+1,A,0, b)_f‘_-Iﬁ-_l M~J. The value of € will be picked later. The center of § is called ¢s and
the number of fields in § with specified values of o and b is called 7(s+1,8,0,b). The § in the
above Taylor expansion is, of course, that containing £. In particular the Taylor expansion
must be done inside the £ integrals. Note that, by the hypothesis (1.2) on the behavior of the
propagator, each (£ — ¢5) - V¢ that acts on a 9 produces a factor of

m(s+1,A,0,0)"TF M. MY, (1.8)
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Since the fields anticommute, any nonzero integral may contain at most one field
having any given value of ¢,b at any cs. The same is true for each derivative of the fields.
Thus, for each o, b,4, all but 2(d + 1) of the fields having this o, b and located in § must be
Taylor remainders. That is, there are at least (s + 1,4,0,b) — 2(d + 1)* Taylor remainders.

This completes the description of the expansion. We now prove

Lemma5’

Let the propagator C9) obey (1.2). Then there exists a const , independent of j
and A, such that

lan(j,A)| < const P MIFDPI/2| 4]|;.

Furthermore the limits
an(j) = A—lriléi.r‘l"’"l an(j, A)

ezist and obey the same bounds.

Proof. We use the “method of combinatorial factors” to keep track of the many sums in

the expansion. This technique uses the elementary estimate

>

to replace each sum by a supremum. To help remember the combinatorial factor &; multi-

e 1 g Zn{'l <1 = < sqp]h:,'Ui[. (1.9)

plying the value U; of a given diagram, the factor is assigned to,a specific line or vertex of
the diagram.

Here are the combinatorial factors used to control each of the operations.

(1)Integration by parts.
- A factor of two, assigned to the leg initiating the integration by parts suffices to
decide whether or not the leg brings down a new vertex from the exponent.
When it does,
- a factor of two, assigned to the target leg, counts the number of possible target legs.
When it doesn’t, we need to work harder. Vertices are continuously being added downstairs

from the exponent during the (s + 1)°* step. Thus the set of possible target legs both grows
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and shrinks as the stage progresses. On the other hand, all source legs must come from the
set of legs downstairs at the beginning of the stage. So it is easier to count the number of
contractions by labeling each target leg with the name of the source leg that contracted to it
rather than use the usual procedure, which is to label each source leg with the name of the
target leg to which it contracts.
- A factor of two per leg suffices to decide whether or not the leg is a target leg.
For each target leg, we organize the sum over source legs according first, to the cube A € K;
of the source and second, to which leg in A is the source. As in (1.1)
- a factor of const (1+ M7dist(A,A’ ))d+2 , assigned to the line generated, suffices
to control the sum over A.
- A factor m(s + 1, A, 0,b), assigned to the source leg, counts the number of possible
source legs within A.
(2)Implementation of the Pauli ezclusion principle.
- afactor of const (1 + MIdist(A, A')) L assigned to the propagator that brought
a vertex down from the exponent, will control the sum over localization cubes of the
vertex.
The sum over localization cubes for the fields of A is not controlled using combinatorial
factors. It will shortly be performed explicitly.
- The Taylor expansion splits each leg into at most 2(d + 1)**! pieces.

It remains only to bound an integral. The integration variables are the positions of
the fields of A. The integrand is the supremum, over positions and diagrams, of the product
of

- the above combinatorial factors
const (1 + M7dist(A, A")) ~7 per line of the diagram
- AL fpditiE D < AIMTIEHD per vertex of the diagram
- |A(&1, 0+ 5 6p)]

and the factors that come from the Taylor expansions used to implement the Pauli

exclusion principle.
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The latter are

HH H H [W(S,A,g,b)—di_l](H—I)(ﬂ(s,&,a,b)—z(d+1)t)

s ob AcK; sea

— == n(s,A,o0,b)— t A,0,b)¢
SHH H [W(S,A,a,b) ¢+1](t+1)( (s,A,0,b)—2(d+1)* n(s,A,0 )).

s ob A€K;

(1.10)

Pick any ¢ > 0. It is possible to choose € and ¢, depending only on d and ( so that
(I.10) < H H H const 7(s, A, o, ) 76898
s ob AEKJ

Altogether
lan(7,A)| < const "+pM%'1j'4n“2i"2'! M"(‘Hl)j"”A”l

d+1 -
= const “+”M+”||A||1
The first power of M’ came from covariance bounds and the second from integration over
the positions of the interaction vertices. When the A constraint is removed, a, is expressed

as an absolutely convergent series obeying the same bound. |

Our discussion of the toy model is now complete. The rest of the paper is devoted

to the full model.
§II Sector Counting Lemmas
In this section we prove Lemmas 2 and 3 formulated in the introduction.

Lemma 2

Fiz m € Z*' and £>2 . Then, the number of 2¢-tuples

{51, -+ Sae}
of sectors of side M7 on the Fermi sphere for which there ezist k; € R 1 =1, .-+, 20
satisfying
kK:€S;, |ki—ki<constM?, i=1, .-, 2¢
and

lk; + - + k| < const (1 + |m|) M7
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18 bounded by
const (1 4 |m|)¢ M~ DUE=DIMI (1 4 |5|642602} -

Here, k' = t denotes the projection of k onto the Fermi surface.

Proof. For any fixed k;, i =1, ---, 20 — 1 there are at most O(1 4+ |m|)4~! sectors
within O ((1 + |m|)M’) of ki+ -+ +kge—1 . Thus, the problem is reduced to determining
the number of (2 — 1)-tuples {S1, --- ,S2¢—1} of sectors for which there exist momenta
k;eR% i=1,---, 20—1 with ki € §;, |k;—k!| < const M7, such that ky+ -+ +kop—y
is within O ((1+ |m|)M?) of the Fermi surface.

Since |k; —k!| < const M7 there must exist k; € S; such that kj + --- +kj,_, is
within O ((1+ |m|+ €)M?) of the Fermi surface. As the projections ki, 1 <i<20—1,
vary independently over their sectors, the sum kj+ --- +k},_, variesby O((M?). Thus, the
problem is further reduced to counting the number N, of (2 — 1)-tuples {Sy, --+ ,Sae—1}
of sectors such that for all k! € S; thesum ki+ --- +k},_, is within O ((1 + |m|+ £)M7)

of the Fermi surface. Observe that, if the volume of every sector is at least const M (@17,

26-1
Ny < const ~(2¢-1) p—(26-1)(d-1)j H (/ dk',)f(k'l + - +k’2£—1)
=1 kpSd=1
where f is a smooth function that is one when kj + --- + kj,_;, is within

O ((1 4 |m| +€)M?) of the Fermi surface and is zero when it is at least a distance
20 ((1+ |m|+£)M?) from the Fermi surface.

Rewriting, and recalling that the Fourier transform of the (d—1)-sphere §(|k|—Fkr)
18

const (kp!le_% J%_l(kF|P|)

we have

2£—1

() ) res s

1=1

2¢—-1 26-1

= const?‘~? / IT @'k I 6(kil = kr) f(ki+ -+ +kaea)
i=1 =1
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26-1 2£-1 2£—-1

_4d
= const®*”! j d't I] @ [ d*p: [I (kelpil)' ™2 Ja_y(krlpil)
i=1 i=1 i=1
26—-1
H ei<ki,p€> f(t) ei(t,kl‘l' o ko1 >
i=1
pes ; 20—1 ; 20-1 > 24—1 R
= const [dt Hdpi H (krlpil) 2 Jg_y(kr|pil) H o(pi+t) f(t)
t=1 =1 =1

= const?¢™! / d’t {(kp]tl)“% J%_l(kﬂt”}u_l f) .

The classical estimates

Jo(r) ~const r* , r—0

-1

Ja(r):()(r z) , T — 00
imply that
‘i 0o(1) for small |t|
(krlt]) 2 Jg_1(krlt]) =4 o (|t|‘1“§£) for large [t]

Consequently,

f(t):const ]ddp g i<Pit> f(Jp|]) = const / dr rd"lfg dp’ e~ i<rp’ k> f(r)
0

d—1

— const / dr 371 (r[t)F Ta_, (r[t]) £(r)
0 2

= cons m J * - | : : M
= const (14 |m|+£) M /0 d (rIE)' ™% gy (rltD)
- {0((1+Jm]+£)Mf]t|¥) for |t| > 1

O ((1+ |m| + &)M7) for |t|] < 1

We now obtain

. 20—-1
Ne < const! M-G0605 [ ate {(kete) Ty (ketD} F0)

< const? (1 + |m|) M~(@-DE-1ipri j d*t 6|71 4 / dt
el > 1 It < 1

< const® (14 |m|) M~ F-DUE-Dipi - for f(d—1) > d
~ | logarithmically divergent for{(d—1)=d
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If ¢(d—1)=d,then £=d=2 and we consider the integral
-
JESR(C e RO O

Of course f(t) is Schwartz class and hence so is f. The convergence of the integral is not in
question. However each derivative of f produces a factor of M~/ . Thus, we may gain a
power of [t|~2 in our estimate of f(t) only at the cost of one M~%/ . Taking the geometric

mean between

IF(t)] < const (1 + |m|) M7|t|~*

1f(t)i < const (1 + |m|) M—jm—%
one obtains for every € > 0
lf(t)l < const (1 + |m|) M(1_2f)j|t|—(%+2f) .

The constant in the last line is independent of €. Finally, for d = 2

Ny < const (14 |m|) M3 M {M(—zf).f j 42t |t|—(2+2£) + 1}
It

| >1
= const (1+ |m|) M™% M’ {M(—ZE)j const ! + 1} .

Taking the limit € — 0 gives the desired result. L

We now turn to the proof of Lemma 3. Actually we shall prove the stronger

Lemma 3’

Letd=2 and £ > 4. Let Qa,...,8 be intervals on the Fermi circle each of length
Q> MI/2 Let T, be a fized sector. The number of (£ — 1)-tuples of sectors {Za,---,T,} for
which there exist k; € R%, i =1,---,£ satisfying

ki € T; N Q, |k;—k',-|§consth, 1=1,---,4

and

ki + --- + k| < const (1 + |m|) M?
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18 bounded by
. &
const ¢ (1 + |m|)? (QM"’/Q)

Proof. Denote by r, the center of the sector containing k,. Renumber kg, - -, k¢ so that
|re - re-1| is minimal amongst all {|r, - r,| | n,p # 1}. In other words ¢ = Z(k}_;,k}) is as
close to 7/2 as possible. All other Z(kj,,k,)’s with n,p > 2 must be within ¢+ O(M3/%) of
either 0 or .

When M* < ¢ < M*+! or M* < m—¢ < M**! the number of accessible (£—1)-tuples

of sectors is bounded by
£-2

N¢ [[ min {@, M*} M~3/
=2

where N, is the number of sectors accessible to the last two k’s once the sectors for ky, - -+, ke_2
have been fixed. We shall shortly show that Ny < const ¢ (1 + |m|)?. The sum over those i’s
with M <  is bounded by

, : o\ 0-3
const® 3" (14 |m|PMHEIM=IE/2 < const (1 4 |m)? (QM‘J”)
M"‘.Sﬂ
provided £ > 4. Now consider M* > Q. Once the sectors of all the k;’s except the £® have
been selected there can be at most one ¢ consistent with k; falling in €,. For this one value
of ¢
2 . : o\ -3
N, H min {Q, M*} M~7/% < const * (1 + |m|)? (QM"”)
=2
It suffices to consider i obeying M* > const ‘(1 + |m|)M?/? so fix any such ¢ and
Y1, +,E¢—2. We now compute a and ¢, defined by
As—=] = 2 T=g
a + € = k;—l + k'z
= ki — -+ —ke—a + O((1 + [m[)M7) .
Chose a coordinate system in which r; = (kp,0) . Then, since 8, = /(rz,ry), is within

2M**! of 0 or 7 the z and y coordinates of every r, and k,, 2<n <£, obey
Tn = t[kp + O(M7?)]cos (M*) = £kr + O(M?*)

yn = [kr + O(M?)]sin (M) = O(M")
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respectively. Consequently k; = —k; — -+ —k; and hence r; obey
21 = £kp + O((Im| + )M™)
v1 = O(Im| + M)
We need to know with greater precision how much k, can wiggle.
kn —Tn =k, — 1, + O(M?)
= kp ((cos (6 + (M%), sin (6, + OMI1)) ) — ki ((cosn,sinbn) + O(MY)
— (MM, M)

Summing the individual wiggles yields

-2
&S Z(rn —ka) + O((l + |m|)MJ)
= (|Im| +£) O((M* M3/ Mi/?))

and
a:-rl_ “ e —rC—Q

I4 £-2
= kl—l 5 3 kl - an + Z(kn - rn)
n=1 n=1
= N(2kr,0) + O(M*, M")) + O((1 + [m|)M?)) + £ O((M* M?/%, M7/?))
= N(2kF,0) + O((M*, M*))
where N € {1,0,-1}.
We are now in a position to bound N,. There are two cases to be considered. First,

suppose |N| = 1. Rotate the coordinate system by wéy _; + O(M*) to make a run along

the positive = axis. In the new coordinates,
e = (jm| +£) O((M* M2, MI12)) .

is still obeyed.
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Then the two components of

kr(cosa,sina) + kp(cos(¢ — @), —sin(¢ —a)) =a+e

cosa + cos(¢p — a) = _El. + (Im| + €) O(MiMj/Z)

sina — sin(¢ — &) = (|m| + £) O(M*/?) .

The y component implies that
12 = ¢| = (|m| +£) O(M?/?)

so that there are const (|m|+ £) sectors accessible to k¢ (once re—; has been fixed) and
a =3¢+ (m| +0) (M) .

is bounded above and below by const M*. Since
cos a + cos(¢ — a) = cosa + cos a cos($ — 2a) — sin asin(¢ — 2a)
= [2+(Im| + €)* O(M?)] cos a + (Jm| +£) O(M' M?/?)
the ¢ component gives

_ ﬂ MiMil?
a = cos (2kF)+(|m|+E)O(—-—-—-——M'.

Thus, there are const (|m|4 £) sectors accessible to ke_; as well.
Finally, suppose that N = 0. This time rotate the coordinate system by O(M i) or
7+ O(M*) so that ke_; runs along the negative z axis. |

I €
kt

7—¢ 6y
ky_;

The angle ¢ is determined by

_(1—¢\ _late
sm( 2 )— 2%kp

|a| /2
= —— M? .
a5 T (™! +£)O(M?'?)
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Thus

la|

¢ =7 —2sin”! (ﬁf-‘_) + (Jm| +¢) O(Mj/z)

and k, has access to O( |m| +E) sectors when ry_, is held fixed. The angle 8 is determined by

€- |cos "—;Q , sin -’%Q
sin((,_g)‘zl (cos ( |Z| (=22))
(Im| + €) O(M*MI/?)
T M —(|m|+ ) O(M/?)
< (Im| +€) (M) .

In the second last line we used the hypothesis that M? < ¢ < M*+! | This forces

la+ ¢| = 2kF sin (“’ ¢’)

2
> const M* .

Once again there are at most O(|m| + E) sectors accessible to ke_j. ]

§IIT The Full Expansion

In this Section we elaborate on the expansion presented in the introduction to prove
a lemma and the two theorems. All are of the form of Lemma 5, but treat the true propagator
and interaction. They are restricted to three space-time dimensions. In Lemma 6, we bound
Schwinger functions. Theorem 1 constructs the effective potential. Finally in Theorem 2, we
generalize the expansion to accommodate v-body interactions, v > 2, of the type generated
by the renormalization group flow of [FT2].

Throughout this section we expand the true propagator

M-il?

c) = Z cU:t)

£=1

where
d3p ei<pve_é>—

(2m)4+1 ipy — e(p)

C(j'e)(f, E) = 60’,6 fj(p) (l(p) :
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The partition of unity

M-il?

1= 3" Clp),  Clp)=Ce (l—:}lkp)

=1

divides the Fermi circle into long sectors ¥,. We denote by r, the center of £;. Recall that

<p,€>_=p - X—pT,

p2

e(p)=o— -

2m

fi(p) = f (M™% (p + (p)?)) -

The corresponding decomposition of the fields is

M-il? M-il2
p(&) = Y 9 (&)=Y 9.
£=1 £=1

For each sector ¥, we introduce a lattice D, of rectangular parallelepipeds (called
boxes for short) that pave IR®. These boxes have three axes. One axis is the fixed time
direction and the length of any box in that direction is M7, In the orthogonal R? plane,
one of the axes is r, the center of ¥;, and the length in this direction is M ~7. The third axis
is orthogonal to r, and has length M ~7/2,

Finally, the two-body interaction in volume A C R? is

4
Va = % / d*¢ [ @*ni xa (€)V(m1,m2,m3, ma)6(mutnztnstna ) B(E+m ) (E+n3)b(E+n2 ) (E+ma).
=1

It 1s convenient for us to restrict only the center of mass £ to A.

Lemma 6

Let o 2p .
a= [ 114 A, &) [ 96
j=1 =1

be @ monomial of degree 2p. Define

1 & _
(A) = 7 / Ae= VA dy o (1, 9)
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where

Zp = /6_'\VA(¢"Z')d#c(i)(¢,%Z) .

Then, there ezists a const , independent of j and A, such that the perturbation series
o0
(A) =Y an(i, A)A"
n=0
converges for all |\| < R = (const ||V ||)~! and the coefficients satisfy
|an(d, A)| < const P MPI2 AL V" .
Furthermore the limits
an(]) = Al-l-,%s an(.71 A)
ezist.

In particular the infinite volume single slice Schwinger functions exist and obey good

j-dependent bounds.

Proof. As in the introduction our expansion is developed inductively. Once again, at the

end of step s we have a sum over a set 7, of terms

(A) sz Z fA(T, 31A)3_A?A(¢'J,)dﬂc(i)

AT, s, A)e VAP dy ),
= A(T, s, A JAT,s, _
> AT s, A+ Y [ e VaED )

(IIL.1)

TET, TET,
x(T,e)=0 x(T,8)70

Recall that each A(T,s,A)isa monomial in the fields ¥, 9 of degree 2m(T,s). We used the
fact that the ratio of integrals simplifies to the number A(T,s, A) when n(7T,s) = 0. Each
ratio in the second sum will be O (A*%). ‘ |
We now outline the (s + 1)™ step in the induction. The details will be presented
shortly. First pick any field of A(T,s,A). Apply the integration by parts formula (1.6). In
the event that the derivative brings a new vertex down from the exponent, expand the new
vertex as a sum over momentum sectors £ and position space boxes A € D,. Here, this

step is considerably more complicated than (I.7). Next, pick any other field of the original
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monomial A(T, s, A) and repeat the construction. When all the fields of A(T, s, A) have been
exhausted, substitute Taylor expansions much as in §I.

The sum over sectors and conjugate boxes is complicated because conservation of
momentum must be exploited to restrict the sums over sectors at every vertex. We now

consider this in more detail. The volume cutoff interaction is

Vg = %/dsgnd% XA(E)V (11,12, m3, 1a)6(Zn: )p(E+m )P (E4+n3)p(E+m2 )b (E+n4)
=1

1 < &3k i} _
=5 [ P TL(#niggmys) Xa(OV (o110, 0B k)R
e—i<k1,€+m>-— ei<k3,f+f)3>_e—i<k2,€+fi:>— ei<k4,f+m>-

1 fvr &Pk _ _
= § /H @;:)_3- XA(_kl - k2 + k3 + k4) < kl, k2|V|k3,k4 > 1,b(k1)’l/)(k3)¢(k2)¢(k4)

ZMZ/H(Z )3 X(k1+k2 k3"‘k4+M’1m)XA( kl—k2+k3+k4)
mEZ3

< ki, k2| V|ks, kg > (k1 )b(ks) (k2 )p(ks) -

Here

1= Z x(M ik 4+ m)

meZzZ3

is a partition of momentum space by C§° functions supported on cubes of side M’ and

< ki, ka|V0ks, kg > = [Hd n:V(n1,n2,03,M4)0(m +n2 + 03 + 774)
=1
e~ t<km>- pi<ks,ns>— —i<ka,n2>- ei<kama>—

Reversing the calculation above expresses

V= /d3 Hd i Xm,A(E)V (01,12, 13, 14)6(E0: )P (E+m ) (E+13)P(E+m2)P(E+74)
mEZa
-> 3/ Hd36- o (BB L vig, o, 0006 (I EI(E
nez” (I11.2)

where ., A is the inverse Fourier transform of x(M ik 4+ m)Xa(k). Even if the interaction

V is of compact support, with respect to the center of mass, xm aV is no longer supported
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in a compact neighborhood of A because x is of compact support in momentum space. This
is no problem. The vertex is already connected by propagators to the external generalized
vertex A, so integration over the center of mass variable is taken care of.

Only two properties of xm A are required. The first is

sup |Xm,a(€)| < sup
¢ER? ¢

< consty (1 + |m|)_N

M3j/d3 6i<"’Mjm>‘§ Mj XA 6_77
n (M7n)xa(§ —n) (I113)

independent of j, provided derivatives acting on x4 produce, at worst, M?’s. In other words
xa must decay from 1 down to zero in a distance O(M 7). This is a consequence of the

standard integration by parts trick, as in the proof of Lemma 4, and

!
(L+mh*

Once conservation of momentum at a vertex has been implemented by (III.2), each

IV,,bSZ(n)‘ < const®

field at the vertex is expanded in sectors. Recall that the vertex was produced by an appli-
cation of the integration by parts formulae (I.6) to a source field. So, one of its legs inherits
its sector number from this source field. A priori, decomposing each of the three remaining
fields into a sum over sectors could produce M ~33/2 terms. The second property of Xom, A
is that there are only O(|m|*M~3/%) nonzero terms because of the constraints imposed by
conservation of momentum and the fact that we are in two space dimensions. See Lemma 3.

Finally, each field g,—b)(l) is expanded in boxes A € D,. Altogether, the “sum over

sectors and dual boxes” operation replaces (I.7) by

1 £y B+ bs + &
V=2 5 G [ ) e (SRS

mGZ“ tl,tg,fa,t,l =1 A"GDQ'.

x V€1, 82, €3, E ) ) (£1)9 ) (63) 1) (£2)9p 1) (&4)
(I11.4)

In step s = 0 the only fields downstairs are those belonging to the monomial 4. One
decomposes each field in sectors ¥, and then in conjugate boxes A € Dy,. There is no need
for the sum over m associated with conservation of momentum.

We describe the Taylor expansions in more detail. Now there are sectors to be taken

into account. Let (s +1,¢, A, 0,b) be the number of fields with the specified values of o, b,¢
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and A € Dy. For each £,0,b and A € D, we divide A into (s + 1,¢,A,0,b)¢ identical
sub-boxes (really rectangular parallelepipeds) é§ each similar to A. Thus each little box has

dimensions
m(s+1,6,8,0,0) ¥ M~ x (s +1,6,A,0,0)"3M ™7 x (s + 1,4,A,0,b) " MI/2,

The value of e will be picked later. As in §I the center of é is called ¢5 and the number of
fields in é with specified values of £,0 and b is called 7(s + 1,¢, 6, 0, b).

The action of derivatives, given by Lemma 4.b, differs from (I.2) in several respects.
In particular the appearance of the phase e~i<™:¢=€>- forces us to modify the Taylor expan-

sion. Based on this remark we define
‘I’(t)(g) 2= e-—i<rc,5>¢(f)(£)
@(!)(6) s ei<"'5>t/;(‘)(§).

We expand each ¥(9(¢), U9 (¢) downstairs in a Taylor polynomial

&}(C)(E) = ‘i}“)(cé) 4 s +{1f((§ —cs)- Ve)t ﬁT}(E)(ca)

t+1

B (cs + w(t - cs))
(IIL5)

45 [ w0 (€~ ar)- V)

with é being the box that contains £. As before, the Taylor expansion is done inside the ¢
integrals. One might worry that the restriction to a very small box § weakens conservation
of momentum and consequently increases the number of nonzero terms in the sector sums.
However, the sector sums have already been cut down, so there is no problem.

Each Taylor expansion contains

1+3+3 4. 4343+ <2 x3™

_y(£)
terms. Note that, by Lemma 4.b, each (£ — ¢5) - V¢ that acts on a 9 produces a factor of
(s +1,8,A,0,b)"% [M-J'MJ' + MM 4 M—f/sz] = 3n(s+ 1,0, A, 0,b)7%.

Since the fields anticommute, any nonzero integral may contain at most one field having any

given value of ¢,0,b at any ¢s. The same is true for each derivative of the fields. Thus, for
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each £,0,b,6, all but 2 x 3* of the fields having this £,0,b and located in § must be Taylor
remainders. That is, there are at least n(s + 1,£,6,0,b) — 2 x 3* Taylor remainders. This
completes the description of the expansion.

We use the same strategy for performing the estimates as in Lemma 5. Here are the

combinatorial factors used to control each of the three operations.

(1)Integration by parts. _

- A factor of two, assigned to the leg initiating the integration by parts suffices to

decide whether or not the leg brings down a new vertex from the exponent.

When it does,

- a factor of two, assigned to the target leg, counts the number of possible target legs.
When it doesn’t, we count the number of possible source legs for each target leg by applying
the rules of Lemma 5 in each sector £. Precisely, for each target leg, we organize the sum
over source legs according first, to the cube A € D, of the source and second, to which leg

in A is the source.

A factor of two per leg suffices to decide whether or not the leg is a target leg.

1

A factor of const pUD(A, A')* | assigned to the line generated, suffices to control
P 3 ’ g g ’

the sum over A.

A factor n(s+1,€, A, 0,b), assigned to the source leg, counts the number of possible
source legs within A.
(2)Sums over sectors and conjugate bozes. The sum ) zs *** Xm,a is controlled by

- a factor const |m[* assigned to the vertex.
When a vertex first moves downstairs from the exponent the sector of one of its legs is fixed
by the source leg that initiates the process. By Lemma 3 the number of sectors accessible to
the remaining legs is bounded by

- afactor const (1 + |m|*/3)M~7/? assigned to the vertex.

- If the external vertex does not impose any constraint on the sector sums of its 2p
legs then the number of sectors accessible is M 77,

The sums 3, ..p, are not controlled by combinatorial factors. They will be performed

explicitly.
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(3)Pauli exzclusion principle.

- The Taylor expansion splits each leg into at most 2 x 3'*! pieces.

It remains only to bound an integral. The integration variables are the positions of
the fields of .A and the interaction vertices V that have been brought down from the exponent.
The integrand is the supremum, over positions and diagrams, of the product of

- the above combinatorial factors

- const p»9 (A, A")~7 per line of the diagram

- Al (supgems [xma(E)) V(61 €2, 85,€0)] < comst|A (1 + [m]) ™™ [V(6r, &2, &, E4)] per
vertex of the diagram (see (II1.3))

- AL, 6ap)

- and the factors that come from the Taylor expansions used to implement the Pauli
exclusion principle.

The latter are

H H II H [37(s,2,A, 0, b)—é](t+l)(1r(a,£,6,g,b)__2x3:)

s fob AED, €A

< H H H [3#(3,2, A’ o, b)‘%](t‘H)("'("J'A"’sb)—?xzi'ﬂ'(a,l,A,o-,b)‘) .
8 ‘e!a)b A€D,

(I11.6)

Pick any ( > 0. It is possible to choose € and ¢, depending only on ( so that

(IIL.6) < H H H const 7(s, £, A, o, b) ~¢(6A,0.5)
s f,o,b A€D,

Altogether

lan(j, A)| < const ™+? / Hd§g|A|(H m) (H pUD(A, A’)-7+4)M%i‘—"¥-” M~in/2 pf=Pi
' (IIL7)
where the second product is over vertices and the third is over lines. The first power of
M/ came from covariance bounds and the second and third from sector sums for fields at
interaction vertices and A respectively. After discarding some of the decay factors p{/»9), we
can view the integrand as a connected tree with generalized vertices V and A and lines p(9.

Integrate starting at the extremities of the tree and working towards the root A. Suppose
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that the extremal vertex V is connected to the tree by the argument £;. The integral over
€2,&3, &4 with & held fixed produces a ||V|. A decay factor pl is enough to fix the box in
which £; lives. The integral over £; within that box costs M ~3//2, the volume of the box.
Repeat for all the other V’s. Finally, the integral over the arguments of A gives ||A]|;. In

conclusion

|lan(j,A)| < const "+P|[A||1 ||V|l“M_5j“/2M3j(“+P/2)M'j”/ZM_Pj
= const "TP||A||, V" M PI/2 .
When the finite volume, i.e. A, constraint is removed, a, is expressed as an abso-

lutely convergent series obeying the same bound. L]

The next order of business is the effective potential

; - 1 _ e 7. .7e —_
gf\])(wey lbe) = log 7 : € AValy+dc, 99 )d#C(f)(¢7¢)‘
Let Gf,j’A) be the p-point Green’s function generated by gf\" ). We now prove the

Theorem 1

Let d = 2. There exists a const , independent of j and A, such that
lga(p, 3, M)l < const "+P M=/ jy "

where

lgn(p, j, A) = max =R /Hd& |9 (P, 3, A) (€1, -+ &2p)I-

i#k
Furthermore the limits

(pd) = Lim gu(p.iA
gn(p,j) = lLm gn(p,j,A)

ez1st and the infinite volume Green’s functions at scale j

oo
GP =" ga(p,5)A"
n=0

are analytic in |A\| < R = (const ||[V]]) L.
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Proof. = To get started apply a single functional derivative

T (5eVn + 9,8 +99)) e Va0t 480000, (4, )
[ e AVAHY= 94 9%) dyy o5 (4, )

by 2
—GF = -\

T (IIL.8)

Now expand as in Lemma 6. However, before each application of the integration by parts
formulae, decompose the downstairs of the numerator into a polynomial in ¥, ¢, ¥, . That
is, multiply out products of 1 + 1° and 1 + . The integration by parts formulae are then
applied to the 1, 1’s. The expansion terminates for those monomials that are independent of
1,1, i.e. that are functions of the external fields ¢, ¢¢ alone. For these terms the monomial
factors out of the numerator, leaving the quotient of two identical integrals that cancel.

The rest of the expansion and most of the estimates are the same as before. However,
the external legs enter the effective potential in a way different from the Schwinger functions
of Lemma 6.

The only combinatorial factors that change are those that count sectors. Lemma 3,
the main tool for sector counting, does not apply to vertices containing external legs, since
the momentum of the external leg need not be near the Fermi circle. It is still true that when
a vertex first moves downstairs from the exponent the sector of one of its legs is fixed by the
source leg that initiates the process. By Lemma 3 the number of sectors accessible to the
remaining legs is bounded by

- afactor const(1+ |m|*/3)M~3/2 assigned to the vertex, when the vertex contains
no external legs.
- If the vertex does contain an external leg, there are at most two other internal legs.

There are at most M~/ sectors accessible to these legs.

- The first external vertex was created by a functional derivative, rather than in-
tegration by parts. There are at most M~3//2 gectors accessible to its internal
legs.

The main bound

Hgn(p,5, M)l |
< const ™+? / [Td¢: (TTv1) (1o 0, A=+ M3 =52 p=insepg =2 pg =312
' (IIL7")
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is obtained from (IIL.7) by deleting |A| and adjusting the powers of M7. External lines are
amputated, so that the number of lines 4222 becomes 22-20 accounting for the first factor of
M. The remaining powers of M’ come from the sector counts. We have included one sector
sum per vertex, plus one “extra” sector sum per external leg, plus an additional supplement
for the first vertex. Finally, by definition of the norm || - || the position of one argument ¢;

of one vertex is held fixed, removing one volume integral M ~%//2. Thus

Ign(p, 7, A)] < const n+p |V I M 33 (=112 pg3i(n=p/2) pg—in/2 pp-pi pg=i/2
| (IIL.9)
= const "*P|V|[" M(Z5/Di

Under a renormalization group flow, the effective potential of scale j becomes the
interaction at scale j — 1. If we are to use an expansion like that of Theorem 1 in such a
setting, we must allow the interaction to contain monomials of degree 2¢ for all ¢ > 1, not
just ¢ = 2. On the other hand we must retain the memory that the 2¢-legged monomial
began life as a bunch of four-legged monomials.

So, let’s collect together some additional consequences, not stated in Theorem 1.
First each graph contributing to g(g, j) must have at least max{1, ¢—1} (four-legged) vertices
s0 it comes with a power of at least A™2*{1,¢-1} though the estimates will eat up a portion
of this. ‘

Second, the magnitude of g(g,j) reflects the the power counting of a graph built
from four-legged vertices. Consider any graph having v four-legged vertices and 2¢ amputated
external legs. This graph has 2v — ¢ propagators. The supremum of a single sector propagator
in position space is M33/2, Each vertex, save one which is held fixed to break translation
invariance, is integrated over all R®. Each such integral gives M~5//2. When g(q,7) acts
as an interaction at scale j or lower, the momenta of its external legs are restricted to lie
within M7 of the Fermi surface. Then the sector counting Lemma 3 applies to both internal
and external vertices. Roughly speaking, the sector counting Lemma says that the legs of
a four-legged vertex are paired and that the sector of either leg of the pair determines that
of the other leg of the pair. As the sector of one leg at each veftex is fixed by conservation

of momentum, there is one sum over M ~J/2 sectors per vertex. This gives a total power



Vol. 65, 1992 Feldman et al. 715

counting factor, including the sector sums for the external legs, of

M@v=035/2 pp~(e=1)8j/2 pg—vi/2 — pg(65—30)i/2

The sector sums for the (amputated) external legs are only performed when propagators are
later hooked onto them. It is convenient to save up the sector sums for external legs in a way
that avoids having to distinguish between external/internal pairings and external/external
pairings. So we leave the sum over sectors for each external vertez explicit, instead of bounding
it by the number of terms times the size of the maximum term. Each term in the resulting
expansion for the 2¢-point function then has the sectors of all external legs fixed. But it also
has the sectors of all internal propagators hooked to the vertex fixed.

Third, approximate conservation of momentum increases the number of available
sectors by a factor that depends on the degree of approximateness in the conservation of
momentum. The degree to which g(g,j) conserves momentum depends on the degree to
which its internal vertices conserve momentum. Suppose that the original model is supported
in a volume of size |A| = M3/ and that the cutoff function decays smoothly to zero in a
distance M~7. When we apply (II1.4) each vertex v in g(g,j) is assigned a number E, with
the property that the vertex is zero unless the sum of the momenta feeding into it is bounded
by E,M”. Consequently, g(g,;) is zero unless the sum of the momenta feeding into it is
bounded by 3~ E, M.

Based on the motivation of the last paragraph we now consider interactions of the

form

= z - ¥ by g q TR
=Y [T1dedd v, & 60 &) [T EIWE) (I11.10a)
i=1

i>j =1 i=1

when evaluating the effective potential with covariance of scale j. The term V}f; in this sum

is the ordinary vertex (II1.2) with four fields. Each kernel is expressed as a sum
G _ N U)o : ;
vl =Y W (I11.10b)

meEM,

The index j' gives the scale at which the graphs contributing to V!ff;zm were formed. You
should think of m as measuring the extent to which exact conservation of momentum fails as

well as giving the sectors of some internal lines. In particular,
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- there is an Ef,{,',l € Z such that VE;?m is zero unless the sum of the momenta flowing

into it is bounded by E{) M7 (II.10c)
We assume that there is an 0 < a < 1 such that, when all the arguments of st;) have
momentum within const M7 of the Fermi surface and when one argument lies in a fixed
sector of scale j,

- the remaining 2q — 1 legs of each nonzero Vf;)m are supported in

C{ exp { (E.gf:%MJ"j)a} M(29‘3)(j'_j)/2Kgf;,1 sector (2¢q — 1)-tuples of scale j.

(IT1.10d)
That is, Kg{:,z is the number of sector (2¢ — 1)-tuples at scale j' when the kernel was first
generated. However, a sector that is introduced with width M 7'/? ig subdivided into MU' ~9)/2
sectors at scale 7. The number of accessible sectors of scale j for the 2¢g — 1 remaining external
legs given their sectors at scale j' is bounded by const?(1 + Eg{,',zMj_j)zM(2q“3)(j’*j)/2 in
Lemma 3. It is convenient for us to use the multiplicative property of the exponential so we
bound (1 + EM7=7)? < const exp { (EMJ_j)a}.

We further assume that the kernel is analytic in the region |A| < R and obeys the

bound
§'—1 y o ¥ g N )
> exp{ 3 (EGIMI™) T R KGAVED I < KiAl2M3C=07 . (I1L10¢)
meM, i=J

throughout that region. Note that A times the vertex (III.2) is of this form, with
V) = 0forall g#2, j' #0
My =2
Vi = %Xm,AV
Kg?m = const

E®) = |mu| + [ma| + |ms)

IVA) .l € [Alconst e=comst Iy

L1
3
R=o0

We are making a somewhat stronger hypothesis on the cutoff function xm A here than in

(II1.3). The standard C'* compactly supported functions obey this stronger hypothesis. To
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be precise let

0 \ , & <0
xi1(z) = {e_’_ e D7 <<l
0 z2>1

x2(z) = [/01 Xl(t)dt] B /OI x1(t)dt

x3(z) = x2(z + 2)x2(—= — 2)

and finally |
xa(6) = [T xs(M76) - (1IL11)
i=0
Then
Sg}% ;i::nX3($) < const " n3"/2

so that the Fourier transform
const™ n37/2

[Ra(k)| <4<

for all even n > 0. Let 8 > 3/2. Choosing n to be the even integer nearest |k|'/# yields

n3n/2
nhn

< e—(ﬂ—%)nln n+nlnconst

|X3(k)| £ const™

< const e~ (B=3)n

< corst euconst |lc|1"’3

We know from the perturbative analysis of [FT2] that two and four point interaction
vertices which have internal scales j' higher than the external scale j have to be renormalized.
This problem will be treated in a later paper. But we can already state a rigorous result if
we limit ourselves to the part of the theory containing only convergent graphs. This part of
the model is the sum of all graphs that have no two or four point subgraphs with the scales
assigned to their internal lines higher than the scales assigned to their external lines. This
was called completely positive power counting case in [Ri]. To isolate this part of the model
it suffices to require that, with the exception of ¢ =2, j' =0, all V,E‘f;) with ¢ < 2, ' > j be

ZETO.
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Theorem 2

Let V obey (I11.10) and let V/S;) =0forq=1, j'>jandq=2, 0> 3 >j. Then,
if M 1s large enough, there is an Ro(M,K;) > 0 such that the effective potential G obeys
(II1.10) for all |A| < min(R, Ry).

Proof. The expansion and bounds are the same as for Theorem 1, with the exception
that the vertices are more complicated and that we leave the sums associated with external

vertices explicit. We use a tilde to designate index sets and constants that refer to the

(5"

effective potential. There is, of course the trivial graph in which a V7 ' gets fed directly

into the effective potential as a single vertex graph. All nontrivial contributions get put into
7

Ap 8. The new index set
3 ¥

M, =Z>° )2 U u U  {sector assignments to the lines I of vie

A,qy,m
v=1 jy>j go=0 mu€Mg, e

Here v labels the external vertices of terms contributing to ~1£{.;7m . In the event that there
are fewer than 2p external vertices, the extra ¢,’s are set to zero. The set I selects the legs of
the vertex v that will be internal to the 2p-point function. We shall denote by 1, and ¢, the
number of legs of the vertex v that end up being internal and external legs, respectively, of
17152,,". Suppose, for example, that the first seven vertices brought down from the exponent
end up being internal, but that the eighth ends up being a Véf;l)’ml with the legs in Iy, a
proper subset of {1, -++,2q; }, being internal and of sectors £;,---,£|z,;. Then this term will
v

A.pm With the second component (out of 2p + 1 components) of m being

contribute to a

(J1,q1,m1, Iy, £y, - ,€|1,1)- The new conservation of momentum index is
CORERS N
. v

where E,| the first of the 2p+1 components of m;, is the sum of the conservation of momentum

indices of all internal vertices.
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The main bound (II1.9) of Theorem 1 is replaced by

W0nls T (X5 5 ctem{BgnM0 ue Dok, VG )

internal \ 7,>7 ¢o vaMq‘,

vertices

H IlV(J;,,) ol M—Sj(n—l)ﬂM%j(mqu—2p)/21{5‘32qu-2r1{;‘32qu

external
vertices

(II1.9")
The constant K3 includes the constants arising from bounding the propagator and summing
or taking the supremum of p{>9(A, A")=7+4. The constant K3 includes the combinatorial
factors associated with propagators and external legs. The latter include a factor of two for
deciding whether or not a leg contracted to the exponent, a factor of two to decide which
leg was the target leg, in the event that there was contraction to the exponent (note that
¢ < 27) and a factor of (2 x 3'*!)? from the Taylor expansion. The differences between K
and K3 are that the former applies only to propagators, i.e. internal legs, while the latter is
independent of M.

Moving around the powers of M
M—5i(n=1)/2 §r3i(52¢,~2p)/2 H M{av=3$)Go—1)

internal
vertices

— MiG-3p)i I M@ —HGo=1) pr-4(5-34.)j I M-36-30.)

internal external
vertices vertices
= M3(5-3p)i II M32=0)Go=1) pr—3(5-3g0)J0 H M-16-3q.)]
internal external
vertices vertices

we end up with

/8;, 1< I] (ZZ 3 M%(z-?v)(iv-i)M‘%(5'34v)ivexP{Egv}n UM(J—J)OI}

internal Jo>7 quv my EM,,

vertices .

Gqu,My

(C1KFK)™ K IIV(,qU,m,,II)

H M~ 3(5 3qu)JK’u K2QU ll (Jv) || M*(5—3p)j

Agu,my

external
vertices

Now summing over m € ﬂp entails, for each external vertex, a factor of two per

line (to decide whether it is internal or not), a sum over j, and m, and a sum over sector
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assignments to the lines of Vl{’;) m, that ended up being internal to T’;}f’ ) | Including a factor
Kpm (J ), accounts for a sum over sector assignments to the lines that ended up external. So there
is a sum over assignments to all legs and, since

B < Y B,

vertices

the left hand side of (III.10a) for V, V{9 _ is bounded by

Ap,m
et
o Uy . : )< —3
M 3 exp{z(ngz,Mf )}K%m 7l

mEJ\’;’f v=J

< (S5 5 wtemiesen o (S (562000 |
ver:lilcea Ju)" Qv m"EMQv J
st(zcfo)“”Kéi‘:%uIiV‘,qmv“’)

=<

H (Z ZM 5 (2—gv)(iv— ’)KIK'"(201K2)9"|/\|""/2)

all ju >J qu

vertices

< I)‘lplz H (Z Z M—1Ge=i) pri2- qu)Kthu(201K3 )qlelru/4)

sll Ju>3 Qv

vertices

al_l ju >J gv

vertices

< |)\|P/2 H K1M1/2|,\|1/8 Z ZM—%(jv—j)M—qu/4K5v(201K§)q"|A|‘u/8)

For the second inequality we used j, > j. For the third we also used ¢, > 3. Since C; and
K3 are independent of M we can choose M so that 2C; K? < M'/®. Then, if |A\|'/® < K7,

j—1
—1(5-3p)j P MI-) LK
M-3(-3p)j Z exp{Z(Eéfr)n M’ )}Kr('f) I fi’r)' I

meM, 1=J

< [Ap/? H Ky M2 |\|1/8 Z ZM—%(ju—j)M—quIS

ver‘tliicea jv >j v
M—1 M—%
<P I koM’ Re
_ll L] 1 1— _%1_ _%Il

vertices

< |)\|p/2
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provided |A| is small enough. L

Using Theorem 2 inductively, we conclude that the sum over all scales of the com-

pletely convergent graphs contributing to any given Green’s function is analyticin A at A = 0.
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