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Large deviations and phase separation
in the two-dimensional Ising model. *

CE. Pfister
Departement of mathematics E.P.F.-L.

CH-1015 Lausanne Switzerland
(15. VII. 1991)

1 Introduction.
In 1967 Minlos and Sinai published a remarkable paper on the Ising model [M.S.I].
Many important ideas, which were later on developed in Statistical Mechanics were
in germ in it. In their paper the phenomenon of phase separation or phase
segregation is explained, at a mathematical level, on the basis of the first principles
of Statistical Mechanics. In 1988 Dobrushin, Kotecky and Shlosman [D.K.S]
announced new important results: the phenomenological theory of Wulff, which gives
the shape of the spatial region occupied by one phase immersed in the other one, is

derived within Statistical Mechanics.

This paper is based on a series of lectures delivered at Troisième Cycle de la Physique
en Suisse Romande in February 1991. The aim of these lectures was to expose part
of the work of Minlos and Sinai by incorporating the main features of the recent
developments of Dobrushin, Kotecky and Shlosman. The mathematical aspects of
the problem were emphasized in the lectures and not the physical aspects, which
are relevant, as the wetting phenomenon for example [F.P.2]. I tried to get the main
results, but not in the sharpest form, in order to keep the analysis as simple as possible.

In particular I chose to use a constraint ensemble where the magnetization does

not have a fixed value. (See (1.8) and comments at the end of the introduction.) One

lecture was devoted to an exposition of the method of the cluster expansion, which
plays an important role in the analysis and which replaces the method of equations
for correlation functions used by Minlos and Sinai [M.S.2] (see section 3). Only the
two-dimensional Ising model at low temperature was treated in these lectures, since

the results of Dobrushin, Kotecky and Shlosman are restricted to this case.

Let us summarize the main points of the theory of Gibbs states and large deviations
of the magnetization for the two-dimensional Ising model. The free energy p(h,ß),
and the Gibbs states depend on two parameters, the external magnetic field h and
the inverse temperature ß, since the coupling constant J of the interaction can be

chosen equal to one without restricting the generality. (In this introduction the

"To appear in Helvetica Physica Acta
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free energy is normalized as in Physics, by dividing the logarithm of the partition
function by the inverse temperature. This normalization is not used in the rest of
the paper.) The Gibbs states describe the equilibrium states in the thermodynamic
limit. They are solutions of the D-L-R equations. For the two-dimensional Ising
model all solutions of these equations are known. The set of solutions of the D-L-R
equations is a convex set which has only one element for all nonzero values of h and
for h 0 and ß < ßc, where ßc, is the critical inverse temperature. For h 0 and
ß > ßc there are exactly two extremal solutions of the D-L-R equations, denoted
below by p+ and p", all other solutions are p — ap+ + (1 — a)p~, 0 < a < 1. The
Gibbs states p+ and p~ describe the pure phases, and the measure ap+ + (1 — a)p"
describes an equilibrium state which is a mixture of the two pure phases. There is

a criterion for the unicity of the solution of the D-L-R equations, which is related
to a smoothness property of the function p(h,ß). Let a(t) be the spin variable at

£ Z!. We suppose that the random variables cr(t) are distributed according to
the Gibbs measure p+(h,ß) for some fixed values of the parameters h and ß. The
expectation value of a(t) is independent on t and is written m+(h,ß). Similarly we
define m~(h,ß), which is the expectation value of a(t) with respect to the Gibbs
measure p~~(h,ß). There is a unique solution of the D-L-R equations if and only if
m+(h,ß) m~(h,ß) and this happens if and only if the thermodynamical function
p(h,ß) is differentiable with respect to the magnetic field at (h,ß). Indeed, this
function is convex in h and the right derivative (left derivative) with respect to the
magnetic field is equal to m+(h,ß) (m~(h,ß)).

Let A A(L) be a finite subset of Z2, which we suppose to be a square. The
cardinality of A(L) is |A| L2. An important variable is X(A),

lAl teA

which is the mean magnetization inside the region A. The extremal Gibbs states p+
and p~~ are ergodic measures with respect to the group of translations of the lattice
Z2. We have

rlim Û77TÏ £ <r{t) m+(h,ß) p+ - a.s. (1.2)t— |A(Z,)I teA(L)

A similar result holds for the measure p~~. The study of the distribution of the
random variable X(A) is related to the large deviations of the magnetization inside
A, i.e. to the estimation of Prob({X(A) £ A}) for some subset A. Let us suppose
that the random variables X(A) are distributed according to the measure p+(h,ß).
Then, these variables obey a large deviation principle with rate function I(m\h,ß)
(see e.g. [E]). The rate function is equal to

I(m\h,ß) ß(sup(m -t-p(h + t,ß))+p(h,ß)) (1.3)

/3(sup(m ¦ t - p(t,ß)) + p(h,ß) -m-h)
t

If A is an open set, then

-miAI(m\h,ß) < Uminf _L_lnProb({X(A(L)) € A}) (l.A)
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with the probability computed with the measure p+(h,ß). If A is closed set, then

- inf /(m|/>,/3)>limsup—i—TlnProb({X(A(X)) e A}) (1.5)
"I-Ç.A i |A(L)|

The rate function is nonnegative and it is equal to the sum of the Legendre transform
of p and the affine function of m, p(h, ß) — m ¦ h. It is a convex function, and it is

essentially equal to the thermodynamical function associated with a constraint
ensemble with given specific magnetization m. On the other hand, p is associated with
an unconstraint ensemble. The results (1.4) and (1.5) are independent on the choice
of the Gibbs measure (for the same values of h and ß). The phase transition region
of the model in the (fo,/3)-plane corresponds to the region where several solutions
of the D-L-R equations exist. It is also characterized by the non-differentiability of
the function p(h,ß) with respect to the magnetic field h. This non-differentiability
of p implies, via the Legendre transform, the existence of a non trivial affine part
in the graph of the rate function. Let us choose h — 0 and ß > ßc. Then p(h,ß)
is non differentiable at h 0 and the left-derivative of p at h 0 is equal to
m~(0,ß) —m*(ß) < 0 and the right-derivative is equal to m'(ß) > 0. In this
case the graph of the rate function has an horizontal part : l(m\0,ß) 0 for all
—m*(ß) < m < m*(ß). Consequently the statements (1.4) and (1.5) become trivial
for any set A included in the interval [—m", +m'}.

The summary above shows that the theory of Gibbs measures in the thermodynamical
limit is unadequate for describing the coexistence of phases in the sense that

any Gibbs measure is of the form

p ap+ + (1 - a)p- ,0<a<l (1.6)

The Gibbs measures are related to the equilibrium states of an unconstraint ensemble
(the value of the magnetization is not given a priori). A measure like p describes a
mixture of two phases in a statistical sense only, the coefficient a being the fraction
of the pure phase which is associated with the measure p+. In order to study the
coexistence of the phases we work with a system defined in a finite box and we
use a constraint ensemble with given magnetization. The physical situation which
is described in these lectures is the coexistence of the two phases when one of the
phase is attracted by the boundary of the box and the other one is repulsed. We
choose the + boundary condition. The above results on the large deviations of the
magnetization in the interval [—m*, Am*\ are trivial, because large deviations in the
presence of several phases is a less rare event than in the region of a single phase.
Indeed, the probability that

^V(i) m|A| ,-m"<m<+m* (1.7)
(6A

is now exp(0(|Afa2)) and not anymore exp(0(|A|)) (see [S]). One main purpose of
these lectures is to show the relation between this behaviour of the large deviations
of the magnetization when there is coexistence of phases and the phenomenon of
phase separation. The two themes are intimately related, and in a mean field version
of the model it is easy to see that we have no phase separation, an equilibrium state



956 Pfister H.P.A.

with given magnetization is always an homogeneous state, and the above theory of
large deviations is not trivial. Notice that the rate function is not convex.

Let us consider the model in a finite square box A(L). We always choose the +
boundary condition for the box. The parameters of the models are chosen so that
there is no magnetic field and the inverse temperature ß is large enough. Let cr be

a configuration. We define

A(m) A(m; c, cQ) {<r : | ][>(<) - m|A|| < Co|A| • L~c} (1.8)
(gA

where —m*(ß) < m < m*(ß) (with m not too small) and 0 < c < 1/2. All
configurations a of A have a total magnetization of order 0(|A|) • m. We define
a constraint model by considering only configurations in A. Therefore, for finite
A(L), the equilibrium state of the constraint model is described by the conditional
measure p^( • \A) where p^ is the Gibbs measure in A with + boundary condition.
Our purpose is to find a set of typical configurations for pX(L)( ' 1^) f°r lar8e values
of L. The main result, which were proven by Minlos and Sinai, is that there exists
a set of typical configurations which can be roughly described as follows. We can
partition this set into subsets, each of these subsets being characterized by a spatial
region TZ, so that inside TZ and not too close to the boundary of the region TZ we
have typical configurations of the measure p~ (restricted to TZ) and in A\7£, and
not too close to the boundary of A\R, we have typical configurations of the measure
p+ (restricted to the region A\7?.). The volume of the regions TZ is

vol(7l) V(m) + 0(|A|3/4) V(m) a(m)|A| s m'~m|A| (1.9)
2m*

Dobrushin, Kotecky and Shlosman give a better estimate of the volume of the regions
TZ and show that the shape of TZ is given by the Wulffs variational principle.
Before reviewing this principle let us state the results on the large deviations of the
magnetization, which are a direct consequence of these phase separation results:

firn -Ì lnProb+(L)(A(m; c, c0)) 2(\WT\ -a(m))1/2 (1.10)

where \WT\ is a constant, which depends on ß and which is equal to the volume of
the Wulff crystal (see below), and a(m) is defined in (1.9). We have

lim 1^1 1 (1.11)
O-« 16ß2

V '

It is important to notice that in this case the result (110) depends on the choice
of the conditional Gibbs state and also on the shape of the box A. The result e.g.
for periodic boundary conditions is different (see [D.K.S] and [Sh]). This is in fact

very natural since we have here a surface phenomenon and we cannot expect that
the boundary of A, or the boundary condition for this set, do not play a dominant
role. The phenomenon of wetting is of course important although we do not discuss
this topic. We only mention that the result (110) reflects the fact that there is a

repulsion of the negatively magnetized phase by the boundary of A, as a consequence
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of our choice of the boundary condition ([F.P.2]).

The Wulffs theory predicts the shape of a crystal in equilibrium with its vapor on
the basis of a simple variational argument. This is a phenomenological macroscopic
theory. Let us consider only the two-dimensional version. We suppose that a possible
shape of the crystal is described by a simple closed curve c and that the crystal is

inside c. Let n be a unit vector of R2 and r(n) the surface tension (per unit length)
of an interface perpendicular to n and separating the crystal and the vapor. The
total surface free energy associated with the shape c is,

r(n(s))ds (1.12)

where n(s) is the unit normal vector exterior to c at c(s). The shape of the crystal
of volume V is given by the solution which minimizes (112) over "all sufficiently
regular" simple curves V which are the boundaries of regions of volume V. li we have
two fluid phases in coexistence, then the same argument applies. In particular if the
surface tension is isotropic (1.12) is proportional to the length of the curve c and the
equilibrium shape is a disc, as a consequence of the classical isoperimetric inequality.
The variational problem to solve is a generalization of the classical isoperimetric
problem. When r is positive, which is the case here, we can intrepret (112) as a
new length of c (r-length). Let r : R2 —» R be a positively homogeneous function of
degree one. (We can always extend in this way the definition of the surface tension
to R2.) We define the Wulff crystal

WT {x* G R2 : (x\x*) < t(x) for every x £ R2} (1.13)

{x* e R2 : t"(x") < 0}

The Lebesgue measure of the set WT is \WT\. For example when r is the Euclidean

norm, then \WT\ tr, and when t(x) |»i| + |x2| then WT is a square of volume
4. In (1.13) • | • is the Euclidean scalar product in R2, and r* is the Legendre
transform of r. Let s £ [0,1] i—? c(s) (ci(s),c2(s)) g Ä2 be a parametrized closed

curve (which is sufficiently regular). We define the Wulff functional by

r(c):= fr^sl-c'^ds (1.14)
./o

and

voi(c) := ir (c'2(5)ciw " c* wc2W)rfs (li5)

Notice that vol(c) is the Lebesgue measure of the set enclosed by c, when c is a

simple closed curve. We have the following theorem, which generalized the classical

isoperimetric inequality, and which gives the solution of the variational problem:

(t(c))2 >4|WT|-vol(c) (1.16)

Equality holds if and only if c is the boundary of a region which is obtained by a

dilatation and translation of the Wulff crystal. Inequality (1.16) has been proven
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several times under various conditions. Although inequality (1.16) plays an important

role in the analysis we do not prove it here. There is a d-dimensional version
of it. For this version there is a proof based on Brunn-Minkowski inequality (see
in particular [D], [T]). Recently new proofs were published, see [F], [D.P]. A curve
which realizes almost the minimum is almost a Wulff crystal of volume vol(c) (see

e.g. [D.P]). This stability of the variational problem is best expressed by the
generalized Bonnesen's inequalities (see [D.K.S]). We use these inequalities only at the

very end of the analysis.

A precise formulation of the results on the phase separation is given in theorems
9.2, 9.3, 9.4 and in the conclusion of section 9. Let us outline the content of the
next sections. The typical configurations of the conditional probability pji( ¦ \A)
are described in terms of large contours and small contours. One needs an estimate
of the large deviations of the magnetization computed with the probability which
is obtained by conditioning the Gibbs measure /xj with respect to the event that
there are only small contours. To simplify the analysis the constraint ensemble is
defined by the event A, which specifies the magnetization up to a term of order

0(|A| • L~c). Therefore it is sufficient to prove Bernstein's inequality for these large
deviations. Such an inequality is derived in section 5, and follows easily from the
results of section 4. (From the results of section 4 one can get stronger results, and

prove local limit theorems analogous to those obtained by Richter for independent
random variables [R].) There are two main estimates in the analysis of the typical
configurations of the measure p~l( ¦ \A). One of them is a lower bound for the
probability of the event A computed with the Gibbs measure p\. This estimate is

done in section 7. The second estimate is an upper bound for events described in
terms of geometrical objects called droplets. The droplets are defined in section 8,
and the estimate is established in the same section. It is essential that both
estimates are expressed in terms of surface tension, and for that purpose we introduce
an intermediate scale in the analysis, following an idea of Dobrushin, Kotecky and
Shlosman. The method of proof for these estimates differs from the one used by
Dobrushin, Kotecky and Shlosman. There is a convenient way of studying the
surface tension, which is suggested by duality. It is known that the two-dimensional
Ising model is self-dual, and that the surface tension is equal to the mass-gap of
the two-point function of the same model at the dual inverse temperature. Duality

and surface tension are the subjects of section 6, which also contains two basic

simple estimates, which are important for sections 7 and 8. One of these estimates

expresses the fact that a complicated large contour has a small probability and it
is proved by the cluster expansion. The second estimate is based on monotonicity
properties of the expectation value of the spin variables with respect to the size of
the system. This second estimate greatly simplifies the analysis. Moreover such an
approach is also possible for higher dimensions. Correlation inequalities are used

for proving the lower bound of section 7 by mimicking the method of reflection of
the theory of random walks. Here we use monotonicity properties of the two-point
function with respect to the position of the spins. What is really needed to know
about the surface tension corresponds to prove in the dual model that the two-point
function has an Ornstein-Zernicke behaviour. Section 9 contains the main theorems
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and the conclusions of the analysis. A lemma due to Minlos and Sinai plays an
important role, when we prove the separation of phases. Section 2 is devoted to
some basic definitions and notations. The correlation inequalities which we use are
quoted there. The method of the cluster expansion is explained in section 3.

Remarks.
1) In the definition of the constraint ensemble we allow some fluctuations of the
magnetization. As a consequence in the set of typical configurations we always have

some contours of intermediate size (which are still small contours for our definition.)
To study such contours, one must investigate the intermediate fluctuations of the
magnetization. This important subject is treated in [D.K.S].
2) In [D.K.S] the authors use a definition of contours, which is very particular. This
is not the case in these lectures, and our approach is better for generalizations.
However the geometry of the (large) contours is more complicated in our case (see
section 8). We could avoid these complications by using the definition of contours of
[D.K.S]. This brings a non trivial simplification at the expense of generality. This
simplified approach is discussed in section 10.

3) The main steps of the analysis are summarized below.

• Lemma 6.3 which gives the relation between the surface tension and the mass-

gap of the two-point function of the dual model.

• Theorem 7.1 which gives the lower bound on the probability of the set A(m; c,c0).

• Theorem 8.2 which gives an estimate of the total volume (and the total length)
of the large contours.

• The definition of the droplets and lemma 8.8 which gives an upper bound on
the probability of a family of droplets. This lemma is proved by using the
basic estimate of lemma 6.7.

• Theorem 8.4 which describes a typical set of configurations in terms of droplets.

Acknowledgements. During the past three years I had several occasions to discuss
different aspects of these questions, in particular with Kotecky and Shlosman. I also
had a written version of their analysis of the surface tension, and I used some of
their results at one point (lemma 7.1). I am very grateful for the many entlightening
discussions which I could share with Dobrushin, Kotecky and Shlosman.
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2 Ising model, notations.
We set up the main notations in section 2.1 and recall some basic properties of the
model in 2.2. Finally we state in 2.3 the correlation inequalities which we use later
on.

2.1 Notations.
2.1.1 The lattice.

The model is defined on Z2 or on some bounded part of Z2,

l2 {t (t(l),t(2)):t(i)£l,i l,2} (2.1)

Another lattice, the dual lattice is important. In our case the dual lattice is Z2

Z2 {t (*(1),*(2)) : t(i) + 1/2 e l,i 1,2} (2.2)

We also think of the lattice in a more geometrical way, as a cell-complex. The lattice
is the set of all elements of Z2, called sites (0-dim. cells), all edges e, e [t,t'}
which are horizontal and vertical segments of R2 with endpoints £ Z2, t' E Z2 and

\t(l) - t'(l)\ + \t(2) - t'(2)\ 1 (1-dim. cells), and all plaquettes p which are the
2-dim. squares of unit area of R2 with corners belonging to Z2. When we consider
the lattice with this structure we denote it by L. Similarly we introduce L*, the
dual cell -complex. We have the important geometrical relations :

• each site t of L is the center of a unique plaquette p" of L*

• each edge e of L is crossed by a unique edge e* of L*

• each plaquette p of L has a unique site t* of L* as center.

The boundary of an edge e \t,t'\ is by definition Se {t,t'}. We extend the notion
of boundary for subsets 7 of edges. By definition 67, the boundary off, is the set
of sites which belong to an odd number of edges of 7. The boundary of a plaquette

p is the set êp formed by the four edges of its boundary (as set of R2 The sites
have no boundary.

The cardinality of a set A C Z2 is denoted by |A|. We use two distances. The
distance d\,

d1(t,t') J2\t(i)-t'(i)\ (2.3)
1-1

and the Euclidean distance

d2(t,t') ct\t(i)-t'(i)\2y/2 (2.4)
;=i

As usual the distance of a point t to a set A is

di(t, A) inf di(t, t') t 1,2. (2.5)
t'çA
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Let A be a bounded set of Z2. We also use the notation A for the following subset
of L : all sites of A are the elements t of A (as subset of Z2); all edges of A are the
edges of L, e [t, t'] with t, t' sites of A; all plaquettes of A are all plaquettes of L, p

such that Sp {ei, e2, e3, e4} with all e; edges of A. We write A C L. With each
A C L we associate a dual subset A* of L* : all plaquettes of A* are the plaquettes
p*(t) of L* whose centers t £ A ; all edges of A* are all edges of the boundaries of
these plaquettes; all sites of A* are all sites which are in the boundaries of the edges
of A*. A path on Z2 is an ordered sequence of sites and edges, t0, e0,ti, t\, ¦ ¦ ¦ ,tn
with Sei — {<i,<;-i}, all i. The site t0 is the initial point of the path and tn is the
final point. The path is self-avoiding if t, ^ tj for all i ^ j. It is closed ii to tn.
A subset A C Z2 is connected if for any pair of points t,t' £ A, there is a path with
initial point t and final point t' which contains only sites of A. A subset A C Z2 is

simply connected ii the set of R2 which is the union of all plaquettes p*(t), t £ A is

a simply connected set of R2. A subset T of edges of L is connected if the set of R2

which is the union of the edges of Y is connected in R2. Finally, for any finite set
A C Z2 we set

A {t £ Z2 : inax \t(i) - t'(i)\ < 1, all t' £ A} (2.6)

2.1.2 The configurations.

A configuration a of the model is an element of the product space

X {-l,l}z* (2.7)

When the model is defined on A the set of configurations is

X(A) {-1,1}A (2.8)

An element of this set is usualy denoted by a but sometimes we write aa when we
want to specify the set A. There is a natural action of Z2 on the set X as group of
translations : to each t £ Z2, Tt is a map X —? X,

(Tta)(f) : a(t - t') (2.9)

where cr(t) is the value of the configuration at t. For each subset A C Z2 we introduce
F(A) as the u-algebra of X generated by the cylinder sets with bases in A. We write
F for F(Z2). By definition we can decide whether a configuration a belongs to some
cylinder set A with base A if and only if we know all its values cr(t),t £ A.

Let A be a finite subset of Z2. We say that we have specified a boundary condition for
A when we have chosen one particular configuration a' £ X. When a set A is given
with a boundary condition (b.c) then we can extend uniquely any configuration <ta

of X(A) to a configuration a £ X,

a(t) := <ta(i) ift£A (2.10)

a(t) := a'(t) if t£ A

Two boundary conditions are fundamental : the + boundary condition (+ b.c.) and
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the — boundary condition (— b.c). The + b.c. (resp. — b.c.) corresponds to the
choice of er(t) 1 (resp a(t) —1). Let A be given with + b.c. All configurations
<r which are compatible with this b.c. (i.e. <r(t) 1, t 0 A) can be described
geometrically as follows : we consider the set

{t £ Z2 : a(t) -1} C A (2.11)

and then the set

U P'(t) (2-12)
t:<7-(t) —1

where p* is the plaquette of L* with center t. As subset of R2 the set (2.12) has

a boundary, which is composed of edges of L*. We decompose the boundary into
maximal connected components 71,... ,fn. Connected sets of edges of L* are called
contours. All contours in a configuration are disjoint two by two and have no
boundary, 67; 0 for all i. This last property can be verified by noticing that
S(fi U U jn) is the boundary of the boundary of the set (2.12). We say that the
contour fi is closed if 67; 0. We define two notions of compatibility for contours :

a family 7 (7^ ,fn) of connected subsets of edges of A* is A*-compatible if

• Sfi 0 for all i

• 7; and fj are disjoint, all i ^ j
A family 7 (71,... 7„) of connected subsets of edges of A* is A+- compatible if

• there is a configuration a £ X which is compatible with the + b.c. such that
the family 7 is exactly the set of contours of the configuration a

The A+-compatibility is introduced in order that there is a one-to-one correspondence

between all configurations a £ X compatible with the + b.c. of A and all
A+-compatible families of contours 7 (7!,... ,fn). On the other hand the notion
of A*-compatibility is purely geometrical and does not refer to a configuration cr or a

boundary condition. The following fact is very important, and can be checked easily
on examples : when A is a simply connected set, a family of contours 7 (71,.. .,7n)
is A+-compatible if and only if it is A*-compatible. In general only the implication
A+-compatibility =£¦ A*-compatibility is true. Similarly we introduce the notion of
A ~ - compatibility.

Let 7 be a contour. Then there is a unique configuration <r7 which has 7 as unique
contour. We define the interior off int7, as the set of all t £ Z2, a(t) —1 and

(fi(t,7) > 1. Notice that int7 is exactly the set of all t £ Z2 with cr(t) — —1 In
general int7 has several connected components see figure 1. The volume of 7 is the
cardinality of int7, V0I7 |int7|. We also use the notation int7 for the closed
subset of R2

U P'(t) (2-13)
t:rr(t)=~\

Notice that int7 is a simply connected set.
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Figure 1: int7

2.2 The model.
2.2.1 Definition.

The model is a spin model. For each t £ Z2 we have a spin variable which takes
the values + 1 or — 1. We also use the notation a(t) for the spin variables. Thus

a(t) may denote two different but intimately related quantities : the value of a

configuration a at t or the function "spin at t" defined on X and whose value at a
is the value of the configuration at t. In this case cr(t) is a random variable on (X
F) indexed by t. The energy of a configuration is the sum of one-body interactions

- h(t)a(t), h(t) £ R, and two-body interactions - Ja(t)a(t'), di(t,t') 1. We

always consider the ferromagnetic case J > 0. On the other hand the magnetic field
h, t t—? h(t), may be inhomogeneous. Let A be some finite subset of Z2. Let a and
a' be two configurations £ X. The energy in A of the configuration a given a' is by
definition

Hh(a\a') HK(a) + AHK(a\a')

-J/2 £ a(t)a(t')-j:h(t)a(t)-J £ a(t)a'(t)
(2.14)

teA.i'eA
di(t,t')=l

t€A t€A,t'f?A
dl(t,t')=l

Notice that a i-* H/^(cr\a') defines a function on X which depends only on the

part of the configuration in A. This function is thus F(A)-measurable and we may
consider that it is defined on X(A) when necessary. On the other hand, the function
<r' h-y H\(a\a') is F( A\A)-measurable. In the first part of the lectures we consider the
model as defined above, characterized by a coupling constant J and a magnetic field
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h. In this case we do not introduce explicitely the temperature. In the last part of
the lectures we consider the case where the magnetic field is zero. Here we introduce
explicitely the inverse temperature ß by setting J ß (i.e. by taking a coupling
constant J equal to one). The corresponding expression (2.14) is interpreted as the

energy at inverse temperature ß.

2.2.2 The equilibrium states.

We study mainly finite volume Gibbs states. The theory of Gibbs states or Gibbs
measures is exposed in Georgii's book [Ge] and in Sinai's book [Si]. The two books

are different and complementary. We simply recall some basic facts.

On (X, F) we define the counting measure A, as reference measure. Let A be a finite
subset of Z2 and let a be a configuration of X. Let

A*a(*') -,} | (Z'(A))-1 • exp(-HA(*'\<r)) if a'(t) <r(t), all t $ A

\ 0 otherwise

The factor Za(A) is a normalization factor,

Z'(A) £ exp(-tfAKK)) (2.16)
<^eX(A)

so that the sum of p"A(a') over all a' is equal to one. We define a probability measure

dpl(a') := p"A(<r')d\(a') (2.17)

and we often denote expectation value of / with respect to this measure by

(/>* (A) / f(a')dpl(a>) £ f(a')pl(a') (2.18)
cr'ÇX

The measure (2.17) is the finite Gibbs measure on A with b.c. a. For any measurable
function / the function a i—* (f)" (A) is F(Z2\A)-measurable. Moreover, if / is

F(A)-measurable, then the function cr i—? (f)" (A) is F(A\A)-measurable. It is easy
to verify that for any finite set 12 containing A and for any F(A)-measurable function

/ the conditional expectation value of / computed with p^, given F(Z2\A), is

E(/|F(Z2\A)(<r) </HA) (2.19)

Definition :

A probability measure p on (X, F) is an equilibrium state or Gibbs measure

if for all finite subsets A of Z2, all bounded measurable functions /,
the conditional expectation value of / given F(Z2\A) with respect to p
is E,(/|F(Z2\A))(<r) </HA) M-a.s.

In our case, equation (2.19) holds for any F(A)-measurable function when p is

a Gibbs measure: the Gibbs measures of the Ising model have the local Markov
property. A Gibbs measure p is translation invariant if

p(f o Tt) p(f) all t £ I2 (2.20)

Let €2(J, h) be the set of Gibbs measures of the model.
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Theorem 2.1

For the two-dimensional Ising model with coupUng constant J and homogeneous
magnetic field h the following results hold:

1) The set £2(J,h) is a convex set and all Gibbs measures are translation invariant.

Either £2(J,h) contains a unique element or all elements of £2(J,h) are convex
combinations of two extremal elements p+ and p~. The latter situation occurs if
and only if h 0 and J > JCI sinh(2Jc) 1.

2) Let An be any sequence of finite subsets of Z2 with the properties : a) A„ C

An+1, b) for any finite set A C Z2, there exists n(A) such that An D A for all
n > n(A). Let p\ resp. p2 be the finite Gibbs measures with + b.c. resp. — b.c.

Then the Gibbs measures p+ and p~ of 1) are the weak limits of p\ and p^ as n
tends to infinity.

3) If h 0, then there are several Gibbs measures if and only if m"(J) :

p+(cr(t)) > O.When h=0, then p'(a(t)) -p+(a(t)).

Remarks.
1) The first statement of theorem 2.1 is an important result of Aizenman [A] and

Higuchi [H]. It is not true for higher dimensions.
2) In general it is difficult to determine all extremal translation invariant Gibbs

measures. However, for ferromagnetic models, with spins taking their values in a

compact abelian metrizable group, all extremal translation invariant measures can
be classified in terms of the notion of symmetry breakdown in "generic" situations
[Pf.2].

3) The statement of point 3) indicates that m*(J) is an order parameter. The
value of m*( J) was given by Onsager.

2.3 Correlation inequalities.
We state three lemmas which summarize the correlation inequalities which are used

in the next sections.

Lemma 2.1 (Griffiths' inequalities, [Gr])

Let A be a finite subset of I2 and let <r(A) ritgyi tT(t) (as random variable). Then

for any J > 0, h(t) > 0

(<r(A))+(A\J,h)>0 (2.21)

and

(a(A) ¦ <r(B))+ (A|J, h) > {a(A)}+ (A\J, h) • (a(B))+ (A| J, h) (2.22)

Let n(t) be the random variable equal to one if a(t) 1 and 0 otherwise. It is an
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example of an increasing function. In general we say that <T\ < a2, (Ti £ X, if and

only if ai(t) < a2(t) for all t. A function / : X —» R is increasing ii
ax<a2 =*. /(<n) < f(a2) (2.23)

Let A be a finite subset of Z2 and n(A) YltçAn(^)-

Lemma 2.2 (Fortuin-Kasteleyn-Ginibre inequalities, [F.K.G])

Let J > 0 and h(t) be arbitrary. Then a i—> (n(A)y (A) is an increasing function of
a. The function h i—» (n^))" (A| J,/i) is an increasing function of h. Moreover,

(n(A) ¦ n(B)Y (A) > <n(A))' (A) • (n(B)Y (A) (2.24)

and

<n(J4))+(A1)>(n(A))+(A2) AlCA2 (2.25)

We introduce the notion oi free boundary condition (f-b.c). Let A be some finite
subset of Z2. We define a measure on X(A) as before, but we replace H\(<r'\a) by
Ha(<t),

p[(a'x) (Z^(A))"1 .exp(-ÄAK)) (2.26)

with

Z'(A) YI exp(-JffA(^A)) (2.27)
<rA€X(A)

Expectation value of g with respect to pK is denoted by (g) (A). It follows from
lemma 2.1 that for any finite sets A, Ai, A2 with Ai D A2,

(a(A))i(A1)>(a(A))i(A2), Al3A2 (2.28)

whenever J > 0 and /i(£) > 0. Let h(t) h. Then for any sequence An as in
theorem 2.1 point 2,

\xm(a(A))f(An) (a(A))f (2.29)

exists. Therefore there exists a measure p? on X such that

(a(A))f=p'(a(A)) (2.30)

Moreover, p! is a translation invariant Gibbs measure.

Lemma 2.3 (Simon's inequality [Sim])

Let J > 0, h 0. Le£ <i G Z2, i2 € Z2 and let B be a finite connected subset

of Z2, such that T2\B has two connected components, one containing t\ the other

containing t2 (B separates t\ and t2). Then

W^M*»))' < E (<r(t,)a(t)Y ¦ (a(t)a(t2)Y (2.31)
tçB
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Finally, we mention some monotonicity properties of the two-point correlation function.

These properties have been proven in [M.M]. Let u (ki,u2) and v (vi,v2)
be two points of the lattice. Let I be the half-line passing through u and v, with
end-point u.

Lemma 2.4

At the thermodynamic limit we have

(<r(u)a(v))s > (<r(ü)a(v))f (2.32)

in the following three cases :

• ul — u2l |«7 — i*i| 1 and the vertical line separating ü and u does not cut I.

• «ï «i, \ûi— u2\ 1 and the horizontal line separating w and v does not cut
I.

• \ûî — Ux| 1 and \ui — u2\ 1 and the diagonal line separating u and v, does

not cut I.

In the next figure we have marked by • the points u for which lemma 2.4 applies.
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3 The cluster expansion.
The cluster expansion is one of the oldest tool of Statistical Mechanics. It was
introduced by Ursell (1927), Yvon (1935), Mayer and collaborators (1937). We

expose the basic elements of this method in essentially the original form, following
Brydges' lectures [Br]. We do not discuss more recent approaches. The third volume
of "Phase Transitions and Critical Phenomena" [D.G] is devoted to this topics and
also related topics. Chapter 4 of Ruelle's book [Ru] is also a good reference for our
purposes and we refer to the book of Glimm and Jaffe [G.J] and to the thesis of
Pordt [Po] for applications to Quantum Field Theory.

The exposition below is sufficient to handle many interesting models. We need only a

convergence theorem. In paragraph 3.1 we define the cluster expansion in an abstract

way and give in lemmas 3.1, 3.2 and 3.3 the general properties of the coefficients
of the expansion. We have written this section having in mind applications for
lattice systems. In the second part, sections 3.2 and 3.3, we treat the problem of the

convergence of the expansion using the so-called "tree-graph bound". We follow here

a paper by Cammarota [C] and Brydges' lectures. We do not treat the most general
case but give a sufficiently general exposition which covers the case of "polymer
expansions". Polymer expansion were introduced by Kunz in [K].

3.1 Definition of the cluster expansion.
Let 12 be some set. The elements of 0 are for example the positions of the particles
of a one-component fluid or the contours of an Ising model and so on. For each

integer n, n > 1, let gn be a symmetric function of n variables X\,.. xn, defined

on Q x ¦ ¦ • x fi (n factors). Since gn is symmetric we also use the notation g(X),
instead of gn(xi,. xn), with X {sci,... x„}. We suppose that for each n we
have an average,

Ì9n) Y ••' Y 9n(xi, ...,Xn) (3-1)

We have sums in (3.1) because we have in mind lattice models. But for a classical

system of n particles in a box A, (gn) is given by

(9n) / dx1--- dxn g„(x!,..., xn) (3.2)
./a «/a

Lemma 3.1

Y ~ Y '¦• H \9n(xi,...,xn)\ < oo (3.3)
n>l n- a^gfi x„€(l

then the following identity is true

«p(e^>)=1 + E^(G»> (3-4)
\r>>l "• / n>l ""
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with

Gn(x1,...,xn) G(X)= (3.5)

YÌ Y 9(X1)---g(Xk)
fc>l *¦ XiCX -XkCLX:

XinX,=q>
UiXi^X

The average (•) is defined by (S.l).

Proof.

Since (3.3) holds, we have

exP (E l\ (9n)) (3-6)

i + Eri E -^ <*,))••• IE -^ (*¦>)
k>l kl \nT>l "i! } \„T>in<°!

1 n 1 71 I

i + E-fE^i E rei,..'.refci(g".)---(g">)
n>l n- fe=l re- ni>l-nt>l "1- "*•

The sum in (3.6) over ni,...,n* can be evaluated in the following way: we
consider the term indexed by n^ < < n*. with n\ — nmi, nmi+1 —

nmi+mj,...,nmi+...+m,_1+1 nmi+...+m„ ^= nfc; there are k\/mA ¦ ¦-m,\ terms
in the sum which give the same contribution as this term. On the other hand there
are (see [B])

(3-7)
(raj!)"*! • • • (nmi+...+m<_1+1!)m- mj! • • • m,\

partitions of the set X {sci,... £„} of n elements with mj sets of rax elements,

ra, sets of nmi+...m<_1+1 elements. Therefore (3.6) is equal to

1 + E^ E (^i))-(Ä))= (3-8)
n>l ' partitions of X

into k subsets

1+E-JtÈÀ E (9(Xi))---(g(Xk)}
n>l '*• fc=l K- ^iCX -XiiCJr

XinA"j=(9

By comparing with

l + E^(Gn) (3.9)
n>l

we get formula (3.5).
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In Statistical Mechanics we study partition functions. Sometimes the partition function

Z is an expression of the form

z n-£^<<?„) (31°)
77, nn>l

For example, in the theory of classical fluids, with activity z and in a box A, the
grand canonical partition function is

1 + E —s f d*i • • • / dxn exp(-ßV(xu xn)) (3.11)
„^i n! ja ja

where V(x\,. ,xn) is the (potential) energy of the particles. The functions Gn are
given and we determine the functions gn recursively by the formulas (3.5) :

<7i(*i) G1(x1) (3.12)

Ss(»i, x2) + gi(xi) ¦ gi(x2) G2(xltx2) (3.13)

g3(xi,x2, x3) + g2(xi,x2) ¦ gi(x3) + g2(x!,x3) ¦ gi(x2) (3.14)

g2(x2,x3) -gi(xi) + gi(xx) ¦ gi(x2) ¦ gi(x3)

G3(xi,x2,x3)

We now give an explicit form of the function gn in a special case, which is sufficient
to treat problems with two-body interactions or hard-core conditions. Let Ç be an
unoriented graph. The set of vertices of Q is V(Q) and the set of edges of Q is E(Q)
All graphs below are unoriented simple graphs (i.e. without loop and with at most
one edge between two different vertices). We denote by Qn the graph with n vertices
and with one edge e(i,j) between each pair of vertices i ^ j. (Qn is called the
complete graph with n vertices). With each vertex k of Qn we associate a variable x/,
and we suppose that Gn(xi,. xn) is given by the expression (we write e(i, j) £ Gn

instead of e(i,j) £ E(Qn))

n

G„(xu.. .,xn) Y[z(xi) Yi (1 Af2(x,,Xj)) (3.15)
•=1 e(«,i)€0n

where z(x) is a function of one variable and <p2(x,y) is a symmetric function of
two variables. If we consider again the example of a classical fluid, with two-body
interactions r/>(x,y) between particles at x and y, then

exp(-ßV(x1,...,xn)= (3.16)

û exp(-ßip(xi,Xj))= Jl (l + <p2(x;,Xj))
e(«\/)€0n e(t,j)ee„

with

<p2(xi, Xj) exp(-ßip(xi, Xj)) - 1 (3-17)

Let us consider the second factor in (3.15).By definition a partial graph Q' of a graph
Q is a graph with the same set of vertices as G, V(G') V(G), and whose set of
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edges is a subset of E(Q), E(G') C E(Q). We write Q' C G if G' is a partial graph of
G- We decompose any partial graph G' of Gn in (3.15) into connected components
C\,... ,CP, each connected component being a connected graph, V(Ci) C V(G') and

E(Ci) C E(G'), so that

I/(C,-)rW(C,-) 0 itj (3.18)

and

U y{Ci) néo, y E(Ci) £($') (3.19)

Let C be a connected component with V(C) {1,..., n}. We define

ûtc\ -I1 'if ly(c)l 1 n 20Ì#)1lL(W^,^-) ,if |V(C)|>2 (3-20)

and

^1,...,xn) ^r(X)= £ #0 (3-21)
C connected

Ccö«

The function <pT is called (Irseli function of order n or truncated function.

Lemma 3.2

Let Gn be the complete graph on {l,...,n}. For each vertex i let Xi be a variable
and let Gn(xi,. xn) be defined by (3.15). Then

n
gn(xU Xn) Y[ «(«i) • <Pn(XU • • • *n) (3-22)

t'=l

with

<pl(xu...,xn)= E <p(C) (3.23)
C:conuected

CCO„

and ip(C) defined by (3.20).

Proof.

We compute

û (1 + M*u*i))= Y IT f2(x„xj) (3.24)
e(t,j')ee„ 5': 0'Ce„ e(i,.j)ee'

Let Xi,. ,Xfc be a partition of X {1,... ,n} into k subsets (1 < k < n). We

group together all terms of the sum (3.24) which are represented by partial graphs
G' with k connected components C\,... ,Ck having as sets of vertices V(C,) X^.
Then we sum over all possible partitions of X. Thus (3.24) is equal to

E nvTW èjÉi E <eT(Xi)-H>T(Xu) (3-25)
partitionsofJT i=l fe=l ' X\QX- X^CX
X=Xi+—+Xk X,nX,=<t>

l<fc<n UiA"i=X
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We can identify <pT(Xi) with g(Xi) of (3.5) because the functions gn are uniquely
defined.

We emphasize that the n vertices of the graph Gn in lemma 3.2 are in one-to-one
correspondence with the n variables X\,...,xn independently of their values. Let
now fix the values of the variables x\,..., x„. We introduce a new graph with n
vertices which depends explicitely on the values of x\,... x„. The vertices of this
graph, Gn(xi: ¦ ¦ ¦ i xn), are l,...,n. The vertex i corresponds to the variable Xi
and we have an edge e(i,j) between vertices i and j ii and only if ip2(xi,Xj) ^ 0.

Clearly, if in (3.23) the variables ti have given values, then only the connected partial
graphs of G%(xi,..., xn) contribute to (3.23). Consequently, if Gn(xi, • • •, xn) is not
connected, then <p„(xi,..., xn) 0 for those values of X\,..., x„.

Lemma 3.3

Let X\,...,xn be a sequence of n fixed elements of Q, not necessarily different.
Let Gn(x\,... ,xn) be the graph with n vertices, the vertex i for the element Xi of
the sequence, and whose edges are all edges e(i,j) for which ip2(xi,Xj) ^ 0. //
Gn (x\,. x„) is not connected, then

<pi(xi. - xt,...,xn - xn) 0 (3.26)

We finish this section by an example, the Ising model, with no magnetic field. Notice
that the partition function Z is not given directly as

Z 1 + E h (Gn) (3-27)
n>l

One of the nontrivial steps in the study of a model is often to write Z as in (3.27).
One method is to try to write Z as the partition function of a system of polymers.
In the case of the Ising model, at low temperature and in absence of a magnetic
field an expression like (3.27) for the partition function is well-known. Here the
basic objects are the contours which describe the configurations of the model.

Let A be a finite subset of Z2 with + b.c. We suppose that A is simply connected
so that each family of closed disjoint contours f (71,...,7„) on A*, i.e. each

A*-compatible family of contours, is also a A+-compatible family of contours. The
main point here is that there is a one-to-one correspondence between the set of all
configurations a compatible with the + b.c. for A and the set of all families of A*-
compatible contours in A*. This is important, because we can check locally whether
7 (71,..., fn) is A*-compatible : we need only to check that Sfi 0 i — 1,... n,
and fi, fj are disjoint for all i ^ j. Because of this property we can write the
function Gn using the following (local) hard-core potential. Let 12 be the set of all
closed contours in A*. The hard-core potential y>2(7,7') is defined on 12 x Î1 by
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The energy of a configuration, compatible with the + b.c., is equal to (up to a

constant)

-J/2 £ ^(a(t)a(t') - 1) E 2JI7.-WI (3-29)
t t' i=l

where ^(cr),. ,fn(a)) is the family of all contours in <r. Let

2(7)=exp(-2J|7|) (3.30)

(we recall that |—y| is the number of edges of 7 and represents its length).We define

n (~ -v ï J n"=i«(7i) if (7i,---,7n) is A*-compatible
G-(7i,---.7») |0 otherwise (3'31)

We can express G„ as

G„(7i, - • ¦ ,7-) Û *M IK1 + Mluli)) (3-32)
t l i<j

and the partition function, up to a constant, is equal to

l+EÌE---EGn(7i,---,7n) (3.33)
n>l "• 71 S« T«€fi

From lemma 3.3 we see that a necessary condition for y?„(7i, • • ¦ ,fn) to he nonzero
is that

n

(J fi is a connected subset (3.34)
t=i

Indeed, if this is not the case we can partition the sequence 71,...,fn into two
subsequences 71,... ,7fc and 7^+1,. f„ (by labelling the contours conveniently) so

that each contour of the first subsequence is disjoint from each contour of the second

subsequence. This implies that the graph G%(fi, ¦ ¦ ¦,tn) is not connected.

3.2 The tree-graph bound.
We suppose that x\,. xn have given fixed values. Let G„(xi,. xn) be the graph
defined in lemma 3.3. We have

v£(*i,...,*„) 2>(C) (3.35)

where in (3.35) we sum over all connected partial graphs of £/J(xi,... xn). There is

a distinguished class of connected partial graphs of öj(^i, • • •, x„) : the trees. A tree
is a connected graph without closed path (cycle). The following three definitions
are equivalent. A tree is a connected graph such that if we delete one edge then the

resulting graph is not connected. A tree is a graph without cycle such that each time
we add one edge then the resulting graph has exactly one cycle. Finally a tree with n
vertices is a connected graph with n — 1 edges. This class of graphs is relatively easy
to handle and this is why in Statistical Mechanics a problem is often solved in the
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"tree-graph approximation" which simply means that the sum (3.35) is restricted to
the trees (see the article of Domb in [D.G]). Our goal is to have a theorem giving
sufficient conditions for the convergence of the cluster expansion. This is achieved

by proving the tree-graph bound on y£ which we now explain in details.

Let C be a connected partial graph of G%(xi,..., xn), xj,..., x„ having fixed values.
We associate with C a specific tree T T(C) following a paper by Penrose [P]. The
graph C has n vertices 1,..., n, and we define a weight w(i) for each vertex:

w(l) 0 (3.36)

and

tu\ — > niinimal length of a path _.

[ in C with endpoints 1 and k

(the length of a path is the number of edges which compose the path). Since C is

connected, w(k) > 1 for k > 2. We construct a tree T by a two-step construction.

• We delete all edges e(i,j) of C with w(i) w(j)

After that operation, we get a connected graph C with the same weights. Moreover,
all edges e(i, j) of C are such that

\w(i) - w(j)\ 1 (3.38)

• Each vertex i ^ 1 of C is connected by an edge to one or more vertices j with
w(j) w(i) — 1. We delete all these edges except the one with j minimal.

The resulting graph is still connected and clearly has no cycle because (3.38) holds.

It is the tree T(C). Notice that the weights w(i) of T are equal to those of C.

Conversely, given a tree T and its weights, we can reconstruct all C such that
T(C) T. It is not difficult to prove that among all graphs C C G„: with T(C) T,
there is a maximal graph C*(T) with respect to the "partial graph" relation C. This
maximal graph is obtained from T as follows. Let t be a vertex of the tree, with
weight w(i) and which is connnected with the vertex k, with weight w(k) w(i) — 1

by an edge e(i,k). We add all edges e(i,j) of G„ to the tree, with j > k and

w(j) — w(i) — l and all edges e(i,j) of Gn with w(j) w(i). We do this construction
for all vertices. (Of course an edge is added only once.) We have

{C : T(C) f} {C : TCCC C*(t)} (3.39)

and we can write

^(xi,...,xn) £ (p(C) (3.40)
CCÖl:

C connected

e $(î) e n f2(xi,xj)

tea? T{c)=t'{l-mE{c^E{t)

e n*) n (i+Mx^xj))
f : tree =(»j)C
tcQl E(C'(t))\E(t)
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The expression (3.40) indicates how we can estimate y>„(x\,. ,xn). We estimate
the factor (e.g. using the stability of the potential)

û (1+ ?,(*,*,•)) (3.41)
e(»',i)e

E(C'(t))\E(t)

and then we must only consider a sum indexed by trees. This is the key point for
proving the convergence of the cluster expansion (see lemma 3.5). Notice that (3.41)
is particularly easy to estimate when —1 < <p2(xi,Xj) < 0, since we can replace the
factor (3.41) by one. In the case of a hard-core condition, where <p2(xi, Xj) —1 or
0, as in (3.28), the product (3.41) is zero, except when C"(T) T. In this case we
have

¥£(*!,...,*„) e m (3-42)
T treeCffif :

C'(T)=T

We shall use this result in the example at the end of the chapter. However, this
identity is in general not very useful because we need to know the structure of Gn

explicitely in order to write (3.42). Before stating lemma 3.4, which gives the tree-

graph bound, we recall that the incidence number d(i) of a vertex i is the number
of edges of the graph which have the vertex i as endpoint.

Lemma 3.4

1) Let -1 < <f2(x,y) < 0. Then

0<(-irV^„...,,„)< £ \(p(T)\ (3.43)
T : tree

rcffï(«i,...,"»)

2) If<p2(x,y) 1 orO, then

0<(-l)-l>pTn(xu...,Xn)<n"-2 (3.44)

3) The number T(n; d(l),... ,d(n)) of trees with vertices l,...,n and incidence
numbers d(l),.. d(n) is equal to

T^d^-"d^={d(D-ii:.2d(n)-i) (3-45>

Proof.

The bound n"~2 is simply the number of trees with n vertices. Statement 3) is

Cayley formula. For a proof see e.g. [B].
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3.3 Convergence of the cluster expansion.
We use lemma 3.4 in order to prove the convergence of the cluster expansion. Since

we need only to consider the case of a hard-core potential in these lectures, we
consider this case, and to be specific we consider the cluster expansion for the Ising
model at low temperature. Other situations are treated almost identically.

We first prove a lemma for the set Q of all contours on L*, the dual lattice. To each

7 G fl we have a weight 2(7) which can be complex. We suppose that there is an

upper bound

l*(7)l<w(7) (3-46)

such that w(f) 10(7') for any contour 7' obtained by a translation of 7.The hardcore

condition is expressed by the function (^2(7,7') (see (3.28) and (3.32)). For any
7, there is a finite subset i(f) such that

(7 and 7' not disjoint) =*¦ (7' H 1(7) ^ 0) (3.47)

For the 2-dim. Ising model i(f) is the set Zf n 7, and \i(f)\ < \f\.

Lemma 3.5

Under the above condition, if
C:= J2 w(f)exp(\i(f)\) < 00 (3.48)

7:79t*

(where t* is any site of the dual lattice L*) then

YY---Y\vTn(lu---,ln)\flw(fk)<(n-l)\C" (3.49)
71 3t* 73 fn fc=l

Proof.

By lemma 3.4 we have

EE---ElVn(7i,---,7n)ini*(7*)l< (3.50)
713t* 72 7.1 fe=l

E E E-E II lp>(7i,7i)ini*(70l
TcS..7i3t* 72 7... e(i,j)çT fc=l

The last sum in (3.50) is over all trees of the complete graph with n vertices 1,..., n.
Let T be a fixed tree with incidence numbers d(l),..., d(n). The summation is done
in the following order. We first sum over all fk, k > 2 such that d(fA) 1. Such
values of k correspond to extremities of the tree T. Let £* denote the sum over
all 7 which contain a fixed point t*. Since the upper bound on |z(7)|, ^(7), is

independent on the position of the contour 7,

E>(7)IPH7)I (3.51)
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is independent on the fixed point t". Let k > 2 be such that d(k) — 1 and let j be
the (unique) vertex which is connected to k in T. We have fj fl fk ^ 0 and we get
by summing over fk a contribution which is smaller than

K(7i)l El «K7*) \Ì(V)\ Yl iidk^-'wh«) (3-52)

We do the summation for all k with d(k) 1 and then delete from T all edges

containing such points. We get a new tree T and we sum over all fj such that j > 2

and j is an extremity of T'. The summation over fj gives a contribution bounded
by

K(70lE;,l*(7/)|d('M«>(7J-) (3-53)

where d(j) is the incidence number of j for the initial tree T and i is the unique
vertex connected to j in the new tree T'. Therefore,

EE---EM7M7,)ini*(7*)l< (3-54)
713t* 72 7n k=l

e: N(7i)i<i(i)«'(7i) n ei H(7fc)id('t)-i«'(7fc)
fc=2

The sum over the trees is easy since

^J"» J'^Wl)-tl)-l)' (3-55)

< ("-1)!
Kl)!(i(2)-l)!...(d(n)-l)!

From (3.54) and (3.55), we get by summing over d(i) the bound (n — 1)! Cn for
(3.50).

Theorem 3.1

Let A be a simply connected finite subset of' T2. Let A* be the dual of A (as cell

complex) and let the hypothesis of lemma 3.5 be satisfied,

Y, w(f)exp(\i(f)\)<C (3.56)
7:73**

with a constant C < 1.

1) The partition function for the Ising model, with + b.c. is given by

Z+(A) l + £~ E •¦• E n*(7*) (3-57)
n>l "" 7iCA* 7„CA* fc=l

(1 "
Er, E ••• E ¥>»(7i,---7»)EN7*;
n>l n- 7lCA* 7„CA* fe=l

T"/ie series in the argument of the exponential function is absolutely convergent. It
is the cluster expansion o/lnZ+(A).
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2) If z(f) z(f') for all 7' which are obtained by a translation of 7, and if for
each p Ap is a square, Ap+Î D Ap, such that eventually any finite subset A C Z2 is

in Ap, then

hm -
1

^,,lnZ+(Ap)= (3.58)
P-» |Apnz2|

v p/ v '

Err E E---E'r,n(7i,---7n)IIz(70
">1 713t* 72 7» fe=l

and the series is absolutely convergent. If for each 7, z(f) is a function of some
parameter 0, 0 1—? z(f\9), which is analytic in 6 for 6 £ D, some domain in D, then
the function defined by (3.58) is analytic in 9, 6 £ D. In the above formula t* is

any point of the dual lattice.

Remark
Part 2) of Theorem 3.1 is still true if the sequence Ap tends to Z2 in the sense of
van Hove when p tends to infinity (see [Ru] p. 14).

Proof.

The condition

£ exp(|t'(7)|)|z(7)l < E exp(K(7)l)H7)l < 1 (3.59)
73(* 79t*

leads immediately to the absolute convergence of the cluster expansion. Indeed
from lemma 3.5, we see that condition (3.3) of lemma 3.1 is verified. Part 2) is a

consequence of the absolute convergence.

We finish the section by an example for the readers which are not familiar with the
cluster expansion. Let Z 1 + z. We can think of Z as the partition function of a

system of particles with hard-core interaction only, activity z, in a zero-dimensional

space Applying the results above, we have

l + z exp\T^Tn(l,...,n)zA (3.60)

for \z\ sufficiently small. Here y£(l,. ,n) is given by

£(l,...,n) £ <p(C) (3.61)
(^connected

CCQn

with Gn the complete graph with n vertices. The function <p(C) is

<p(C) (-l)WI (3.62)

It is instructive to write down explicitely some terms of the cluster expansion.
Already for n A, 1^4(1, 2, 3,4) is a sum of 38 terms. On the other hand, the number
of connected C, C C Gi, which are trees is only 16. The condition C < 1 is equivalent
to |z| • e 1. Thus, from theorem 3.1, the cluster expansion converges for |z| < 1/e.



Vol. 64, 1991 Pfister 979

However, since in (3.3) Gn is the complete graph with n vertices, it is not difficult
to show that in the identity (3.42), only the trees which are chains starting at 1

contribute to y?^(l,..., re). Since there are (n — 1)! such chains we get

£ 1^(1,..., »)*» E hÜTl*» (3.63)
n>l n- n

as it should be Notice that the convergence radius of the cluster expansion is one
since there is a "non-physical" singularity at z — 1. The physical values of z are
positive, and for those values Z is analytic.
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4 The phase of small contours.
In this section we study the Ising model at low temperature,with + b.c. and when

we take into account only the spin configurations in which all contours have a given
maximal size. The phase obtained in this way is called the phase of small contours.
When we restrict the size of the contours appearing in the positively magnetized
phase of the Ising model, then it is possible to continue analytically the corresponding

free energy in the magnetic field h up to some negative value — h' depending on
the maximal size of the allowed contours. On the other hand, we know that this
is not possible for the Ising model : the free energy has an essential singularity at
n 0 [1.1], [1.2]. The phase of small contours has a positive magnetization for
negative values of the magnetic field h, —h* < h < 0. For these values of the magnetic
field this phase has been proposed as a possible metastable phase by Capocaccia,
Cassandro and Olivieri [C.C.O], and it is essentially the unstable phase introduced
by Zahradnik in its formulation of Pirogov-Sinai theory [Z]. Our main purpose here
is to get a precise estimation of h*. From such an information we get useful results

on large deviations of the magnetization in this phase at h 0. This is the subject
of section 5.

4.1 Ising model with an inhomogeneous magnetic field.
We consider the model with coupling constant J and inhomogeneous magnetic field
h. The inverse temperature is not introduced explicitely. It is convenient to normalize

the Hamiltonian according to the boundary condition which is chosen. Let A be

some finite subset of Z2 which is simply connected, and let us consider the + b.c.

for A, i.e. a(t) 1 if t $ A. We normalize the Hamiltonian so that the configuration
a(t) 1 has energy zero,

Hi =-J/2 £ (*(tM*')-l)-£*(*)(*(*)-1) (4-1)
t,t': t€A

dl(t,t')=l

If we have — b.c. we normalize the energy so that

Hä -J/2 E W*MO-i)-5>(0M«) + i) (4-2)
t,t': t£A

di((,t')=l

The corresponding partition functions are Z+(A) and Z~(A).

Let 7 be a (low-temperature) contour and let <t7 be the configuration on Z2 which
is specified by 7, and the + b.c. At the end of section 2.1.2. we have defined int7
and int7. We recall that int7 is the set of all t such that ay(t) — 1 and the volume
of 7, vol(7), is equal to the cardinality of int7 All spins at t £ int7\int7 have the
same value in any configuration which has 7 as one of its contours. We say that 7
is of type + resp. type —, if the value of these spins is + 1, resp. — 1. The type of
a contour depends on the whole spin configuration and the choice of the boundary
condition. The pair, which is constituted by a closed contour and the type of the
contour, is a signed contour. We say that 7 is an outer contour if it is not contained
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in the interior of another contour. For outer signed contours the type depends only
on the b.c. If we have + b.c., resp. — b.c., then an outer signed contour is of type

-, resp. +.

We define a function £(7) for signed contour :

exp(-2J\f\-2j:te-^h(t)) 7 of type
((f) 4 r '" ~«emt(ij v n ' ' " (4.3)*

exp (-2J|7|+2 £te-^/*(*)) 7 of type +

We can write

Z+(A) l+£i £ n«7k) (4-4)
Il,..,ln: h \

compatible

respectively

Z-(A) l + £l £ n^) (4.5)
7I

compatible
n>l n' 71, -,7.»: k=l

All contours in (4.4) and (4.5) are signed contours and the notion of compatibility
is the A+-compatibility, resp. the A~-compatibility. Notice that the weight £(7)
depends explicitely on the type of the contour, and therefore we cannot apply directly
the method of the cluster expansion, since the notion of compatibility is not local.
The way to solve this difficulty has been indicated by Minlos and Sinai. In (4.4)
(or in (4.5)) we resum over all contours which are not outer contours. A simple
computation leads to the identity

Z+(A) 1 + £Ì £ f[i(fk).Z-(intlk) (4.6)
n>l n' 71 7n! k=l

outer contours
compatible

and a similar expression holds for Z~(h). Since all contours are outer contours they
have the same type. We write the product in (4.6) as

n dik) ¦ z-(intfk) n z~+fnT\ ¦ z+(int>) <4-7)
*=i fc=i Z+(int7fc)

and put

T.i^/iA •= t(~!/,A •

Z+(intfk)*») «70 • 1^1 (4.8)

so that we get for (4.6)

Z+(A) l + ^i £ f[z(fk)-Z+(intfk) (4.9)
re'

n>l '*¦ 71,...,7ni k-\outer contours
compatible
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Since Z+(intfk) is the partition function of a system with + b.c. we can express it
in terms of outer contours inside im^, as in (4.9). Iterating this procedure we get

Z+(A) 1 + £Ì £ f[z(fk) (4.10)
n>l "• 71,...,7n! k=l

contours of type-
compatible

where in (4.10) only contours of type — occur and the compatibility condition is

purely geometrical and local. A similar expression holds for Z~(A).

The isoperimetric inequality on the lattice is

|7|2 > 16-vol(7) (4.11)

Definition :

Let s be some positive number. A contour is s-small (or small if the
value of s is fixed) whenever vol(7) < s2. The class of «-small contours
is denoted by Q(s).

An important property of this definition is that a contour 7 is small if it is contained
in the interior of a small contour. Let 7 be a small contour. Let ReJ > 0 and
h* sup \h(t)\. We have

\((f)\ < exp(-2ReJ|7| + 2 fc*vol(7)) (4.12)

ft*vol(7)N
< exp -2ReJ 1 - |7|ReJ

/ „ / fc*(vol(7)fa2\
< exp(-2Re^l- LJgi j|7

< exp(-2Re/(l-|fa)|7|)

Theorem 4.1

Let J £ C, ReJ > 0, be the coupling constant of the 2-dimensional Ising model. Let

h(t) £ C be an inhomogeneous magnetic field and let £l(s), s £ N, be the class of all
s -small contours 7, i.e. vol(7) < s2. Let

^-L 0<1 h' sup \h(t)\ (4.13)

If ReJ > J0, Jo is given in (4-22), then the cluster expansion for s-small contours
of one particular type,

Y1! Y Y ¦¦¦ Y ^(7i,-..,7„)ÏH7*) (4-14)
">i n' 7ien(»)72en(») 7.,en(,) k=i

71 3<*

is absolutely convergent. AU contours are of type + (resp. — if we have — (resp.

+) boundary condition.
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Remarks.
1) If A is a simply connected finite subset and fi(A,.s) is the set of all s- small

contours in A, then under the same hypothesis

Z+(A,5) expiai £ Y ^(7i,...,7n)n*(7*)Vl5)
\">1 7i€fl(A,.) 7«eO(A,«) fc=i /

where in (4.15) we sum over all small contours of type —.

2) We can still apply (4.15) in the following situation. Let A be a bounded
set. For each connected component of A we have either + b.c. or — b.c., and the
Hamiltonian is normalized so that the configuration with no contour has energy
zero. We suppose that

• there is a one-to-one correspondence between the set of all allowed configurations

in A compatible with the boundary condition on A and the set of all
families of A*-compatible s-small contours.

The corresponding partition function is denoted by Z(A,s) and

Z(A,5) exp(£A Y ••• E ^(7i,...,7«)n*(7*)) (4-16)
\n>l n- 71e()(A,a) 7„sn(A,») k=\

3) The same theorem holds if we replace the definition of s-small contour by
the following one: a contour 7 is s-small ii any connected component of int7 has a

volume smaller than s2. This generalization is used in section 8.

Proof.

We apply the results of section 3. Let K > 0 be large enough so that

a(K):= Y l7|2exp(-K|7|)-exp(|l-(7)|) (4.17)
7:7Cn(>)

is convergent. Notice that

I7I/4 < |t(7)l < l7l (4-18)

The function a(K) behaves essentially like exp(—AK) for large K. We verify condition

(3.48) of lemma 3.5 with a constant C smaller than one, so that we can apply
theorem 3.1. It is sufficient to find a function w(f), invariant by translation, such

that

Y To(7)exp|i(7)|<l (4.19)
7: 760(a)

73t*

The proof of the existence of 111(7) is done inductively. We say that 7 £ Q,(s) is

of class one if its interior cannot contain any contour. We say that 7 is of class
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two when its interior can contain only contours of class one. Inductively we define
contours of class q. Let K be large enough so that a(K) < 1 and \(K) < 1, with

w:= i
a{K(^ (42°)

1 — a(K
We choose K0 > K and so that

sh* 1 e

4ReJ 1 - \(K0) 1 - \(Ko)

We define

0* < 1 (4.21)

J-=2(Ä) ^
Lemma 4.1

Let J and h satisfy the conditions of theorem 4.1. Letf be a contour of class smaller
or equal to q. We suppose that

Äj exp(/(7|fc)) |/(7|re)| < 2A,vol(7) (4.23)

with

A^ < 0* (4.24)
4ReJ - v '

so that

\z(f\h)\ < exp(-Ko|7|) (4.25)

Then for all contours f of class (q + 1 we have

\z(f\h)\ < exp(-tfo|7l) (4.26)

and

Ä| exp(/(7|re)) |/(7|Ä)| < 2fe,+1vol(7) (4.27)

with

Vi h1" + \(Ko) ¦ hq (4.28)

and (4-24) holds with hq+i instead of hq.

Proof.

Let A be a bounded simply connected set and let Zq(A\h) be the partition function
for contours of class < q with + boundary condition for A. All contours appearing
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in the expression of Z+(A\h) are of type —. Since a(K0) < 1 the cluster expansion
of Z£(A\h) is absolutely convergent. We estimate the quotient

"W « (4-29)
Z+(A|0)

;

/ fa
1 / n n \

exp eì e ••• e v>n(7i,...,7n)(n*(7^)-n*(7*io)ì
I n>l n- 71 7.1 \k-\ k \ I i

\ class<q class<q /
If s is a complex number, then

\ex-l\ \x f'etxdt\ < |x|e|œ| (4.30)
Jo

We have by hypothesis (4.23) and the isoperimetric inequality

| fl *(Tk|A) - ft *(7*|0)l (4.31)
fc=l fc=l

S1*«11.?«

<

II k(7*|0)|(E l/(7*|fc)l)«P(£ l/(7*|A)l) <
fc l fc=l k-\

^\z(fk\^)\(Y2h^o\(fk))exp(Y2hqvol(fk))
k=\ k=l fc=l

hqf[\z(fk\0)\f[\fk\2exp(2hqvol(fk))
fc=i fe=i

By hypothesis (4.24) and the identity z(7fc|0) £(71, |0)

|*(7Jk|0)|exp(2fc,vol(7fc)) < exp
(-2ReJ (l - ^f\ \f\) (4.32)

< exp(-2ReJ(l-<9*)|7|)
< exp(-K0|7|)

and therefore we get (following the proof of lemma 3.5)

E ^ E •¦• E l^(7i,...,7n)lin*(7*|fc)-n*(7*|0)l< (4-33)
n>l Ut 71 Tn fc=l fc=l

class<q class<q

E^f E ¦•• E |^(7i,...,7n)ini7fa<7*|0)exp(2V°l(7*))<
n>l n* 71 -Yn k~l

class<q class<q

hq\A'\Ya(Ko)n
n>l

hq\A'\X(Ko)

Exactly the same result holds for the — b.c. Using the identiy

Z+(A|0) Z-(A|0) (4.34)



986 Pfister H.P.A.

we can write for any contour f of class 5+1, say of type +,(since int(7) is simply
connected)

1*1 -'«^f™1 (t35>

Z+(int(7)|fe)Z-(int(7)|0)
KWI"lZ+(int(7)|0)Z-(int(7)|/l)1

< exp(-2ReJ|7| + 2(h* + hq\(K0))vol(f))

Thus we have

Vi h* + hq\(K0) (4.36)

and

sh* shqX(Ko
+ :D:r < e+e*\(K0) (4.37)

0+

4ReJ 4ReJ
ÖA(if0)

1 - \(Ko)
9*

Formula (4.26) follows since by hypothesis

2ReJ(l - $m) > K0 (4.38)

Theorem 4.1 can now be proved without difficulty. For contours of class 1 we have

|z(7)| |£(7)|<exp(-2ReJ|7|+2n*vol(7)) (4.39)

< exp(-2ReJ|7|(l - ^))
and the hypothesis of lemma 4.1 are fulfilled with /ii h. Thus for all contours of
class 2 the hypothesis of lemma 4.1 are fulfilled with

h2 h*(l + \(K0)) > hx (4.40)

By induction the hypothesis of lemma 4.1 are fufilled for contours of class q-\-1 with

Vi h'(l + X(Ko) + ¦¦¦ + (X(K0))q) > hq (4.41)

and therefore the bound (4.25) holds for all small contours. The cluster expansion
is absolutely convergent.

4.2 Remarks on the phase of small contours.
In this section we always suppose that A is a finite set with the property

• there is a one-to-one correspondence between the set of all allowed configurations

in A compatible with the boundary condition on A and the set of all
families of A*-compatible 5-small contours.
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The partition function of the phase of small contours is denoted by Z(A,s). Since
A is not necessarily a connected set we may have different boundary conditions on
the different connected components of A. However, these boundary conditions are
either + b.c. or — b.c. The set of small contours in A is denoted by fi(A, s). If the
hypothesis of theorem 4.1 are fulfilled, then we have a cluster expansion for Z(A)
(see remark 2 following theorem 4.1) :

Z(A,s) expiai Y ••• E ¥>n(7i,...,7«)fN7*)) (4-42)
\">1 7i€fl(A,») 7„efi(A,.) fc=l /

where in (4.42) the type of the contours is +, resp. —, if the contour is contained in
a component of A with — b.c., resp. + b.c. The free energy of the phase, P,(A), is

given by the formula

exp(|A|P.(A)):=Z(A,5) (4.43)

The statistical properties of the phase of small contours are described by the measure
• } (A, s) which is obtained by conditioning the Gibbs measure defined on A with

respect to the set of configurations which contain only s-small contours.

1. Let 7 be a small contour of type —.

inn V fa) «p(-E.«»,m))Z-(ht-»_
\ \ (Çint7\int7 j

exp -2 J|7| + Y H*)
\ \ t€int7\int'y ;

Z~(int7)
Z+(int7)

where Z~ resp. Z+ are the partition functions for the Hamiltonian

H -J/2 Y (T(t)a(t')-l)-Yh(tHt) (4-45)
t,t'

di(t,t')=\

with — b.c., resp. + b.c. A similar expression holds for contours of type +.

Lemma 4.2

Let J > 0, h real and K 2J(1 — 9*). If the hypothesis of theorem 4-1 are fulfilled
and if K is so large such that

Y\pe\3Pe~iK-1)p<l (4-46)
p>0

then there exists a function \, independent on the magnetic field h and of A, so that

ÉgW>



988 Pfister H.P.A.

For large K, we have

X(K) 0(«tp(-4Jf)) (4.48)

Proof.

We compute for a contour of type —

-f -2|mt7\int7| • z + (4.49)
ah

+

Y *(t)) (mtf\h) -z-(y *(*)) M7|fc) • z
\t6int7 / \teint7 /

and

\t6int7 / \ÉÇint7

d2Z

dh*
(4.50)

J f-2|mt7\int7| + (Y <K*)) (in*7|fc) - £ <K'))+ (int^|fc)J

+z E E (Mt);cr(t')>faint7|/t)-(<T(i);<r(<'))+(int7|fe))
t€int7 i'Çint7

where

(a(t); a(t')) := (a(t) • ,(*')) - («t(*)> ¦ fa(O) (4-51)

Therefore

|g|<2|z|.vol7 (4.52)

and

|^| < 6|z|(vol7)2 < |z||7|4 (4.53)

The free energy PS(A) is given by the series in (4.42) divided by |A|. We may derive
it term by term since (4.46) holds. The lemma follows easily from the estimate
(4.25) of lemma 4.1 and (4.46).

2. We give an expression of the expectation value of the local observable <r(A), when
the cluster expansion is convergent. We consider for example the state ¦ (A, s)
of the phase of small contours with + b.c. We use a simple trick, which we learn
from Kunz and Souillard. We define

Let A be given. We introduce new weights for the (signed) contours,

?(7) II *r(*)«7) (4-55)
tzA
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with £(7) given by (4.3). We can write the numerator of (a(A))+ (A,«) as

Z+(A,s) l + Y1] Y fU'(7fc) (4-56)
n>l "• 71 .....7«: k=\

compatible

Notice that we have £(7) ('(f) if A fl int7 0. The weights are modified only
locally. We have also a convergent cluster expansion with the new weights. Therefore

(a(A))+(A,s)= (4.57)

«p [ E i E • • • E rifa*. • ¦ ¦ -7n) (Ô A-n) - ft '(i»))
\n>l "• 71 7i. \fc=l fc=l / /\*=1 k=l

small small

In the expression (4.57) all terms cancel in the sum unless there is a 7j such that
A fl int7 ^ 0. From (4.57) we see immediately that in the phase of small contours
the expectation value (a(A))+ (A, s) is analytic in the magnetic field. When there is

no magnectic field we have a similar expression for {a(A))+ (A), but in this case we
do not need the restriction that the contours are small. It is very easy to compare
the ratio of the expectation values computed with or without this restriction, since
all terms in (4.57) appear in the analogous expression for (a(A))+ (A).

Lemma 4.3

Let A be a simply connected set, and let A be a finite subset of A. If there is no
magnetic field and if J is large enough, then

| (o-(A)}+ (A, s) - {a(A))+ (A)| < \A\0 (exp(-SJL')) • {a(A)}+ (A) (4.58)
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5 An estimate of the large deviations of the
magnetization in the phase of small contours.

We study the total magnetization in the phase of small contours for a system in a box
A. The results presented here are based on lemma 4.2. We show how Chebyshev's
inequality allows to control the large deviations and leads to Bernstein's inequality.

5.1 Chebyshev's inequality and large deviations.
Let a(t) be a real-valued random variable indexed by t £ A, A a finite set. The
expectation value for these random variables is denoted by E(-). The generating
function of the cumulants of the random variables is P(A\p),

exp (\A\P(A\p)) := E (exp(/, Y *(«))) (Sfa
V t€A /

In the rest of the paragraph we suppose that this function is well-defined and finite
in some interval containing p 0 as interior point. For those values of p we can
define a new probability law for the random variables a(t), by setting for an event
A

HA\p) := E(^*P(^ ;(;))) (5.2)
E(exp(pZteA<r(t)))

Of course E(-|/x 0) E(-). By formal differentiation with respect to p, we get the
identities

\\\£-P(A\p) E(Y *(t)\p) (5.3)
ar t€A

and

<P(A\p) E (Y <r(t) - E(£ <r{t)\ß)\ \p) > 0 (5.4)
\ Wa teA / /

which are the mean value and the variance of the random variables with respect to
the new probability law indexed by p.

Lemma 5.1

Let a(t), t £ A, be a family of real-valued random variables indexed by the elements

of the finite set A. Let P(A\p) be defined on the Intervall [pi,p2\, which contains
the point p 0. We suppose that P(A|^t) is of class C72(I) and that

d2
sup-—P(A\p) < C7(A)< oo (5.5)
^ei dp2
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Le<M(A) E(£t6Aa(t)).

• Ifx/(\A\C(A)) £ I and -x/(|A|C(A)) £ I, then

^{{\Y^)-M(X)\>x})<2exp[-^^) (5.6)

• //a;/(|A|C(A)) 0 I or x/(|A|C(A)) $ I, then

E ({| Y "(t) - M(X)\ > *}) < 2exp (-fx + ^f^(fa)2) (5.7)

with p* min{|/x1|,//2}

Proof.

We estimate

Qi Prob({^ <?(t) - M(A) > x}) (5.8)
teA

H p > 0, then we get by Chebyshev's inequality

Qr < exp(-/i(M(A)+ z)). E exp ^ ]>>(*))) (5.9)
V teA /

exp(-M(M(A) + x) + |A|P(A|/i))

We may write

P(A\p) P(A|0) + ^P(A|m 0).m (5.10)

+ l/2~P(A\p p').p2

for some p', 0 < p' < p. Here P(A|0) 0 and \A\A-P(A\p 0) M(k). Thus

<3i < exp(-px + l/2p2\A\C(A)) (5.11)

We look for the best choice of p. In the first case the best choice is p x/(|A|C(A))
and in the second case the best choice is p2. Similarly we estimate

Q2 ?iob({Y<r(t)-M(\)<-x}) (5.12)
teA

< exp(-p(M(A)-x))-E lexppY^W)) >J"<0
V 46A /

and we get

Q2 < exp(px + l/2p2\A\C(A)) (5.13)
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The best choice of p in the first case is —x/(|A|C(A)) and in the second case, p
Pi-

We apply lemma 5.1 to the random variables a(t) of the Ising model when E(-) is the
expectation value corresponding to the probability measure of the phase of s-small
contours without magnetic field. We express the results by introducing explicitely
the inverse temperature ß : We replace J by ß which is equivalent to choose the
coupling constant of the two-body interaction equal to one. Let A be a subset of
Z2. For each connected component of A we have either + b.c. or — b.c. The only
hypothesis on A, as in section 4.2, is that there is a bijection between the set of
configurations of the model, compatible with the boundary conditions on A, and
the set of all A*- compatible families of small contours in A*. This hypothesis allows
to use the method of the cluster expansion and to apply lemma 4.2. The expectation
value E(-) is • (A,s) and the expectation value E(-|/i) is ¦ (A,s\p), which is the
expectation value in the phase of small contours with J ß and h p. We estimate

Prob ({| Y <*) - MO) (A, -)l > e|A|}) (5.14)
V teA /

If ß is large enough, then we can continue analytically the function P(A,p) from

p 0 up to \p\ < p*, with

4/3
M* -Ü0, 0 < 9 < 1 (5.15)

s

where 0 is some fixed number. The constant C(A) of lemma 5.1 is estimated using
lemma 4.2,

C7(A) x(ß) (5.16)

with

X(ß) 0(exp(-8(l - 0*)ß)) (5.17)

For any e we have

e|A|

|A|C7(A) x(ß)
(5.18)

and the value of this quotient is smaller or greater than p*, depending on the value
of /3. Notice that for large ß it is always greater than p*

Theorem 5.1

Let A be a bounded set. For each connected component of A we have either + b.c. or
— b.c. and we suppose that there is a one-to-one correspondence between the set of
configurations of the model, compatible with the boundary condition for A, and the set

of all A*- compatible families of small contours in A*. Let ¦ (A, s) be the measure
of the phase of s-small contours at inverse temperature ß and without magnetic field.
Let 9, 0 < 9 < 1 be given and let x(ß) be the function of (5.17). There exists ß0,
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independent on A and s, such that for ß > ßo the following statements are true.

• Ifc/x(ß) < 4/30/s, then

Prob ({|$>(0- MO) (A,*)| > e|A|}) < 2exp ("^|A|) (5-19)
teA

Ife/x(ß)>Aß9/s, then

Prob ({| Y <t) - MO) (A, 01 > e|A|}) < (5.20)
V teA /

2exp(-e^|A|(l-2^)N
All probabilities are computed with the measure { • (A, s).

Remarks.
1) The same results hold if we choose the other definition of small contours

mentioned in remark 3 following theorem 4.1.

2) In the next sections we apply the second part of this theorem when |A| L2,
s L" and e C\/Lc, with c 1 — a. Let 9' be some fixed number, 0 < 0' < 1. If
1 < c < 1/2, then there exist ß0 and L0 such that for all ß > ß0 and L > L0,

Prob ({| Y «KO - MO) (A, Ol > Ci/Jc • |A|}) < (5.21)
V teA /

2exp(-4C1/30'L)

If 1/2 < c < 1, then there exist ß0 and L0(ß) such that for all ß > ßo and L > L0(ß),

Prob f {| Y '(0 - MO) (A, 01 > Ci/U ¦ |A|}) < (5.22)
\ teA /

2-(-w^|A|
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6 Surface tension.
The main topic of this section is the study of the surface tension for the 2- dim.
Ising model. The surface tension is a basic thermodynamical quantity when there
is coexistence of several phases. It determines in particular the shape of a macroscopic

droplet of one phase in presence of the other phase. The surface tension
is non zero only in the coexistence region of the phase diagram. Consequently we
always suppose that there is no magnetic field in this and subsequent sections. We
introduce explicitely the inverse temperature ß and choose J 1 for the coupling
constant of the model. The main tools which we use are correlation inequalities and
duality. The notion of duality was introduced by Krammer and Wannier and used
to determine the critical temperature of the Ising model. In this form the duality
is the statement that some properties of the two-dimensional Ising model below the
critical temperature are related to other properties at high-temperature. Later on
Wegner [W] introduced the modern notion of duality for spin systems defined on
a cell-complex. In these lectures we need only Krammer-Wannier duality which is
defined in section 6.1. We define the surface tension in section 6.2 and proves its
existence in section 6.3. The last section 6.4 contains two estimates on probabilities
of events, which are expressed in terms of large contours. The estimates in 6.4.1
and 6.4.2 are basic estimates for sections 7 and 8.

6.1 Duality transformation.
Let A be some finite box with -f b.c. We define Z+(A) as in section 4, by normalizing
the energy so that the configuration a(t) s 1 has energy zero. The configurations
compatible with + b.c. are uniquely described by sets 7 of closed contours, which
are A+-compatible (see section 2.1.2). Here we do not introduce the signed contours
because we have no magnetic field. The partition function is

Z+(A)= Y «P(-2£l7l) (6.1)
T 767

A+ —compatible

Lemma 6.1

Let A be simply connected. Then any family of A*-compatible contours is A+-
compatible and vice-versa.

Proof.

Let 7 be a A*-compatible family. We first consider the outer contours of 7, say

7i,... ,7p. We construct a spin configuration <r. Since A is simply connected int7i fl
A int7i, and we can define a configuration <r which is compatible with the + b.c.

by setting a(t) +1 if t £ int7i, i 1,.. .p and a(t) — 1 if t £ int7;, i 1,.. .p.
The value of à is â(t) a(t) for all t 0 int7;, i 1,.. ,p. Then we consider the
contours, if any, which are in the interior of 7l. If there is no contour then the value
of the configuration <r is â(t) a(t) for t £ int7l. If there are some contours in
int7i, say 7p+i,... ,fq, then we consider the outer contours among these contours,



Vol. 64, 1991 Pfister 995

say 7p+1,... ,fr. We define â(t) — a(t) for all t £ int7l\ UJ_p+1 int7j and we change
the sign of a(t) for all t £ U^ +1int7j. Iterating this procedure we finally get the
configuration â.

Given A, we construct A* as in section 2.1.1. On this set we define the Ising model
with free boundary condition (f-b.c.) by

Hi. =-1/2 Y <tW) <6-2)
t, t'eA*

d,(t,t')=l

The inverse temperature of this model is ß*. The high-temperature expansion for
the partition function of this model is equal to

Y û exp(/?V(t)<r(0) (6.3)
spin conf {t,t'}

d,(t,t')=l

Y n(cosh ß' + °{t)a(t') sinh ß-)

(cosh ß*fds<°Y IK1 + °{t)a(t') tanh ß*)

We expand the product in (6.3). Each term of the expansion is labelled by a set of
edges on A*, which we decompose into connected components 71,72, •• •¦ Ha term
is such that the corresponding components 71,... have no boundary (see section
2.1.1), then each spin variable of the term occurs an even number of times. Since

cr(t)2 1, the contribution of this term to (6.3) is

(tanh/T)£fa-l (6.4)

The summation over the configurations is trivial in this case and equal to 2'A '. All
other terms do not contribute to the sum because at least one spin variable occurs
an odd number of times. Let us normalize the partition function

Zf(A'\ß*) ¦- Y (tanh/r)^!17' (6.5)
7:

compatible on A*

Here the notion of compatibility is the A*-compatibility. We can state the duality
theorem of Krammer-Wannier.

Theorem 6.1

Let A be a finite set of J.2 which is simply connected. Let A* be the dual set of A and
let Z+(A\ß), resp. ZT(A*\ß*), be the normalized partition functions defined above.

If ß and ß* are in duality i.e. if
tanh ß* e~2ß (6.6)

then

Z+(A) Z'(A*) (6.7)

The theorem is a direct corollary of lemma 6.1.
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B-Oikt:Ç

Et,o—o

Figure 2: the n-boundary condition

6.2 Surface tension.
Physically the surface tension is the contribution to the free energy coming from
the coexistence of phases. We refer to the review [Pf.l] for more informations, in
particular on the relations between surface tension, structure of interfaces and non
translation invariant Gibbs states.

Let us consider a box A(L, M) on Z2,

A(L, M) {t (tu t2) : -L<tx<L, -M <t2<M} (6.8)

with a new kind of boundary condition : n - b.c., where n is a unit vector of R2.

Let l(n) be the straight fine of R2 passing through (1/2,1/2) and perpendicular to
n. The n - b.c. is

_ j +1 if t £ A(L, M), t above or on l(n)a[)~ \ -1 ii t$A(L,M), t below l(n)
(6.9)

The idea behind this choice of boundary condition is simple. Let us suppose for
simplicity that l(n) passes through two points a and 6 of the dual lattice as in figure
2. We consider the ground states of the model in k(L,M). They are characterized
as follows. Let X be a Une on Z2 passing through a and 6 and of minimal length. All
spins above A have value + 1 and all spins below A have value — 1. If the energy
of the ground state for the + b.c. is zero, then the energy of the ground states
in A(L, M) for the n - b.c. is —2|A|. In general, there are several ground states,
because there are several fines A of minimal length. We expect that the typical
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configurations for the n - b.c. are locally those of the + phase or — phase with
some " interface" separating these regions, as A separates the spins a(t) 1 and

a(t) —1 in a ground-state configuration. It is easy to prove that all configurations
in A(L,M) with n - b.c. axe in one-to-one correspondence with a set of disjoint
contours such that

• there is a unique contour, say A, which is not closed and going from a to 6

• all other contours are closed.

Let

F+(L, M) - ln Z+(A(L, M)) (6.10)

be the free energy of the model in A(L, M) with + b.c.. Then

F+(L, M) / • \A(L, M)\+g+- \dk(L, M)\ + h+(L, M) (6.11)

where / is the bulk free energy which is independent on the choice of the boundary
condition, g+ is a surface free energy which depends strongly on the choice of the
boundary condition, h+ is a correction term, and \dh(L,M)\ is the length of the
boundary of A(L, M). The important fact is that

11111

,Qt/r ,,..\h+(L,M)\ 0 (6.12)
M-.00
L-oo \dA(L,M)\

Similarly we have

F~(L, M) f- \A(L, M)\ + g~ ¦ \8A(L, M)\ + h~(L, M) (6.13)

However, by symmetry

g-=g+ and h~(L, M) h+(L,M) (6.14)

On the other hand if we choose the n-b.c.

Fn(L, M) f • \A(L, M)\ + gn ¦ \dA(L, M)\ + hn(L, M) (6.15)

We do not expect that gn is equal to g+ or g~, but since g+ g~ we expect that
the difference between gn and g+ is due only to the presence of the interface which
is induced by the n - b.c. This is precisely what is called the surface tension, and

we define

(d2 is the Euclidean distance) and

r(n)= lim r(n\A(L,M)) (6.17)
L—+00
M—»oo

Notice that we do not divide (6.16) by 1/ß. The limits L —> oo and M —> oo in
(6.17) can be taken in any order (see [F.P.I]). This is a non trivial fact because the
interface is not rigid in dimension two, but fluctuates.
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6.3 Existence of the surface tension.
In this paragraph we prove that r(n) is well-defined. This is done via a basic identity
which relates r(n) to the mass-gap of the two-point function of the model at the
dual temperature. For this reason, we consider more closely the two-point correlation
function and more generally even-point correlation functions of the model with free

boundary condition.

It is convenient to introduce a contour model. Let A be some (finite) subset of the
lattice and let A* be the dual set of A. A configuration of the model is a family of
disjoint contours 7 (7l,... ,f„), not necessarily closed. We put

Sf= \JSf (6.18)
7€7

if 7 is a configuration. The weight of a configuration is

wd) - n(tanh/r)w (6-19)
7€7

Let 7' be a configuration. We put

Z(AV):= Y Ml) (6.20)
7:67=0

7U7' compatible

and Z(A*) Z(A*|0). The notion of compatibility means here that the contours of
7 U 7' are disjoint two by two.

We study the even-correlation functions of the model with free boundary condition
defined on A*. Let A be a subset of sites of A*, |A| even. Let a(A) üte^ <T(0- We
consider the numerator of (a(A)} (A*),

/ \
Y o-(A)exp

spin conf.
ß*/2 Y °(t)a(t>)

M'eA*:
\ di(t,t')=l j

(6.21)

Up to a constant factor, (cosh/?*)«*"18") ¦ 2»(sit"), (6.21) is equal to

Y ™(l)Z(A* |7) (6-22)
V

S'y—A

The proof of (6.22) is similar to the proof of (6.5). Notice that Z'(A*) Z(A*).
Thus

(a(A))f (A*) Z(A*fa • E ^(l)Z(A*|7) (6.23)
7:

S-y=A

Remark.
If \A\ is odd, then (a(A)) (A*) 0 because the number of points of Sf is always

even, so that there is no 7 with Sf A. If A* is not connected, and if in a connected

component of A* there is an odd number of points of A, then again (<r(A)) (A*) 0.
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Lemma 6.2

Let A be a subset of Z2 and let A* be its dual set. Let A C A* be an even subset of
A*. Then the correlation function (a(A)) (A*) of the Ising model on A* with free
b.c. is expressed in the contour model by

(o-(A))f (A*) Z(A')-1 ¦ Y ™(l)Z(A*\f) (6.24)

«7=4

We introduce the notion of massgap a(m) for the two-point function. Let m be

some unit vector of R2 and let l*(m) be the straight line passing through (1/2,1/2)
and of the direction m. We suppose that m is such that l*(m) contains at least two
points of the dual lattice. By Griffiths' inequalities

Ahm (a(A))f (A*) {a(A))f (6.25)

exists, because (a(A)) (A*) is a monotonous function of A*,

M^))'(AÎ)<M^))'(AÎ) AïcA; (6.26)

Let q0 be the point (1/2,1/2) and q be another point of the dual lattice on l*(m).
The massgap a(m) is by definition

a(m):= lim --_i-_ln («rfoM,))' (6.27)
d2(qri,q)—co d2(q0,q)

Let gi be a point of Zj and of l*(m), which is at a minimal distance from qo- We

can write gj q0 + pj with pi £ Z2. Let pr be the point obtained by multiplying
the coordinates of px by the positive integer r. We set qr q0 + pT. We have

Q(m) lim_lnM^;))/ (628)
•—<» rd2(q0,qi)

hm -G(r)
r—too y*

By Griffiths' inequalities and translation invariance the function G is subadditive,

G(n + r2) < G(rt) + G(r2) (6.29)

Indeed,

(<r(qo)a(qri+r2))f (a(qo)a(qri)a(qri)<T(qri+r2)y (6.30)

> (a(q0)<r(qn))f ¦ {a(qri)a(qri+r2)}'
{<r(qo)<r(qr,))f ¦ (<T(qo)<r(qr2))}

Therefore the mass-gap a(m) is well-defined,

lim -G(r) inf -G(r) (6.31)
r—KX5 r T T
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and in particular for any r

a(m) < -G(r) (6.32)
r

Lemma 6.3

Let n be some unit vector o/R2, such that the line l(n) contains at least two points
ofl.2,. Let n* be a unit vector o/R2 such that l*(n") l(n). Then

r(n) a(n*) (6.33)

For any p, q on the dual lattice

MpM«))' < exp(-d2(p, q) ¦ a(n*M)) (6.34)

where n* is the unit vector giving the direction of the straight line passing through
p and q.

Proof.

We follow the proof of [B.L.P.I]. The definition of r(n) is given in (6.17). Let us

suppose, that the points qr are defined as above and that g_r — pT + q0. We also

suppose that the points a and b in figure 2 are g_i and qx- We set

Ax A {t : -L < tx < L, -M < t2 < M} (6.35)

and

Ar {t: -rL <tx< rh, -rM < t2 < rM} (6.36)

We prove that

lim —rA 71* !ttt4 «K) (6-37)'— ii(q-r,qr) Z+(Ar)
K ' y '

We can write, using lemma 6.2,

^L (a(q_r)a(qr))f(A;) (6.38)

By Griffiths' inequalities

(a(q_r)a(qr))f (A*r) < (<r(g_r)«r(gr))/ (6.39)

so that

liminf — rlnf"^r! > a(n') (6.40)—- rd2(q_x,qi) Z+(AT) ~ K > V '
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On the other hand if s £ N, we have

(a(q_ar)a(qsr)y (A*„) f[ *(«<«-!)>(*.)) iK) (6-41)

> lì (<r(l(>-i)>(*.))f (Kr)
t=-r+l
exp(-^G(i,r,a))

Thus, for any r' sr +1, 0 < t < s,

- ln (a(q.T,)a(qT,))S (A;,) < - In (<r(«_r.)<r(c_,.+t))' (A;,) (6.42)

- ln (a(qr,.t)a(qr,))f (A*r,) + Y G(i, r, 5)

and

limsup-—-i -ln{a(g_r,)<T(gr,)>/(A;,) < (6.43)
r»-,«, r'd2(q-x,qi)

limi è 0(i,r,s)
w 2r i=^+i ^2(9-0, g.)

Let e > 0 be given. Then from (6.26) there exists S > 0 such that

I (<r(<?iX9(.--i).))' (A;r) - («KfcMîp-i).))' < e (6.44)

provided d2(q{,,dA*r) > S and d2(g(i-i)., 9A*r) > o~. Since (^(gi,)<T(«(.-i).))

(o-(g0)<7(g(<,)^ and (<T(goMg(.)) > 0 we get for small e

limsup --—i -ln(^(g_r,Mg,-))/(Ar*,) < (6.45)
r'^oo rd2(g-i,gi)

-7T1-^(lnM9oMgs))/ + 0(6))
«2(go,g») v y

Since e is arbitrarily small we have proven the existence of r(ra) for a special sequence
of boxes. We do not prove here that the limits L —> 00 and M —? 00 in (6.17) can
be done in any manner The proof (for a similar case) is given in [F.P.I] and uses

again in an essential way Griffiths' inequalities. The second statement of lemma 6.3
is simply (6.32).

Lemma 6.4

There exists a constant Cx such that for any L, M, and unit vectors n, n'

\r(n\A(L,M))-r(n'\A(L,M))\<CxW(n,n')\ (6.46)

where tp(n,n') is the interior angle between n and n'.
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Proof.

By inspection, the difference of energy of any spin configuration in A(L, M)
computed with the n- b.c. and the n'-b.c. is smaller than

C'Mn,n')\.L (6.47)

with C[ independent on L, M and the configuration. From (6.47) the result follows
easily.

Lemma 6.5

For any unit vector n the limit

lim r(n\A(L,M)) r(n) (6.48)
L—too
M —»co

exists and is a continuous function ofn.

If we extend r as a function defined on R2 by setting

t(x)=\x\t(x/\x\) (6.49)

then r is a norm for ß > ßc

Proof.

Lemma 6.4 allows to define r(n) for any n by continuity using the fact that for a
dense set ofn r(n) exists (lemma 6.3) The second part of lemma 6.5 is a consequence
of Griffiths' inequalities. Let xx and x2 be two fixed vectors of R2. We have

(a(0)<r(xx + x2))f > (<t(0)<t(x1))/ • M*iM*i + x2))f (6.50)

MOM*!))' • M0M*2)>'

Let r be some positive number. Then

t(xx + x2) firn —ln (<r(0)<r(r«1 + rx2))f < (6.51)

lim —ln(<r(0)<r(rxi))/+ lim —ln (a(0)a(rx2))}
r—»oo y* t—>oo j>

t(xx) + t(x2)

For the positivity of r(x) see comment 3) below.

Comments.
1) The surface tension of the two-dimensional case is related to the behavior

of a random line. We can study by the same method the surface tension of the
three-dimensional model. Here the role of the contour model is played by the Z2-

gauge model which is a model of random surfaces. Such models are more difficult to
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analyze, however since Griffiths' inequalities are still valid the proof of the existence
of the surface tension is essentially the same as the one given above [Pf.3].

2) If we want to study with more details the surface tension then we must analyze
the statistical properties of the random line A passing through a and b (see figure
2 When a and b are on the same horizontal line this analysis has been done by
Gallavotti [G] and extended in [B.L.P.2] and in [B.F]. When a and b are not on the
same horizontal or vertical line then a similar analysis can be done, but this is more
difficult. This analysis is part of the work of Dobrushin, Kotecky, Shlosman In
section 7, we need one result of their analysis, which is quoted in lemma 7.1.

3) We mention that it can be proven that the surface tension r(n) r(n\ß) is

non negative and positive if and only if ß > ßc, where ßc is the critical point of the
model which is given by the self-duality relation tanh/?c exp(—2ßc). (See [L.P]
and the review [Pf.l]. The proof in [L.P] is given for a special case, but can be

extended to the general case using (6.51) and the monotonicity properties of the
two-point function.)

6.4 Two basic estimates.
We discuss two types of estimates, which play an essential role in the next sections

6.4.1.

We consider the following situation. Let 7* be some closed contour, which is fixed.
Let f be another closed contour which contains f* as a connected subset. Any
contour 7 of this type can be uniquely decomposed into 7* and a family of closed

disjoint contours T]x,... ,rjk such that each qi has at least one site in common with
f", but has no edge in common with 7*. Conversely 7* and any family (tji,... ,»/*)
with the above properties define a contour 7, which is the union of 7* and of the
contours n. We denote by C(f") the set of all such contours. We also denote by
C(7*|g) the subset of C(f*) with |n| < g for all n. We define

Prob+(C(7*)) Y probÌ(7) (6.52)
7€C(7*)

and similarly Prob^(C(7*|g)).

Lemma 6.6

Let A be a simply connected and finite set. LetC(f*) and C(7*|g) be as above. Then

for ß large enough

Prob+(C(7*)) (6.53)

Prob+(C(7'|g))-exp(|7-|0A,7.(e-2'3*))

with the function 0A,~t*(c~2l3q) such that

sup |0A-y-(e-2^)| • e20q < Const (6.54)
A,7*
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Proof.

Let f (f*,qx, • • • Vk) be an element of C(f*). Then

Prob+(7) exp (-2ß(\f*\ + Y M)) ^y (6-55)

where Z(7) Z(7*; 771,..., qk) is the partition function obtained by summing over
the following subset of spin configurations which are conveniently described by
contours : each spin configuration is in one-to-one correspondence with the set of
compatible families of contours (9x, ¦ ¦ ¦, 9„) such that (7, 0\,. 9n) is still a compatible
family. If we take the union of these sets over all possible r/ (771,.. ,qk), k

arbitrary, then we get a set £(f*) of configurations which is in one-to-one correspondence
with the set of families of contours (rji,..., t]k, 9x, ¦ • ¦, 0n) such that

• tji,. ,rjk are disjoint two by two.

• the union of 7*, rji,..., rjk is a single contour 7

• {7i 0i> ¦ • • > 0n} is a A*-compatible family of contours.

Notice that necessarily (r]x, ¦ ¦ ¦ ,Vk,9i, ¦ ¦ ¦ ,9„) is a A"-compatible family of closed

contours. The partition function which we get by summing over the configurations
of £(f*) is denoted by Z(7*). Similarly Z(7*|g) is the partition function which
we get by summing over the configurations of £(f*) with all contours r/ such that
|n| < g. We have

Prob+(C(7*)) exp(-2/3|7«|) • M (6.56)
^A

and we can apply a cluster expansion for Z(f*),

Z(ll= Y e~20M---e-2l3MZ(f*;r,x,...,Vk)= (6.57)
(ili— ,Vk)

exp (EA E ••• E ^(A1,...,A„)e-2^l...e-2^lì
\n>l n- Al6n(7*) A„efl(7*) /

where fi(7*) is the family of possible contours appearing in the configurations of
£(f*). (A contour A is in 12(7*) if and only if the union of f* and A forms a single
contour or 7* and A are disjoint.) We have a similar expression for Z(7*|g). It is

easy to take the ratio of Z(f*) and Z(7*|g) : all terms in the arguments of the
exponential functions cancel except those which contain at least one n with |n| > g.
Thus

^Ç\=exp(|7*|0A,7.(e-2'")) (6.58)
Z(7*|g)
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Remark.
We can extend this result to a family of disjoint closed contours 7j,... ,7*. Let
C(7l, ¦ • • ,7p) be the set of all families of p compatible contours (7l,... ,7p) such
that fi D f-. Then

Prob+(C(7lV..,7;))= (6.59)

Prob+(C(7l*, - - - ,7;|g)) • exp((Y \i;\)OA,,;(e-20*))
i \

In this case the set fl(7*) appearing in (6.57) is replaced by Q(fl,. 7*). A contour
A is in 12(7j,... ,7*) if and only if A is disjoint from f\, ¦ ¦ ¦,f* or there exists a 7*
so that the union of A and 7t* is a closed contour, which is disjoint from all contours

Ij, 3 / i-

6.4.2.

We introduce two notions.

1. Let A be an open contour and let A be a subset of the boundary of A, A C SX.

We say that

• A is réductible at A ii we can decompose A into A', such that SX' SX, and a

closed contour 7 with the property that A' fl 7 C A and A' U 7 A. If A is not
réductible at A it is called irréductible at A.

Remark.
If each point of A has incidence number one, then A is necessarily irréductible at A.

2. Let A be a contour with boundary SX {toAni- We say that A has a decomposition

with cutting points tx,.. ,tn_x if the following conditions are verified:

• there are n open contours Ai,. A„ with SXi {t*_xAì} ,i — 1, ¦ ¦ ¦ ,n and all
points ti are distinct

• A, n A;+1 {t*} and A; n Xj 0 if \i - j\ > 1.

• A Xx U • ¦ • U An

• A; is irréductible at 4*_j for all i 2,.. n.

Remark.
The last condition is important. It prevents to have overcounting problems in the
proof below.
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We also have a decomposition with cutting points for closed contours. The first three
conditions are the same, with the obvious modifications in order to take into account
that now t0 tn. The last condition reads

• A; is irréductible at i-_j for all i 2,... ,n — 1, and An is irréductible at

\tn-i, tn}.

Notice that there is no irreductibility condition on Ai. As in section 6.3. we define

Z(A*|A)= Y n(tanh/nhl (6.60)
7:67=0 767

7UA comp.

Lemma 6.7

Let t*0, t*,. t*n be n + 1 distinct points and let X (Ai,. A„) be a decomposition
with cutting points ij,..., t*_x of the open contour X such that SX {tg, £*}. Then

(Z(A*))-A Y Z(A*|A)(tanh/T)w < (6.61)
A:*A={t;,t*}

*1 *n—1 cutting points

n ('«-»M«)'(A*i/n < n (<r(tuMtt))f (ßi
k \ fc l

where in the last expression we have taken the thermodynamic limit. The same result
holds if X is closed, i.e. tô t*n.

Proof.

Let A A(Ai,..., A„) be given. We suppose that X2,..., An are kept fixed for the
moment. From (6.23) we have

£(tanh/r f'^A-IAi,..., A„) < (6.62)
Al

Z'(A*(A2,..., An)) (<r(Qa(t\))s (A*(X2,..., Xn))

where Z^(A*(A2,..., An)) is the partition function of the Ising model with free b.c.
defined on the set A*(A2,. An), which is obtained (as set of sites) by removing all
sites of A2,. A„, except the point t\. By Griffiths' inequalities

(a(Q*(t\))f(A*(X2,...,Xn)) < W(;W(;))'(A") (6.63)

< m*;m*i))'
Therefore, we can put forward in the sum the factor (cr(tÔ)a(tx)} (A*) which is

independent on A2,. An. Let us sum over A2

Y Zf(A*(X2,..., An))(tanh/r f2' (6.64)
A2
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Figure 3: Decomposition of A into four open contours Ai,A2,A3,A4 with cutting
points tx,t2,t3,ti.
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when A3,..., An are fixed. Let (7!,. fp) be a configuration of contours contributing

to Z'(A*(A2,.. An)). All these contours are disjoint two by two and one of
them at most may touch only at t*x the contour formed by the union of A2,. X„.
For any A2 occuring in (6.64) we can interpret the union of fx, ,7p and A2 as a
set of high-temperature contours contributing to

Z>(A*(A3,..., An)) (a(t*x)a(Q)> (A*(A3,..., A„)) (6.65)

If one of the contours f touches A2 we suppose that this is the contour fx ¦ Thus we
have p — 1 closed contours, 72,. ,7p and one open contour A'2, which is the union
of A2 and 7l. In that case the open contour A2 is réductible at t\. Therefore the
contour X'2 cannot occur in the sum (6.64), since all contours A2 in this sum are
irréductible at t\. Thus we can bound (6.64) by (6.65),

Y Zf(A*(X2,..., An))(tanh/rf'I < (6.66)
A2

Z'(A-(A3,.... A„)) (a(t'x)a(t;))f (A*(X3,..., A„)) <

Z'(A*(A3,...,A„))MW;)>'(A*)
By repeating this argument we get the proof of the lemma. For the second part of
the lemma we have a similar proof, except that in the first step, and therefore in the
subsequent steps, A*(A2,. An) contains also the site tg. The presence of a spin at
t0 modifies the proof only in the last step when we sum over A„. This is why we
require that An is irréductible at {tn-i, to}-

Remark.
Lemma 6.7 can of course easily be generalized to the case where we have several

disjoint contours, each having a decomposition with cutting points. In section 8 we
also have to consider the following situation: two (or more) closed contours have a

decomposition with cutting points, say A (Ai,A2,A3) with cutting points tj,6£,t£,
and 9 (9x,92,93) with cutting points sjis2>s3 hut they are not disjoint: A and 9

must go though a fixed common point p*. Then summing over all decompositions
(the cutting points are also fixed), we still get the upper bound

(a(s*x)*(s;))< ¦ (a(S;)a(s*3))f ¦ <<r(*3>K))' ¦ (6-67)

m*îm*;)>' • m*îm*;)>' • mwï))'
Indeed, we can sum first over the decompositions of A. The argument of the above

proof is valid. Then we must sum over the decompositions of 9. Let us suppose that
p* is not one of the cutting point of 9, and that p* belongs to 92. We sum over 9x

and then we sum over 92,

YZf(A*(92,93))(trmhß*)^ (6.68)
«2

Since p* was a point of the contour A, the set A*(92,93) contains the point p*. Let
(7ii ¦ ¦ • ,7p) be a configuration of contours contributing to Zi(A*(92,93)). All these
contours are disjoint two by two and one of them at most may touch 92 at p*, and
one of them at most may touch the contour 92 at s2. It is possible that the same
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contour touches the contour 92 at s*2 and at p*. For any 92 we can interpret the
union of fx,..., 7p and 92 as a set of high-temperature contours contributing to

z'(a'(*,))m«;m*;))'(a*(M) (6-69)

If one or two contours 7 touch 92 we suppose that these are the contours fx or 72.
In this case we have p — 1 or p — 2 closed contours, fk,...,fp, k 2 or k 3, and

one open contour 9'2, which is the union of 92 and the contours 7i or 72. The open
contour 9'2 is réductible at {s^,p*}. But, since the contours A2 and 92 had the point
p* in common, the contour 92 is irréductible at p* and at s2 by definition. Thus we

can apply the argument of the proof of lemma 6.7. If p* is one cutting point, say s2,
then we use the fact that 9x is necessarily irréductible at p*.
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7 Lower bound on the probability of a large
deviation of the magnetization.

We prove a lower bound for the probability of the event A(m) — A(m; c, c0)

A(m-c,c0) {a: | J>(i) - m|A| | < c0|A| ¦ I"c} (7.1)
teA

where A is a square box, |A| L2, with + b.c. and m is some fixed number,

-m*(ß) <m< m*(ß) (7.2)

(m*(ß) is the spontaneous magnetization in the + phase). The parameter c is such

that

0 < c < 1/2 (7.3)

The probability is computed with the measure - )+(A). We introduce an
intermediate scale in the analysis, which allows to bound the probability of the event

A(m) in terms of the surface tension. This essential idea of Dobrushin, Kotecky and
Shlosman gives an improvement of the work of Minlos and Sinai. Notice that we
do not fix the total magnetization here. This is very natural from the point of view
of Physics and simplifies slightly the mathematical analysis. Let WT be the Wulff
crystal,

2

WT {x £R2 : (n\x) =Ynix<^T(n)} (7-4)
j=i

The volume of WT (in R2) is \WT\. By a dilatation of WT we construct a Wulff
droplet WT(m) of total volume

777 * — 777

V(m) -—-\A\=a(m)\A\ (7.5)
zm

The value of the Wulff functional for the Wulff droplet is T* T*(m) and is equal
to

(T*(m))2 A\WT\-V(m) (7.6)

Remark.
We suppose that the Wulff droplet WT(m) can be put inside the square box of
volume |A|. It could happen that for small values of m satisfying (7.2) the Wulff
droplet could not be put inside the square box. In this case we could take a box
which has the Wulff shape and a volume L2 in order that the results of this section
remain true. Indeed, if the square box cannot contain the Wulff droplet WT(m),
then the constant T*(m) must be modified in theorem 7.1 (the value of the constant
is larger). We do not consider this possibility in these lectures.
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Theorem 7.1

Let -m*(ß) < m < m*(ß), 0 < c < 1/2 and c0 > 0. Let e be given, 0 < e < 1.

Then there exist ß(e, c0, c), L(e, c0, c) such that for all ß > ß(e, c0, c), L > L(e, c0, c)

Prob(A(m)) (7.7)

Prob (|| 5>(<)-m|A||<Co|A|.L-cji >

(1 - e)exp (-T*(m)(l + O(c0 • L~c)))

where T*(m) is the value of the Wulff functional for a Wulff droplet of total volume

V(m) (m*-m)/2m*-\A\.

Proof.

1. The rest of the section is devoted to the proof of the theorem. In a first step
we get a lower bound on Prob(A(m)) by choosing suitably a subset of A(m), and
by estimating its probability (see (7.22). Let T(m) be the contour defined by the
configuration <r(t) —Hit £ iatWT(m) and a(t) 1 if t £ intWT(ra). (We suppose
that WT(m) is "in the middle" of A). The contour T(m) is a simple closed line on
A*. We approximate T(m) by a convex polygon P(m) in R2, whose vertices are
sites of T(m) and the Euclidean length of the edges of the polygon is CoLl~c with
Co < c0. The value of c0 is chosen later. The vertices of the polygon are denoted
by (i,... ,ijv. For each edge we construct a square box, whose sides are horizontal
and vertical, and which is divided by the edge in two parts of equal volume, the
extremities of the edge being on the sides of the box (see figure 4).

Let T be a closed contour passing through t\,. ¦ tjv and entirely inside the boxes
which we have constructed. We also suppose that there is some constant such that
the length of T satisfies |T| < const ¦ L. (The value of the constant is specified later
on Let B(T) he the set of configurations which have the contour T and such that
all other contours 7 have a volume smaller than L2'1_<:\ i.e. they are s-small with
s L1-'.

Prob(A(m)) > £Prob(A(m).fl(r)) (7.8)
r
Y Prob(A(m)|ß(r)) • Prob(5(r))
r

where the sums are restricted to the contours V above.

Prob(A(m)|5(r)) (7.9)

1 - Prob ({| Y *(0 - m\A\ | > c0|A| ¦ L-C}\B(T))
\ teA /

The volume of T is such that

\V(m) - vol(r)| < |r(m)|c0Zfac < 4Ic0lfac 4£0|A| • L~c (7.10)
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C
u L5T

X 1 1

k 1 1

A(k)

Figure 4": Part of the polygon P(m) and the square boxes.

Therefore, if T is fixed,

2>(*)-m|A| (E*(0-(E*(0l*(r)\+(A)j
teA \teA \teA / /

(7.11)

+ [(Y<r(t)\B(T)) (A)-m\A\
teA

and

(Y<r(t)\B(r)) (A) m*(|A|-vol(r))-m*vol(r) + 0(L) (7.12)
\teA /

The term O(L) 0(1/L)|A| takes into account the boundary effects, which are of
order O(L) since |T| < const • L, and the fact that all contours except T are small,
which gives a correction of order 0(exp(-8ßL1~c)) (see section 4). From (7.10),
(7.11) and (7.12) we get for any configuration a £ A(m),

\Y°(t)-(Y°(t)\B(T)) (A)|> (7.13)
t€A XteA /

|A| (c0/Z.c - 8m"c0/Lc - 0(1/'L)) > l/2|A|c0 • L~c

provided we choose c0 small enough. Theorem 5.1 implies that

Prob ({| 5>(0 - m|A| | > co|A| • L^\B(T)}) <
\ teA /

(7.14)

2exp(-l/2c0/9ö'-Z,)
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for some fixed 0'', ß and L being large enough. Therefore

Prob(A(m)) > (1 - 1/2 exp(-2c0ß9' ¦ L)) Prob(S) (7.15)

where B Ur-B(r). We can replace in (7.15) the set B by a subset of B, which we
choose as follows. Let us consider the part of T(m) inside one of the small boxes,
which we introduced above, say the box denoted by A(k), which contains the points
tk and tk+1. Let uk, resp. vk, be the sites of T(m) D A(k) which are at a distance Ll
from tk, resp. tk+1, 0 < S < 1 — c. We cut T(m) at uk and Vk and remove the part
of T(m) between Uk and Vk- Let fk be an open contour, entirely inside A(k) and
such that Sfk {uk,vk}, and not touching the remaining part of T(m). Moreover
we suppose that \fk\ < const • Lx~c. We glue together fk and the remaining part
of r(m) at Uk and vk, and repeat this operation for each box. In this way we get
a closed contour, passing through <i,. tjv. The set of all closed contours passing
through tx,..., tff, which are constructed as above, is denoted by H. Then

Prob(£) > Y Prob(B(r)) (7.16)
reif

and

Prob(ß(D)=(z+(A))"1e-2'3lrl Y expl-2ßY\v\] (7.17)
ij: «11 llil situili \ l€n /

(r,î7) compatible

If we remove the constraint \i)(\ small, then we get ProbJ(T). ProbJ(r) can be

written

Prob+(r) e~2m (n(r))+ (A)(l + 0(e'ß0{L^)) (7.18)

with

n(r)= n <t) n(t) hl + a(t)) (7.19)
f. z

di(t,r)<i

since for any subset 12, Z+(fl) Z~(Qfi) by symmetry. Therefore we divide and

multiply by

Y exp \-2ßY\v\\ (7.20)
1 \ V^ri J

(r,T7) compatible

and we have

Prob(B(r)) > (7.21)

exp (-0(e-aßLV"r)) ¦ Prober) >

(l _ 0(exP(-8/3I1-c))) e-2"lrl (n(r))+ (A) >

(l _ 0(exp(-8ßL^))) e-2^ (n(T))+ ft (n(7,)) +
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The first inequality is proven by using the cluster expansion and the last line is a

consequence of F.K.G. inequalities. In (7.21) T is the part of T(m) which is common
to all T £ H. Since T (T,7i,... ,7jv) we get

YProh(B(T)) > (l-0(exp(-8ßL^)))e-2^(n(f))+. (7.22)
reif

N

ïi(e;^iW))+)
fc=i

the index * means that we sum only over the allowed contours fk.

2. We must bound from below the sum

E>~2"HW7)>+ (7.23)

where 7 is a contour inside of a square box as in figure 4 |7| < const • L}~c. We
observe that the sum in (7.23), when we remove the constraint on the contours 7,
is equal (essentially) to a two-point function of the dual model. Let ft be some big

square box containing 7. We consider

E*e"2/3HM7))+(fi) (7-24)

and at the end of the estimation, we take the limit Q j Z2. We have

<^))+^ w •

(7-25)

where the partition function of the numerator differs from Z(fl*\f) of (6.20) by
the fact that some families of contours appearing in (6.20) do not appear here,

namely those families which contain an odd number of closed contours surrounding

f. However, the cluster expansion gives

§gjl)>eIp(-0<c-«-» ,7,6)

with 0(e~l3L ') independent on 0, and f. Thus

E>-2"W<»(7)>+(«)> (7-27)

and

exp(-0(e—))¦£>

EV*'«= (7.28)

v -20MZ(ü*\f) gMZ(iï*\f)_
k z^*) '"

at; w)
through u and v forbidden

(a(u)a(v)Y(ü*)- Y e-2m^y
forbidden
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where u and v are the extremities of 7.

3. The problem now is to get an upper bound of the following type

J ^'H^'w^wi'f11') (7-29)

forbidden

with e' < 1, so that we can estimate (7.28) in terms of {a(u)a(v)y (ÇT). The
forbidden contours 7 are divided into different classes and each class is estimated
separately. Among the forbidden contours 7 there are those which have a length
|7| > const • Ll~c. From lemma 6.3 we know that

(a(u)a(v))f («*) < exp(-r(w, v)) (7.30)

where t(u,v) d2(u,v)a(n*uv) ßO(Ll~e), n*uv being the unit vector giving the
direction of the straight fine through u and v. If the constant in |7| > const ¦ L*~c
is large enough then the contribution of these contours is negligible.

4. The other forbidden contours 7 have a length |7| < const • Ll~c and must touch
the boundary of the small box, denoted by A, or must touch T. Let

C {f -\f\< const • V-c, Sf {«, v}} (7.31)

Let f £ C and G(f) he the set of all shortest paths in 7 from u to v. Such paths
are simple and we choose one of them, denoted by g(f). We list all simple paths
7 £ C. We define g(f) as the path of G(f) which is the first one in the list. Once

g(f) is chosen, we can describe uniquely the contour 7 by 7 (g; rjx,. t]k) where

771,..., rjk are closed disjoint contours such that the union of g and any 77; is a
connected set and g and 77; have no common edge. In other words the union of g
and the contours 77; is an open contour with boundary points u and v. This is the

type of decomposition considered in section 6.4.1. Conversely, given a simple open
contour g with endpoints u and v, and a family of closed contours 77, we say that
(g; rjx, ¦ ¦ ¦, rjk) is weakly-admissible if the union of g and the contours 77 is an element
of C, and we say that (g; 771,. rjk) is strongly-admissible ii the union of g and the
contours 77 is a contour 7' £ C such that g(f') g.

5. We consider the contours 7 (g; r/x,..., 77^) which contain at least one contour
77 such that I77I > Ini. The estimation below is done in the spirit of section 6.4.1.
Let C* be the subset of C of all (g;t]x,. ..,rjk) with |77;| < ln L, i 1,..., k. We
define a map 0 on C with values in C*. Let 7 (5; 771,••• ,Vk,Vk+i, ¦ ¦ ¦,Vq) € C with
|t7,-| < ln L, i 1,..., k, and \i]j\ > ln L j k + 1,..., q. By definition

e(f):=(g;Vx,...,Vk) (7.32)

In order that 0 be well-defined, we must verify that 7', which is the union of g and

rfi,..., rjk, has the decomposition (g; rjx, ¦ ¦ ¦, Vk)- Since f is an element of C, f' is

also an element of C, and thus (g; rjx, ¦ ¦ ¦, 77^) is weakly- admissible. Moreover, since

we have removed some contours 77,

G(f) D G(f') (7.33)
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But g is an element of G(f) and also of G(f'). We must have g(f') g and therefore
(g; r)x,..., 77^,) is strongly admissible and 0 is well-defined. Let 7* £ C*. Then

E *-20bì^S£ < (7.34)

v 2g|7|Z(fì*|7) g(gv)

W) (Äd ~ s(nir)
where in (7.34) we sum over all non empty families (77J,..., 77^) with |t^| > In L, such
that the union of 7* and rj'x,...,rj'k is a contour 7 £ 0-1(7*)\7*- The last factor
in (7.34) is smaller than one since 7* Ç 7. Therefore the last sum in (7.34) can be
estimated using the method of the cluster expansion,

E^ E exp(-2ß(\V'x\ + ---+Wn\))= (7.35)
n>\

comp.,|T^|>ln L
connected to g

/
exp E^î E ^n(v[,---,Vn)fl--2ßHi

n>l li.—.m,

1 <

V |ï7j|>lnL, conn, to g

exp(0(|^|.e-2'31n£))-l

Since \g\ < consti1-0, we get by combining (7.34), (7.35) and summing over 7*

E^HSfa< (7-36)

(exp (Ofü1- -e"*")) - l) • Y e-^'^SÇ1 <

(exp ((^(i1-0 • e-2/31nt)) - l) • (a(u)a(v)Y (Çf)

6. It remains to consider only the contours f £ C* such that

• either the distance of (7(7) to the boundary of A is less than In L

• or 7 touches T D A.

Let us examine with more details the structure of a contour f (g;r)i,... ,rjk) £ C*.
The line g going from u to v is simple. We parametrize it with unit speed, s £
[0, \g\] >—* g(s). Let 77 be some closed contour in the decomposition of 7. We define

• «1(77): the smallest value of s such that g(s) is a point of 77
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• s2(rj) '¦ the largest value of s such that g(s) is a point of 77

Since 77 is closed, there is a path on 77 going from Sx to s2 with length smaller than
1/2 In L. Therefore we must have

|*j-*i| < 1/2Ini (7.37)

otherwise we could make the path g shorter. The next question which we consider
is the existence of cutting points for 7 (see section 6.4.2). If there is no 77 in the
decomposition of f such that sx(r/) < s and s2(t7) > 3, then we can decompose f with a

cutting point at g(s). The next estimation is useful when we look for such a situation.
(Not all f £ C* have cutting points.) This estimation is similar to the estimation
(7.36). Let I be some interval of [0, \g\]. Let 7 (g;rjx,. ¦ ¦ ,rjk;rjk+x,... ,77,) where
we have distinguished in the notation the contours 77 such that «1(77) or ^(77) £ I
which are denoted by qk+x,¦¦¦ ,Vq- F°r ea°h 7 we define 7 (g;r]x, ¦.. ,qk). We have

E e-»'M< (7.38)

Y n ^kl^m§Sr *
IJS+1 1gt=fe+l ^V" I

e-W|7im)exp(|I|0(e-W))

We have used the inequality

Z(!T|7) > Z(fi*|7) (7.39)

and the cluster expansion for going from the second fine to the third line.

7. We first consider the contours 7 £ C such that d2(g(f),dA) < Ini. The
estimation below is done using the reflection principle of the theory of random
walks and the results of section 6.4.2. Let A be the set of points of A which are at a
distance less than 2 ln i from the boundary of A. There exists for each 7 an interval
I of length ln i, such that all points g(s), s £ 1, are in A. Let s' be the middle point
of I and t g(s'). Let 7 be the contour constructed in the preceding paragraph
with the above interval I. Then t is a cutting point for 7. Let us suppose that t is

as in figure 5. Let / be the horizontal line through t. Let p and u" be the points of
figure 5 on the vertical line through u, such that d2(u*,p) d2(p, u). Finally let «
be the point obtained by a symmetry of axis /. We have d2(u, u) > d2(u*,u), and
the fine through u* and v has a slope equal to one. By the results of section 6.4.2

we get

£ e^MÖ < (a(u)a(t)y.(a(t)a(v))f (7.40)
¦y

t(7)=t

M«M0)' • M0^))'
< M*M«)>'
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n L

^(L5)

P«

0

Figure 5: The point p is at a corner of the square passing through u and v. The
points u, v, u* and w are on the same vertical fine, and d2(u,p) d2(p,u*). The
point « is obtained from « by a reflection of axis I.
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where we have used the symmetry properties of the two-point function in the
thermodynamic limit and Griffiths' inequality. The monotonicity properties of the
correlation functions (lemma 2.4) imply that

(a(u)a(v)Y > (a(u)a(v)}'
> M0*(»)>'

(7.41)

for all points 5 of the polygonal line / of figure 5. Simon's inequality and (7.41)
imply

(*(ü)<r(v))f < EM*M0>'-M0*(«)>'
»eî

< M«Mf))' -EM«M*)>'

(7.42)

»Sf

Therefore

E ¦

TSC*:
d,(g(y),dA)<lnL

-2ßhiZ(£\f)
Z(0*)

(7-43)

0(i1-clni)-exp(0(e-2'3)lni) • exp [-ßO(L6)) ¦ (a(u)a(v))f

since |A| 0(LX clni) and we can choose the fine I so that d2(s,u) < 0(L6) for
each point s of the line I.

8. Finally we consider the case when 7 touches T n A Let 7 (g;r)x, ¦ ¦. ,rjk) and
let / be the part of T H A containing the point u. We order linearly the points of /,
starting with u. Let t(7) be the point of /, belonging to 7 and which is the first one
in /. We first suppose that i(7) is a point of g(f) g, and we denote by g(f) the

part of g going from u to t(f). We decompose uniquely f into (7i,72) where 7l is

the union of g and all contours 77 of f with 5(51(77)) £ g. The contour 72 (as set of
edges) is 72 7\7i. We fix 7l and sum over 72. We get

72:
t(i)=t

.-2/3(toil+h,ll^(nl7iU72)
Z(Çf)

(7-44)

v 2ßMz(Q*\f2) 2<3|7,|Z(ft»|7lu72)
4r z(a>) z(ü*\f2)

The last quotient is estimated using the cluster expansion,

z(n*|7lu72)
Z(fi*|72)

(7.45)

1
\

exp E^i e ^r(Ai,..fa„)n<
n>l '*" 3A;: i=l

exp(\fx\0(e-2ß))

-2/3|Ai|

(7.46)
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Therefore we get (see (6.23)) the upper bound

(cr(t)<r(i;)}/(^).exp(-(2/3-0(e-2'?))|7l|) < (7.47)

W«W«))' (0*) • exp (-(2/3 - 0(e-2ö))|7l|)

since t t(f) and 72 is an open contour with S(f2) {t,v}. Then we sum over all

fx and all t(f). Thus we can bound (7.44) by

0(e-2") ¦ (a(u)a(v))s (7.48)

The last case is when t t(7) 0 g(f). In this case there exists a unique 77, say 77!, of
7 (g,Vi, ¦ ¦ ¦ ,Vk) such that £(7) £ 771. Let g(f) be a shortest path from t to u in 7.
We choose this path as follows. Starting at t, this path is first in 77! until it reaches

a point of g, say t* of parameter s*, g(s*) t*. If there are several possibilities
we choose a path with s* minimal. From t* the path is given by the part of g going
from t* to u. If there are still several paths satisfying the above requirements then
we choose the first one in a fist of all paths from t to u. We define 71 as the union
of g(f) and all contours 77 of 7 which are different from 77j and with 51(77) < s*. The
contour 72 (as set of edges) is 72 7\7i. The contour 7 is uniquely decomposed
into (7i,72) and we can repeat the above argument. (See remark of 6.4.1.)

9. Let « > 0. Then there exist L(e) and ß(e), such that for i > L(e), ß > /3(e)

Prob(^(m)) > (1 - e)e-2"lrl (n(F))+ ft (a(uk)a(vk))f (7.49)
k=\

By F.K.G. inequalities

(rc(r)}+> û _(n(e*))+=exp(-|r|0(e-2'3)) (7.50)
eredges of T

with n(e*) n(t)n(t'), e* {t,t'} being the edge dual to e. Notice that |T|

0(LC+ We finish the proof of theorem 7.1 by using lemma 7.1.

Lemma 7.1 ([D.K.S])

For ß high enough

W.Mw)>'»e^)0(^J^) (7.51)

Summarizing all the results, we have

Pioh(A(m)) > (7.52)

(1 _ e)exp(-Yr(uk,vk))exp (-(2/3 + O(e~20)) ¦ 0(LC+S)) (7.53)
k=i
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Since the points tk,tk+1,uk,vk are on the same straight line

r(P(m)) Y r(tk, <fc+i) E *{** »*) + ßO(Lc+6) (7.54)
fe=i fc=i

But

\T* - r(P(m))\ < c0O(Ll-c)ß < c0O(Lx~c)ß (7.55)

and we may choose S > 0, as small as we want, so that 1 — c > c + S. This ends the
proof of theorem 7.1.

Remark.
Lemma 7.1 expresses the fact that the two-point function at high temperature has

an Ornstein-Zernicke behaviour. It would be sufficient for our purpose to have a

constant a instead of 1/2 in this lemma.
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8 Droplets.
The model is defined on A, a square of volume L2 in Z2. We have + b.c. and

no magnetic field. This hypothesis holds for the whole section. Vroh(E) is the
probability of the event E computed with the measure ¦ }+ (A). We distinguish
in each configuration between small contours and large contours. In section 8.1 we
define these notions and a set of configurations E such that

In the rest of the section we give another description of the set E, introducing
the notion of droplet. We partition the set E into subsets E(Sx, ¦ ¦ ¦, Sk) indexed
by geometrical objects, called droplets. A droplet is defined at the scale Lb with
c < 6 < 1 — c, it has a volume, and the length of its boundary is measured by the
Wulff functional. We estimate the probability of E(Sx, ¦ ¦ ¦, Sk) in terms of the Wulff
functional. The introduction of an intermediate scale is essential for this estimation.

8.1 A typical set of configurations for a large deviation of
the magnetization.

We define the notion of large contours. We proceed in several steps. We first
make concrete the idea that a "complicated" contour is not important because its
probability is small.

1. Let f be some arbitrary closed contour, and a1 be the unique configuration which
has only this contour. The subset of R2, which is the union of all plaquettes p*(t),
t £ Z2, such that cr~,(t) —1, is bounded. The complement of this set in R2 has a

unique connected component of infinite volume. The exterior enveloppe e(f) of 7 is

the boundary of this infinite component. It is a connected subset of 7. The exterior
enveloppe e(7) divides the plane into several connected components. Each bounded

component has a boundary which is a simple closed contour, called cycle. We can
decompose e(7) into cycles e(7) (ei(7),... ,6^(7)). The contours e,(7) and ej(f),
as sets of edges, are disjoint. By definition Inte;(7) is the bounded closed set of R2

whose boundary is the cycle e;(7), and

Int7:= (J Intei(7) (8.2)
e; cycles
of e(-y)

Notice that Int7 does not coincide with the set int7, but we have

Int7 D int7 vol(Int7) > vol(7) and |e(7)| < |7| (8-3)

2. We decompose uniquely 7 into e, 771,..., 77p and £1, • • •, £, where e e(f) is the
exterior enveloppe and the contours 77 and £ are closed disjoint contours, which have
at least one point, but no edge, in common with e (see figure 6). This is the kind
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Figure 6: Decomposition of 7 into the exterior enveloppe e and the contours 77 and
£. The exterior enveloppe has three large cycles and ten small cycles. There are six
contours £. Compare with figure 7.
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of decomposition of section 6.4.1. By definition |t7j| < ln L and |£| > In L. We write
7 7(e; 771,... ,77P; £1,.. ,£q). We define a map Fx, on the set of contours :

Fi(f(e; 771,..., 77P; (u Q ¦- 7(e; 771,..., r]p) (8.4)

From lemma 6.6 and the remark following its proof we get

Lemma 8.1

For large /3,

Prob (Fi(7i) 7i,..., Fx(fk) %) < (8.5)

exp ((E k(7.0l) • 0(l/i20)) ¦ Prob(Fi(7i),..., Fx(%))

3. The intersection points of the exterior enveloppe e and the closed contours 77 or
£ are necessarily corner points of e and of 77 or £. This implies that the subsets Int77

and Int£ are disjoint two by two. Therefore if 7 7(e; r/x, ¦ ¦ ¦ ,rjp;(,x, ¦ ¦ ¦,(q), then

Int7 IntFi(7) (8.6)

because we do not modify the exterior enveloppe by the map Fx, but we have

int.Fi(7) D int7 (8.7)

Indeed, int7, as set of R2, is composed of the closure of the set

Int7\ f (J IntT?, IJ Int^ J (8.8)

and of subsets of Int77j or Int£,-. By the mapping F\ we do not modify the structure
of f inside Int77i and if remove the sets Int£,, then we can only increase int7.

4. We recall that the set A(m) is

A(m) {<t : I Y «KO - ^lAH < co|A| • i_c} (8.9)
teA

with c a parameter, 0 < c < 1/2.

Definition:

A contour 7 is small if all connected components of intFi(7) have a

volume < i2a, a 1 — c. All other contours are large.
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In a configuration the small contours are denoted by 7l,..., fn and the large contours
by Tx,. ¦ ,Tk- The isoperimetric inequality on the lattice is

16-vol(7)<|7|2 (8.10)

Therefore all large contours have a length larger or equal to 4i°. Notice that all
connected components of int7 have a volume smaller than i2° when 7 is a small
contour. For small contours we can apply the results of sections 4 and 5.

We estimate the total length of the large contours.

Lemma 8.2

For ß and L large enough,

Prob ({total length of the large contours is equal x}) < (811)

9(;r)exp(-a;(2/3-ln4))

where q(x) is the number of solutions of 1 < ax < • • • < ak < x, a; £ N and

5D;=i O-i x, k arbitrary. For large x

q(z) ~ j4=^exp (fxyfijo) (8.12)
Ay/Z.

Proof.

Let q(x, k) be the number of solutions of 1 < ai < • • • < ak < x, 2?=i on x, k

fixed. Let Tx, ¦ ¦ ¦, Tk, be the k large contours of a configuration. We have at most

fcm«.= 4^ (813)

large contours. The number of contours, which have a length |r| and contain a fixed
point of L* is smaller than 3'r'. Therefore

(E|r| 4 < E q(x,k)e-20*Z*(L2)k (8.14)
i I k-\

fc»i ax

< Y q(x,k)e~2l3xZx(L2)k"'"
k-\

< q(x)exp(-x(2ß-lnZ-l/2L-a An L))
< q(x)exp(-x(2ß-lnA))

provided that L is large enough.

As a corollary of lemma 8.2 we have
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Theorem 8.1

LetS>0 and c2 (a(m) ¦ \Wr\)1/2 ¦ ß'1 + S, with a(m) (m* - m)/2m*. Then

for ß and L large enough

Prob ("Y \Ti\ > c2i|A(m)j < exp(-ßSL) (8.15)

Proof.

We recall that T* is defined by

(T*)2 A\WT\ ¦ V(m) (8.16)

and

V(m) a(m)L2 (8.17)

Therefore

r" 2(a(m).|Wg)1/2i (8.18)

We have

Piob(çiri| *LA<>))= (8-19)

„ /fa, mv^.„, \ Probfr,-ir,| a;)

Prob^iEir.l^j pr^^)}
But by theorem 7.1

Prob(^(m)) > (1 - e)exp(-r*(l + O(c0L~c)) (8.20)

where 0 < e < 1, and e can be chosen as small as we want provided that /3 and L
are large enough. By lemma 8.2

Prob (Y lr'l x) < exp(-2x(/3 - ln 5)) (8.21)

provided that /3 and L are large enough. The condition on the total length of large
contours implies

2ßx > 2c2ßL T* + 2ßSL (8.22)

and hence the lemma is proved.

A small contour cannot surround a large contour, and the type of Ti is uniquely
determined by the collection of large contours of the configuration. Let T_ be the set
of all large contours of a configuration a. Then a(T_) is defined by the identity

Y vol(r,)- Y vol(r.) a(I) • |A| (8.23)
I\:type- I\:type-t-

Tier r.er
We estimate the probability that the random variable a(T_) has a value different
from a(ro).
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Lemma 8.3

Let £ (Ti,..., Tk) be fixed and such that

\a(T) - a(m)\ > ^" +,°* ¦ i- (8.24)1 K-' v n - 2m*(ß) ic v ;

with Co and c the constants appearing in the definition of A(m) and c3 > 0. We also

suppose that £ |r;| < c2L, c2 being the constant given in theorem 8.1. Let B(T_) be

the set of all configurations having the collection £ of large contours. Let 9' be a

constant, 0 < 9' < 1. Then

Prob(A(m)|£(£)) < 2exp(-4/30'c3i) (8.25)

provided that ß and L are large enough.

Proof.

Let A(£) be the set

A(£) A\{< € A : dx(t, U.T,-) < 1} (8.26)

Let (7 be the configuration in A compatible with the + b.c. and having exactly the
contours of £. We choose the a b.c. for the set A(£). Then

Prob(J4(m)|S(r)) (A(m)Y (A(£)) (8.27)

The index * means that the configurations in A(£) have only small contours and
that the boundary condition is <r. Theorem 5.1 applies with s La. We have

£>(<)-7n|A| (e*(0-(E*(0) (A(E))) (8.28)
teA VteA \teA / /

+ ((l>(0) (A(£))-m|A|j
\teA

On the other hand

E<K0\(A(£))= (8.29)
teA /

m"(ß)(\A\ - a(£)|A|) - m'(ß)a(T)\A\ + 0(j)\A\

m*(ß)\A\(l-2a(T)) + 0(j)\A\
The term 0(1/L) takes into account the error we make when we replace (a(t))* (A(£))
by (cr(t))* (infinite volume limit) and then (<r(t))* by m*(ß). The error is of the
order of the length of the boundary of A(£), which is O(L) since Y. \^i\ < c2L. Notice
that we have

m|A| m*(/3)(l - 2a(m))|A| (8.30)
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Consequently, for any a £ A(m),

£*(0-(l>(o) (A(£))
teA \teA /

> c3i-c|A| (8.31)
teA \teA

if i is large enough. The lemma follows from theorem 5.1.

We can now state the first main result on the typical configurations of a large
deviation of the magnetization in the Gibbs state - This theorem is analogous
to the theorem of Minlos and Sinai p.365 in [M.S.I]. However, our definition of small
contours is different and we do not fix the exact value of the magnetization.

Theorem 8.2

Let m, —m*(ß) < m < m*(ß) be given. Let T_(a) (Tx(er), ¦ ¦ ¦ ,Tk(c)) be the

collection of all large contours in a configuration a. Let

A(m) {<r:\Y <K0 ~ mlAH ^ C°IAI " L"} (8-32)
teA

and

E {a:Y |r<(«0l < c2i, HE) - a(m)\ < c4L~c} (8.33)

The constant c^ is

c2 (a(m) ¦ \WT\)1/2 ¦ ß-1 + S (8.34)

and a(£) is defined in (8.23). If

CA - 2^8) + \{a{m) " m)1/2 ' ^m*^)_1 ' K (8-35)

with k > 1, then for any 9', o < 9' < 1 and 0' ¦ k > 1, there exist L(9'), ß(9') such

that for all L > L(9'), /3 > ß(9')

Prob(£|A(7n)) > 1 - exp(-ßSL) - exp(-T'l/2(9'n - 1)) (8.36)

The probability in (8.36) is computed with the Gibbs measure ¦ } (A) of an Ising
model in A, with + b.c., coupling constant J 1, no magnetic field and at inverse

temperature ß. The constant T* 2(a(m) ¦ IW,-!)1'2 ¦ i.
Proof.

We estimate the complementary event Ec,

Prob(£c|A(m)) < (8.37)

Prob (Y \Ti\ > c2L\A(m)) +

Prob (Y \Ti\ ^ c^> KD - a(m)\ Z c4i-c|^l(m)) <

exp(-ß6L)+ Y Prob(J5(£)|A(m))
£:^|r,|<c2L

\a(Q-a(m)\>c4L-r-
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Now

Prob(B(£)|A(m)) Troh(A(m)\B(T)) ¦ p^ffi^ (8-38)

and

(c4 - fa^-i • Aß9'L ¦ 2m* > T*k9' (8.39)
V 2m* /

Therefore the theorem follows from lemma 8.3 and theorem 7.1.

8.2 Large contours and droplets.
We consider configurations of the set E of theorem 8.2. The total length of large
contours is bounded by c2 • L and the total volume of large contours is at least

£vol(£) > a(£)|A| (8.40)

> (a(m) - c4 • i"c)|A|
Cj

a(m)Lc
V(m) 1

We study the geometrical structure of the large contours of E and define the notion
of droplet. We proceed in several steps.

1. We distinguish between small cycles and large cycles in the decomposition of a

large contour T into an exterior enveloppe and closed contours. By definition a small
cycle e; is such that the volume of Inte; is smaller than L2b, with c<6<a=l — c.

(We cannot choose b too small for entropy reasons.)

Lemma 8.4

In a configuration a £ E the total volume of all small cycles is smaller than

L-Lb ¦ (c2/2 + 2Ü/L) (8.41)

Proof.

We enumerate in some way all small cycles. We collect the cycles into families.
There is only one family if the total volume of the small cycles is less than 2L2b

Otherwise the first family contains all cycles ej, j 1,... ,m, such that

m-1

Y vol(Intej) < L2b (8.42)
i=i

and

m
L2b < Y volante,) < 2L2b (8.43)

3=1
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Then we define a second family and so on. If there are more than one family, the
total sum of the lengths of the cycles in a family is larger than ALb as a consequence
of the isoperimetric inequality (the last family may be an exception). Thus there
are at most (1/4 • c2L1 + 1) families of small cycles, so that the total volume of
small cycles is smaller than

2i26(l/4 • c2L1-b) + 2L2b (8.44)

2. Up to this point we have described the contours from the "outside", using as basic

geometrical object the exterior enveloppe. Now we describe the large contours from
the "inside". This new description is done for the contours F such that Fx(T) T,
since .Fi(r) is the important part of the contour. We introduce the notions of inner
component and of inner boundary. Let T (e;r]x,. ,r/k), and let ej be one large
cycle of the exterior enveloppe e of T. Let (e^; 771,..., rjr) be the part of T which is

composed of the cycle ej and all contours 77 with a point in common with ej, i.e. all
contours 77 with 77 C Inte^. Since jT71 < Ini

vol(Int77) < (Ini)2 (8.45)

We have

(lnte.,\ (Jlnt77ij C mtT (8.46)

and we decompose the set

r
Intei\ (J Intrji (8.47)

i=l

into connected components. A connected component is large (small) if its volume
is larger than L2b (smaller than L2b). The large components are denoted by Di
Di(T), and are called inner components. We extend this notion to an arbitrary large
contour and define an inner boundary.

• An inner component of T is by definition an inner component of Fx(T).

• An inner boundary is the boundary of an inner component.

Lemma 8.5

In a configuration a £ E the total volume of the inner components is greater than

V^{l-^-°^]) (8-48)
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Proof.

Let l'i,... ,r* be the large contours of the configuration a £ E. We have

Evolta) > a(£)|A| (8.49)

V(m)(l C4

a(m)Lc

and

Intr< IntFi(r,) vol(Intr<) > vol(ri) (8.50)

Therefore

Y vol(Int^(£)) > E vol(r0 > V(m) (l - ^~^j (8-51)

The total volume of small components of a contour Ti Fi(Ti) is estimated like the
total volume of small cycles, and is smaller than

I.L».(<,/2 + 2lVl)«V(m)(5Z^ + ~^) • (8.52)

The total volume of the sets latq is smaller than

1 1
n T 2 ,r/ \ I C2 In i

Thus, the total volume of the inner components is greater than

rb- o r 26

^vol(IntFi(rO) - V(m) I-—?- + —--) (8.54)
jT \2ia(7n) Lla(m))

- V(m)
c2 In i

16a(m) i
> V'(m)|l--ii— -o£-'

1 Lca(m)
v i '

Remark.
An inner component of a contour T is a connected component of intFi(r). Each

large contour has at least one inner component, since by definition intFi(T) has a
connected component with a volume larger than L2a.

3. In this paragraph we give a more precise description of an inner boundary SD.

By definition SD is the boundary of an inner component D, which is inside Inte,
where e is a large cycle of the exterior enveloppe. We consider e as a unit-speed
parametrized curve s' £ [0, |e|] »—> e(s'), where |e| is the length of e. The orientation
of the curve is counterclockwise so that each Int?? C Inte are at the left of the curve.
We also consider SD as a unit-speed parametrized curve s £ [0, \SD\] *—? SD(s).
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Contrary to the cycle e, this curve may have points of multiplicity two. (A point t
has multiplicity two if there exist Sx and s2 ^ Sx such that SD(sx) SD(s2) t.)
In order to specify the parametrization we always make a left turn at each point
of multiplicity two, and the orientation is counterclockwise. This implies that each

Int?7, which is connected to the component D, is at the right of the curve SD. The
parametrization is uniquely fixed by choosing the starting point. The curve is not
a simple curve since points of multiplicity two may exist. (However such points are
never crossing points, and by a slight perturbation at those points we get a simple
curve.) The inner boundary is decomposed into maximal connected sets of edges
of the exterior enveloppe, and maximal connected sets of edges of the contours 77.

A maximal connected set of last type is necessarily a subset of a single contour 77,

since the contours 77 are disjoint. We always have at least one connected set of edges
of the exterior enveloppe, since \SD\ > ALb and \r]\ < Ini. Let us suppose that
SD(0) e(0). Let us also suppose that sx is the first time such that SD(sx + 1) is

not a point of e. Up to that time, both parametrized curves SD and e are the same.
At that time we make a left turn if we follow SD, and a right turn if we follow e.

Let us follow SD and let s2 be the first time greater than sx such that SD(s2) is a

point of e, SD(s2) e(s2). (We may have Sx s2.) All edges between sx and s2 are
edges of a single contour 77, and the set Int77 is in the interior of the parametrized
curve which is given by the curve e(.s') with s[ — sx < s' < s2 and then by SD(s)
with s2 > s > Sx- (We go backward along SD.) From that it follows that two
components of the inner boundary which are composed of edges of contours 77 are
necessarily subsets of two different contours 77. In other words, the intersection of
the inner boundary and of a contour 77 is always a subset of the form

{SD(s)\sx < s < s2} (8.55)

4. We describe the relative position of the inner components in a contour T. Let
T (e;77i,... ,77k) with |t7;| < Ini. Let Dx,... ,DP be the inner components of T.

We decompose (the set of R2)

p

Intr\ (J Di ^ (8.56)

into connected components. Let (Si,..., Bqfi) be the closures of these components.
We add to this collection all points of the exterior enveloppe e which belong to two
different inner boundaries (see figure 7). The resulting collection is (B\,...,Bq),
q > q', and these sets are called blocks. We consider the intersections of these blocks
with the inner boundaries, and we decomposed these sets into maximal connected
sets, which we call gluing sets. We have two kinds of gluing sets. We have the gluing
sets, which are composed of a single point of the exterior enveloppe where two cycles
meet. We have gluing sets, which are intersections of inner boundaries and contours
77. Indeed, if a contour 77 has a nonempty intersection with a block B then

IntT? C B (8.57)
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Intr\ \J Di D (J IntT? (8.58)
«=1 V

and Int77 is a connected subset of R2. We construct a graph. The vertices of the graph
are in one-to-one correspondence with the inner components and the blocks. We
have edges between an inner component and a block, if the block has a nonempty
intersection with the inner boundary of the inner component. We draw between
these vertices as many edges as there are gluing sets in the intersection.

Lemma 8.6

The above graph is a tree

Proof.

We first prove that the graph is simple, i.e. there is at most one edge between two
vertices. Let us suppose the converse. Then there is an inner component, say D,
and a block, say B, such that B l~l SD has (at least) two gluing sets. Let u he a

point of one gluing set, and »bea point of the other gluing set. We can find in R2

a simple closed curve going from «to» inside the inner component, and then back
to u in the block. Let A be the bounded set encircled by this path. We go along the
inner boundary SD from u to v by a path inside A. This path necessarily contains
an edge of the exterior enveloppe, since the gluing sets are disjoint. On the other
hand the set A is in Intr. This a contradiction. The graph is a connected graph,
because T is a connected set. Let us suppose that we have a cycle in the graph. Let

pi,.. ,Pn be the vertices which represent the blocks, and qx, ¦ ¦ ¦ ,qn he the vertices
which represent the inner components of this cycle. Going around the cycle we go
through 5i,pi, <J2,p2, • • •, qn,Pn and then to qx- All vertices of the cycle are different.
As above we construct in R2 a closed simple curve entirely contained in the union
of the sets represented by the vertices of the cycle, and we get a contradiction since

this curve encircles an edge of the exterior enveloppe.

We call external blocks the blocks which are represented by vertices of incidence
number one in the graph, and we call internal blocks the other blocks.

5. We now describe a large contour T — Fx(T) by taking as basic geometrical objects
the inner boundaries of T. The inner components of T are Dx(T),... ,Dr(T), and
the inner boundaries of T are <5i>i(T),.. SDr(T). We decompose the contour T into
T (SDx(T),..., 5Dr(T), Ai,..., An). The contours Ai,..., An are closed contours
and disjoint two by two. There are contours A, which are connected to a unique inner
boundary, and which we call external contours. They are the parts of T inside the
external blocks. There are contours A, which are connected to at least two disjoint
inner boundaries, and which we call internal contours. The internal contours are the
parts of T which are inside the internal blocks. Since the external contours do not
play a special role, it is better to consider them together with the inner boundaries



1034
Pfister H.P.A.

Vy

y>.

Y,
Yy
Yy

7.YY,
Y

7Z&

r%m \\r
IWz.

V///&

m

W,

Vam

Figure 7: The inner boundaries and the tree associated with T. There are six inner
components, five external blocks and three internal blocks. One internal block is
composed of a point of multipUcity two of the exterior enveloppe.
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to which they are connected.

Definition:

A bare droplet of a contour T is a closed connected set of edges of L*
which is the union of an inner boundary SD of the contour Fx(T) and all
external closed contours A of ii(r) which are connected to SD. A bare
droplet is given by V (SD; Ai,..., Ap).

6. We define the droplets. Let V (SD; X\,..., Ap) be a bare droplet. We make
a coarse graining description of V, following an idea of Dobrushin, Kotecky and
Shlosman. To each D we associate a unique sequence of points in the following way.
We introduce some total order for the sites of A*. Let us choose a parametrization
of SD so that SD(0) is the first point, for the order in A", with the property that
[6D(0),SD(1)] is an edge of the exterior enveloppe. Let t0 SD(1) be the initial
point of the sequence which we are defining. The next point tx is chosen as follows.
Let C5 be some small fixed number. Let s' he the first value of the parameter such

that

d2(SD(l),SD(s'))> Lb-cs (8.59)

If [SD(s'), SD(s' + 1)] is an edge of the exterior enveloppe, then tx := SD(s'). If not,
we define tx := SD(sx), with Sx the first value of the parameter which is greater than
s' and such that [SD(sx), SD(sx + 1)] is an edge of the exterior enveloppe. Notice
that

c5Lb - ln i < d2(t0, tx) < cBLb + In i (8.60)

since for all contours 77, I77I < Ini. Then we define t2 as above and so on. For any
SD we have a unique sequence S(SD) of points t0, ¦ ¦., t„, with

csLb - ln i < d2(ti,ti+1) < c*,Lb + In i (8.61)

for i — 0,..., n — 1. The distance between tn and t0 may be smaller than csLb — In L.

We say that two bare droplets T> and V (of different configurations) are equivalent
if the sequences S(V) and S(T>') are the same.

Definition:

A droplet is a sequence of points S such that there exists a configuration

of E having a bare droplet V with S(V) S An arrangement
of droplets is a family of sequences Si,... ,Sk such that there exists a
configuration of E with bare droplets T>i,... ,T>k such that S(T>i) Si,
i 1,..., k.
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To each droplet we associate a closed polygonal fine going from i0 to t\, from tx

to t2, from tn to t0. This closed polygonal fine divides the plane into a finite
number of bounded connected sets and one unbounded connected set. The volume,

vol(S), of a droplet is the sum of the volume of these bounded connected sets of R2.

The boundary of a droplet S is the polygonal fine defined above.

Theorem 8.3

Let E(Sx,. ,Sk) be the set of configurations of E which are compatible with the

arrangement of droplets Sx, ¦ ¦ ¦, Sk. The set E can be partitioned into subsets E(Sx, ¦ ¦ •, Sk)
such that the total volume of an arrangement of droplets Sx, ¦ ¦ ¦ ,Sk is bounded by

Evol(5,)>K(7n)(l-Ifa^-0(ïl,)) (8.62)

Proof.

The total volume of an arrangement of droplets is greater than the total volume of
the large components minus

è lZdXl ¦ w{L"C5+ln Lf -0{Ll+b) (8-63)

8.3 Estimation of the probability of an arrangement of
droplets.

Let £ (I\,...,rfc) be the set of large contours in a configuration a £ E. We
define a map F2

F2(T) (Vx,...,Vq) (8.64)

where (T>x,... ,T>q) is the arrangement of bare droplets in the configuration a. Notice
that the bare droplets are closed contours, but they are not necessarily disjoint : it is

possible that they can meet at points of multiplicity two of the exterior enveloppes.
However, the union of all bare droplets forms a compatible family of closed contours,
which we still denote by (Dx,... ,T>q)

Lemma 8.7

Let (Dx,.. ,Dq) be an admissible arrangement of bare droplets. Then, for ß large
enough,

Prob({£:F2(£=(X>i,...,X>,)}) < (8.65)

exp(<2 • 0(ln i)) • Prob ({Â,..., V,})

where Prob [{Dx, ¦ ¦ ¦, T'q}) *s the probability of the family of closed contours whose

union is Dx U • • • U Vq.
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Proof. Let cr be a configuration, and (Ti(a),..., Tk(cr)) be the set of large contours
of cr. Let (r'x,..., T'k) be a set of compatible large contours. The set (T'j,..., T'k)
is mapped by i\ into (Pi",... ,IY'). By definition F2(T'i) F2(TA). Using lemma
8.1 we can write

Prob ({£ : F2(T) (Vx,... ,Vq)}) (8.66)

Y "E-E Prob(<7)<
£": £': "'

Fa(E")=.(*,,...,*f) Fi(C')=r £(<r)=E

exp [c2L ¦ O(l/L20)) ¦ Y Prob(£")
T":

F,(C")=(*i ,.-.,*,)

Each contour T;" is uniquely decomposed into a family of bare droplets and internal
closed contours, since Fx(T") T;". By definition all these internal closed contours
are subsets of the internal blocks. By lemma 8.6 there are at most q internal blocks.
Indeed, if we remove from the tree all vertices which represent the external blocks,
then all vertices of incidence number one represent inner components. Since there
are q inner components there are at most q internal blocks. All internal contours
are inside the internal blocks. They meet the inner boundaries at the gluing sets,
which have lengths < Ini. Let us denote by I a gluing set. If we resum in (8.66)
over all internal contours which are connected to I, then we get a factor

exp(0(e-2'3)|I|) < exp(O(e-20)ln L) (8.67)

Therefore, we can bound (8.66) by

(L2"Zq,IiL) ¦ exp (c2L ¦ 0(1/L20)) ¦ exp(qO(e-2ß)ln L) (8.68)

Prob (A,-.-, A)
the factor (L2Z]nL)q giving a very rough bound on the number of possible choices of
the gluing sets of type I.

We can now estimate the probability of an arrangement of droplets. Let S —

(tx, ...,<„) be a sequence of points defining a droplet. We define

r(S) f>(Mi+i) (8-69)
1

with tn+1 tx and r(ti,ti+x) as in (7.30).

Lemma 8.8

Let {Sx, • •., Sp} be an admissible arrangement of droplets. Ifß is large enough, then

Prob ({Si, ...,S,})< (f[ e-T{SA
¦ exp(p • 0(ln i)) (8.70)
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Proof.

In any configuration compatible with the arrangement of droplets there are p bare

droplets, one for each Si. The lemma is proven using lemmas 8.7, and 6.7. We use
lemma 8.7 in order to reduce the estimation to the estimation of the probability of
the family of p bare droplets. Let us consider the case where we have a unique droplet
S — (to, ¦ ¦ ¦ ,tn-x). We can decompose any bare droplet D, S(D) S, into n pieces
9i, i 1,..., n, with cutting points tx, ¦ ¦ ¦, tn t0. Let D (SD; Ai,..., A^) and Si

he the value of the parameter s such that SD(si) t;. For i 2,..., n we define 9i

as the open contour which is formed by the union of the part of the inner boundary
{SD(s) : Si-x < s < Si} and all external contours A which are connected to that
part of the inner boundary except at the point i;_i. Since [SD(si_i), SD(s,-x + 1)]
is an edge of the exterior enveloppe, the contour 9i is irréductible at £;_i, when

i 2,... ,n — 1. The contour 9„ is irréductible at {t0,tn-x} since [SD(0), SD(1)} is

an also edge of the exterior enveloppe. The contour 9x is defined as the union of
the part of the inner boundary {6D(s) : 1 < s < Sx} and all external contours A

which are connected to that part of the inner boundary. Since all external contours
are inside external blocks it follows from the tree-graph structure of a large contour
that all other requirements for a decomposition with cutting points are satisfied.
Therefore we can apply lemma 6.7. When several bare droplets are present it is

possible that they are not disjoint. The only possibility is that they are joined by
an internal block consisting of a single point of the exterior enveloppe where two
large cycles meet. By the tree-graph structure of a large contour there are at most

p such points in a configuration of p bare droplets. Using the remark following the
proof of lemma 6.7, and the fact there are at most 2P ¦ (L2)p different families of at
most p points, we get an extra factor to the estimate of lemma 6.7, which is

2" ¦ (L2f exp(pO(ln i)) (8.71)

Lemma 8.9

Let /3 be large enough. Then for any 6, 0 < S < b, and L large enough

Prob (Yt(Sì) >f\< exp (-f (1 - 0(1/ßLb'6))) (8.72)

Proof.

The proof is similar to the proof of lemma 8.2. Let Si be a droplet and ni n(Si)
be the number of points of the sequence 5,. Let us suppose that we have k droplets,
Sx, ¦ ¦ ¦, Sk and that ni < ¦ ¦• <nk and J2ni — N. Let T £ T(Si). We have

Prob ({$!,...,&})< (8.73)

exp(-T)exp(fcO(lni))
exp(-T + kLS)exP(-kL6 + kO(ln L))

Clearly k < N and N is such that

N * c^fïnT •

fa °^ ^
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with r* maxr(n) O(ß). Therefore

Prob({Si,...,Sfc})< (8.75)

exp (-T + 0(Ll~b)Ls) • exp (-N(LS - 0(ln i)))
We estimate the number of droplets with «i + •••-(- rej. N. There are at most

(i2) choices for choosing the first points of the k droplets. If we have chosen the
first i points of a droplet, then there are at most 2 In L(c$Lb -fini) choices for the
next point. The number of droplets with ni + • • • + n*. N is smaller than

Yq(N,k) ¦ (21nL(CiLb + InL))N -(L2)k < (8.76)
k

Y q(N, k) ¦ (2In L(csLb + ln L)L2)N
k

exp(ATO(ln i))
Therefore, we have (for L large enough)

¥xoh rYT(Si)>f\ < (8.77)

exp (-T (l - 0(1/ßL"'6))) ¦ Y exp {-N(LS - O(lni))) <
N>1

exp(-f (1-0(1/ßL"'6)))

Theorem 8.4

Let b be such that c < b < 1 — c a. Let £x be the event which is the intersection
of the set of configurations such that the sum of the lengths of the large contours is
smaller than c2 ¦ L and the set

£:-f:s£,vol(S,iF('",(1"^-0(T»)} <878»

with 0(Lb/L) as in theorem 8.3. Let £2 be the event

£2 \a: Y r(5t.) < r(m) (l + 20(g)) ] (8.79)

with O(co/Lc) the function appearing in the estimation of Froh(A(m)) in theorem
1.1. If ß is large enough, then

Prob({£in£:2|/l(m)}) > 1 - 2exp (-1/2-T^tti). 0(g)) (8.80)

l-2exp(-/3-0(i1-c))
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Proof.

By theorem 8.3 £x contains the subset of E, and therefore Prob(£j |A(m)) can be

estimated by theorem 8.2. We estimate the complementary event £\ of £2 under the
condition A(m).

Pvoh(£°2\A(m)) Prob(A(m)lg|)prPorb°(b]g (8.81)

„ Prob(Q)
- Prob(A(m))

By lemma 8.9 we have

Prob [Yr(Si) > T*(l + 20(g))j < (8.82)

exp (-r-(l + 20(g) -0(^rf)-0(J±^)))
and by theorem 7.1 we have

Prob(A(m)) > (1 - e)exp (-T*(l + 0(g))) (8.83)

We choose b, c < b < 1 — c, and «5 so that b — S > c. Therefore, if L is large enough

Pxoh(£c2\A(m)) < exp (-1/2 • r*(m)0(g)) (8.84)

We have (see theorem 8.2)

Proben £2)c|A(m)) < Prob(£'1c|A(7n))-f Prob(£-2c|A(m)) (8.85)
Co

< 2exp(-l/2-r*(m)0(-

Remark.
The factor 2 in (8.79) can be replaced by any factor strictly larger than 1. Then in
(8.80) the factor 1/2 is replaced by (u - l)/2.
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9 Large deviations and phase separation.
We come to the last step of the analysis. From the above results we know a set

of typical configurations £x fl £2, which is the union of subsets E(Sx, ¦ ¦ ¦, Sk) where
Sx, ¦ ¦ ¦ ,Sk is an arrangement of droplets. We first prove that all arrangements of
droplets of configurations of £x fl £2 have only a single droplet of volume larger than
L2a if /3 is large enough. This is a consequence of a lemma due to Minlos and Sinai.
The phase separation and the large deviations results follow then easily.

Lemma 9.1 ([M.S.I])

Let di, i 1,... ,r, be r positive numbers such that

2><l + «i (9.1)
t=i

and

Yd2>l-e2 (9.2)
i=i

ex and e2 positive. Let dmetx max(ef; : i 1,..., r). If e1: e2 are sufficiently small,
then there exists a positive function, €3(61, e2), such that e3 tends to zero when Ex

and e2 tend to zero, and such that

dm,, > 1 - «3 E di < £i + e3 (9-3)

Proof.([M.S.l])

Let r 2 and let us suppose that dx > d2. Thus <imBX dx and we have

dx + d2 < 1 + ex d2x + d2x>l-e2 (9.4)

Therefore

(dx + d2f =d2x+d22 + 2dxd2 <(1 + ex)2 (9.5)

and

2c^2 < 1 + e\ + 2ex - 1 + e2 e\ + 2ex + e2 (9.6)

We have from (9.4) that

* * mfa" («»

and from (9.6) and (9.7)

1 e2 + 2ex + e2 _ tQa.
d2~V^- (l-e2)V* =e^e^ (9-8)
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and

dx > (1 - 62 - d2,)1'2 > (1 - e2 - elf'2 l-e3 (9.9)

Let us consider the general case. We divide d\,... ,dr in two groups, di,,...,dik and

dj,,..., dj,n, and set

di 4 + • • • + di„ d2 dj,+--- + dj,,, (9.10)

Clearly

dx + d2<l + ex, d{ + d\ > 1 - e2 (9.11)

Therefore dmtLX > 1 — e3, d^n < 64 and

\dx-d2\> l-e3-e4 (9.12)

Let us consider the case where in one group we take only one element dm(ix which we
label by d\. Let us prove that dme,x dmjn is impossible. Indeed, dmtLX < e4 implies
that di < e4 for all i > 2. In this case we can always divide dx,... ,dr into two new

groups such that

Mi-4|<2e4 (9.13)

which is in contradiction with (9.12) if ex and e2 are small enough. We have therefore

proven that

dx =<*max > l-e3, Ydi <£4 (9.14)

We notice that

][> £4-ii<ei + e3 (9.15)

Let us call /ar<7e droplet any droplet whose volume is larger than L2a.

Theorem 9.1

Let £x fl £2 be the set of theorem 8.J). If ß is large enough then there is a single
large contour in any configurations a of £x fl £2. In all arrangements of droplets of
configurations a of £x fl £2 there is a single large droplet S(a) such that

vol(5) > V(m) { 1 - -A^r- _ 0(^)j (9.16)
c4

a(77x)ic

and

r(S)<T*(m)(l + 20(g)) (9.17)
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Proof.

From theorem 8.4 we know that a typical set of configurations, under the condition
A(m), is the set of all configurations which contain droplets Sx, ¦ ¦ ¦, Sk such that

£r(S;) < T*(m) • (l + 20(g)) (9.18)

and

Yvol(Si)>V(m)-(l-^±--0(C)) (9.19)
èï V a(m)Lc L J

For droplets the isoperimetric inequality is

r(Si)2> A- |Wq.vol(S,-) (9.20)

and therefore we have

Yr(Si)2 > A.\Wr\-Yvol(S;) (9.21)

> A-\WT\.V(m)-\l-^AAr--0(IA)\c4

a(7n)ic

But, the relation between T*(m) and V(m) is precisely

(T*(7n))2 4.|PVT|.T/(m) (9.22)

and

777* — 7T7

V(m) o(m)|A| a(m) (9.23)

Therefore, by putting d{ r(Si)/T*(m) we get

k k

Ydi<l + ex and £ d2 > 1 - e2 (9.24)
1=1 t=i

with

and we may choose (see theorem 8.2)

c4 fa^ + l/4(a(m)|WT|)1/2fafa «>1 (9.26)
Im* m*ß

From the lemma 9.1, we know that there exists a large droplet, say Sx such that

r(Sx)>(l-e3)-T*(m) (9.27)

and otherwise

Yr(Si)<(ex + e3)-T*(m) (9.28)
j>2
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Let us examine this last inequality. We recall that 0 < c < 1/2 and c < b < 1 — c.

Therefore the dominant term in e2 is the first term and we can neglect the second

term for large L. We set

e :=
Aa(m) ßm* Lc

and we have

e2 e + v^r-ATc (9-3°)
lm a\m) Lc

We can choose Co as small as we want so that we have for Co very small

€2 K e and e3 » e2/2 « e/2 (9.31)

because |WT| 0(/32). Therefore

Evol(5t)<^nE^.)2< (9-32)
i>2 *|"t| i>2

2>(*)J « 3ièn • T(nm))'=

•i2

4|W/r| \^ * "/ 4|WT| 4

|WT

4(m*)2 16/3

When /3 tends to infinity the Wulff crystal is a square of side 2, if we normalize the
surface tension by dividing by /3. In our case

\W I

lim 1^-fa 1 (9.33)
<s-» 16/32

v '

Thus, for large /3, the total volume of the droplets S2,,..,Sk is at most l/AL2a
since Tn* ss 1 and we can choose n > 1 as small as we want. This implies the
existence of a single large droplet. We have two possibilities: either there is only
one large contour, and each droplet is associated with this large contour, or there are
several large contours. This second possibility is excluded for large enough /3. The
total length of the boundaries of the droplets Si, i > 2 is at most of order 0(L1~C).
Therefore the total number of the points of the sequences S2,. Sk is of order at
most 0(L1~c~b). The total volume of the droplets which are not linked to Si by the
same large contour is at least

L2a - 0(Ll-c+b) (9.34)

Indeed, each large contour has an inner component of volume larger than L2a. But
since c < b < 1 — c a we have 1 — c + 6 < 2a and we get a contradiction because

from (9.32) we know that the total volume of the droplets S2,. ,Sk is at most
l/4i2a when /3 is large. We conclude that there is a unique large contour in any
configuration of the set £x fl £2.
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We recall the following definitions. Let r(n) he the surface tension of an interface
perpendicular to the unit vector n of R2. Let WT be the Wulff crystal,

WT {x € R2 : (n\x) < r(n)} (9.35)

where • | • is the Euclidean scalar product. The volume of WT is denoted by
\WT\. By a dilatation of the Wulff crystal we define a set Wr(m) of volume V(m)
a(m)|A|, with a(m) (m* — m)/2m*. The value of the Wulff functional for this set
is T*(m), (T*(m))2 4|WT| • V(m). Let A A(i) be a square box of volume i2
and A(m) A(m; c, cq) he the set

^(m;c,c0) {a: | J] cr(<) - m|A|| < c0|A| ¦ L~c} (9.36)
teA

with 0 < c < 1/2, and c0 not too large.

Theorem 9.2 (Phase separation)

Let —Tn* < Tn < +7n*, m not too small (see remark below). Let E be the subset of
all configurations a such that

• there is a single large contour T of length \T\ < c2L

• the volume ofT is such that |vol(T) — V(m)| < c4|A| • L~c

The constants c2, c4 are defined in theorem 8.2. If ß and L are large enough, then

Txoht(E\A(m)) > 1 - exp(-/30(i1-c)) (9.37)

The conditional probability is computed with the finite Gibbs measure p^-

Theorem 9.3 (Phase separation)

Let —m* < m < +m*, m not too small (see remark below). Let S be a large droplet,
E(S) be the set of all configurations a having only one large droplet S, and £ be the

union of the sets E(S) such that

• the T-length of S is such that \r(S) - T*(m)\ < T*(m) ¦ 0(L~C)

• the volume of S is such that |vol5 — V(7n)| < |A| ¦ 0(L~C)

If ß and L are large enough, then

Prob^^m)) > 1 - exp(-/30(i1-c)) (9.38)

The conditional probability is computed with the finite Gibbs measure p\.

Proof.

The lower bound on t(S) is a consequence of the isoperimetric inequality and of the
lower bound on the volume of t(S).
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Theorem 9.4 (Large deviations)

Let —m* < m < +m*, m not too small (see remark below). If ß is large enough,
then

lim -ìlnProbttì(A(m;c,c0)) 2(\WT\ • a(m))1/2 (9.39)

The probability is computed with the finite Gibbs measure p\.
Remark.
The value of Tn must be such that the square box A contains a set isometric to
Vl^m). If not, the results above are not correct. They remain correct if we choose

a box A which is obtained by a dilatation of the Wulff crystal.

Proof.

Theorem 7.1 gives an upper bound. For the other bound we may consider only the
case 0 < c < 1/2. We have

Prob(A) Prob(An£) + Prob(An£c) (9.40)

Prob(Anc:) + Prob(£c|A)Prob(A)
< Prob(£) + Prob(£c|A)Prob(A)

But

Prob(£) < Prob({o- : r(S_(a)) > T*(m)(l + 0(L'C)}) (9.41)

Where 5(<r) is the arrangement of droplets of the configuration a. The theorem
follows from lemma 8.9

Conclusion.

The single large contour T of each configuration of the set EC\£ can be decomposed
into its inner boundary SD whose length is O(L) and a family of closed contours 9,

which are disjoint two by two and which have at least one side in common with T,
but no edge in common with T. Let £* he the subset of configurations cr of E 0 £
which are characterized by the fact that each small contour f has a length \f\ < CLa
and each closed contour 9 of the decomposition of T has a length \9\ < CLa. The
constant a satisfies 1/2 < a < 1. From the theorems on the phase separation, the
results of 6.41 and theorem 7.1 there exist ß0, Lo and a constant C such that for all
ßo > ßo and i > i0,

• Probi(£*|A(7Tz)) > 1 - exp(-ßO(La))

There is another picture of the typical configurations at a scale of order 0(La). Let
S be a droplet of £* and E(S) be the subset of all configurations of £* associated
with the droplet S. Let A(A) be the set of all t € A which are at a distance smaller
than Oii" from the boundary of A, and A(5) be the set of all t € A which are at a
distance smaller than C'iia from a point tf of 5. There exists a constant Oi so that
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• the unique large contour T of any configuration of E(S) is in A(S).

The set A\(A(A)U A(5)) has two connected components, A+(S) and A_(5), which
are serarated by A(S). Let A be a finite subset of Z2. By choosing the constant
Cx large enough we get the following results (see section 4 and also appendix A in
[B.L.P.2]):

• if A is in A+, then

| (a(A)\E(S))t - (a(A))+ | < 0(exp(-/3i°)) (<r(A))+

• if A is in A_, then

| (a(A)\E(S))t - {'(A))' I < 0(exp(-ßL°)) (a(A)}-

Let WT(m) he the Wulff droplet of volume V(m), and A(m) be the subset

A(m) {t £ R2 : d2(t, WT(m) < C2Ll¥}

There exists a constant 02 so that

• any polygon constructed with the vertices of a droplet of £* is covered by a
set isometric to A(m).

This statement is a consequence of the generalization of the classical geometric
inequalities of Bonnesen to the case of the r-length (see [D.K.S]). Let c be a rectifiable
Jordan curve, which is the boundary of a region G of volume vol(c). Let

r(c) sup{r : r • WT + x C G for some x £ R2}

R(c) inf{Ä : R ¦ WT + x D G for some x £ R2}

where p • WT {y p • x : x £ WT}. Bonnesen's inequalities are

r(c) - ^/t(c)*_4|1Vt|vo1(C) ^D, ^ r(c) + Jr(c)2 - A\WT\vol(c)

w:\ r(c) -R(c) m\



1048 Pfister H.P.A.

10 A shorter proof of the main results.
It is possible to get a shorter proof of the main results, if another notion of contours
is introduced. Let A be a finite subset of Z2, and let cr be a spin configuration in
A compatible with the + b.c. for A. The configuration is uniquely specified by a

family of A+-compatible contours (fx,...,fn). We say that a point t* £ Z2 is a

crossing point of a contour f if there are four edges of 7 which contain the point t*.
We modify the family of contours as follows :

• at each crossing point we change the contours according to rule a) of figure 8

• we round off the corners of the contours according to rules b), c) of figure 8.

After these transformations we get a family of closed simple disjoint lines, f[,... ,f'm,
which we call simple contours. We define for the simple contours the notions of int7',
int7', A*-compatibility and A+-compatibility as before. We also use an equivalent
description, which is more convenient for the duality. We introduce some order for
the points of the dual lattice and we orient each simple contour so that the interior
of the simple contour is at the left-hand side. We deform the simple contours so that
they are again drawn on the dual lattice and we consider these new lines as unit-
speed parametrized curves, the origin of the curve being the first point of the curve
for the order of the dual lattice. We call these lines parametrized contours. We still
denote the parametrized contours by f[,... ,f'm. The length of 7' is by definition the
length of the parametrized contour 7'. A simple contour, or a parametrized contour
is,

• smaltii V0I7' < i2a, 1/2 < a < 1,

• large if V0I7' > L2a.

The great advantage of the simple contours is that their geometry is trivial. Therefore

we can avoid a large part of the discussion of section 8. The main steps of the
analysis are summarized in remark 3 of the introduction. The first three steps are

proven in essentially the same way when we adopt the new definition of contours.
The proof of theorem 7.1 is in fact simpler, since we do not need the discussion of
points 4, 5 and 6 of the previous proof (see below). We concentrate the discussion

on the changes which occur in section 8. We prove a lemma replacing lemma 8.8.
Once this lemma is established, then theorem 8.4 is proved as before, and hence also

theorems 9.2, 9.3 and 9.4.

As in section 6.4.2 we use the duality and correlation inequalities. It is therefore
convenient to work with parametrized contours. Let T' be a large parametrized
contour. We define the notion of droplet. (This is essentially the skeleton of [D.K.S].)
A droplet is specified by an ordered sequence of points of T'. The first point of
the sequence is the origin of T', tx T'(s 0). The next point, t2, is T'(s') so

that s' is the first value of the parameter s £ N such that d2(T'(0), r'(s)) > Lb.

As before c<b<a=l — c. The next point is defined similarly and so on. In
this way we can associate with each large parametrized contour a sequence of points

96
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RULE A

nL

~l RULEB HL RULEC L
Figure 8: Modification rules for the contours.

S(T') {<!,...,<„}, which we call a droplet. (It is possible that we have U tj
for i f£ j since the parametrized contours may have points of multiplicity two). An
arrangement of droplets Sx,- ¦ ¦ ,Sk is defined as in section 8 and E(Sx,.. -, Sk is the
set of all configurations associated with the arrangement of droplets Sx,- ¦ ¦, Sk- (It
is possible that the same point t of the dual lattice occurs in two different droplets
since the parametrized contours are not disjoint.) For any droplet S {ti,... ,tn}
we define its r-length, »

T(S) := Er(0.0+i) *n+i tx

j=i
(10.1)

Here r(tj,tj+1) is defined as in (7.30). We prove a lemma replacing lemma 8.8.

Lemma 10.1

Let A be a simply connected finite set of Z2. Let Sx, ¦ ¦ ¦, Sk be an arrangement of k
droplets, the droplet Si having n,- points. If ß is large enough, then

?ioh(E(Sx, ...,&»< n exp (»a«-*)) ne_T(5,)
i=i j=i

The probability is computed with the Gibbs measure pX ¦

(10.2)
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Proof.

To simplify the notations we consider the case k 1 of a single droplet S

{tx,. ,tn}. Let r' be a large contour such that S(T') S. We decompose the
parametrized contour T' into n open parametrized contours, Aj,. An. By definition

A, := {r'(*)|5i < s < s1+x} (10.3)

where Si is defined by ti

Prob(£(S)) Y Prob(r') (10.4)

r'K-). We must estimate

E Prob(r')

s(r')=5

E
SX,={t,,t

n(tanh/3*)|Att
,: fc=l
+ .}

At|Z(A-(Ai,...,A„))
Z(A-)

where the partition function Z(A*(Ai,..., An)) is the partition function of an Ising
model with free boundary condition, at inverse temperature /3", in a finite box

A*(Ai,. A„). This box contains all spins of A* which are not on the parametrized
contours Ai,... An and all spins on these parametrized contours which are at corners
which are modified by rules b) and c). We remove all coupling constants of the model
between two spins which are on these parametrized curves. The partition functions
are normalized as in (6.5), see also (6.23). We fix for the moment A2,.. A„ and sum
over Ax. Let Z(A*(A2,..., An)) be the partition function of an Ising model with free

boundary condition, at inverse temperature /3*, in the finite box A*(A2,. An). This
box contains all spins of A* which are not on the parametrized contours A2,. An

and all spins on these parametrized contours which are at corners which are modified
by rules b) and c), as well as the spins tx and t2 which are on the boundary of the
union of these parametrized contours. Again, we remove all coupling constants
between two spins which are on these parametrized contours. We can interpret

-20\M\Z(A*(Xx,...,Xn))
Z(A*(X2,...,Xn))

[W-b>

as a contribution to the expectation value (c(£i)cr(i2)) (A*(A2,. An)). Therefore
by Griffiths 'inequalities we can bound the sum over Ai by (a(ti)a(t2)) We get

y m^nMZmz\,A:),Xn))<(«km«.»'• (10-6)
A J y. j A ff. K -— 1 *. '

6\i={ti,ti+1}

fa, â'-^'^lfe^-343^^
6\A{t;,t!+i}

We sum over A2 when the other parametrized contours are fixed. Let r]x,...,r]m
he m compatible closed parametrized contours of a configuration contributing to
Z(A*(X2,. ,Xn)). Then the family of parametrized of contours X2,qx, ¦ ¦ ¦ ,Vm is
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n n_

Figure 9: Examples of rule a) for an open contour.

a compatible family of parametrized contours contributing to the numerator of
(cr((2)<r(t3)) (A"(A3,..., An)). If one of the parametrized contours 77; touches A2 at
£2, then we suppose, without restricting the generality, that this is the parametrized
contour 771. The union of A2 and 771 is denoted by A'2. It may happen that X'2 must
be considered as a single parametrized contour. Indeed, we must extend the rule a)
to the case of an open contour when three edges have a common point. Examples
of this situation are given in figure 9. Whenever this situation occurs we may get
the same family of compatible parametrized contours in two different ways : either
it is the family X'2,i]2,.:. ,rjm or it is the family X2,rjx,ri2,... ,ijm. In figure 9 this
is the case for the third example. To avoid this problem we multiply and divide
by the partition function Z(A'(X2,..., A„)) which is the partition function for an
Ising model defined on A*(A2,..., An)\{(2}. (As before we have no coupling constant
between two spins on the parametrized contours A2,..., A„.) We have

E(tanh/3»f^i^'---^j < (<r(t2)<r(t3))>
A, Z(A (A3,...,An))

(10.7)

(10.8)

and by the cluster expansion

?A"(A,,...,A,)) < 2ß x

Z(A*(X2,...,Xn))~ ^ K 'I
By repeating this argument we prove lemma 10.1.

Remark.
The bound of lemma 8.8 is better than the bound of lemma 10.1. However, the
extra factor is of an order comparable with the entropy estimate of a collection of
droplets and therefore the proofs of lemma 8.9 and theorem 8.4 remain the same.



1052 Pfister H.P.A.

References

[A] Aizenman M.: Translation invariance and instability of phase coexis¬

tence in two dimensional Ising model. Commun. Math. Phys. 73, 83-94

(1980)

[B] Berge G.: Principe de combinatoires. Dunod Paris (1968)

[Br] Brydges D.C: A short course on cluster expansions in Critical phenom¬

ena, random systems, gauge theories. Les Houches Session XLIII 1984
ed. by K. Osterwalder and R. Stora. Elsevier pp. 129-183 (1984)

[B.F] Bricmont J., Froehlich J.: Statistical mechanical methods in particle
structure analysis of lattice field theories I. General theory Nuclear Phys
B 251, 517-552 (1985)

[B.L.P.I] Bricmont J., Lebowitz J.L., Pfister C.E.: On the surface tension of
lattice systems. Annals of the New York Academy of Sciences 337, 214-
223 (1980)

[B.L.P.2] Bricmont J., Lebowitz J.L., Pfister C.E.: On the local structure of the
phase separation line in the two-dimensional Ising system. J. Stat. Phys.
26, 313-332 (1981)

[C] Cammarota C: Decay of correlations for infinite range interactions in
unbounded spin systems. Commun. Math. Phys. 85, 517-528 (1982)

[C.C.O] Capocaccia D., Cassandro M. Olivieri E.: A study of metastability in
the Ising model. Commun Math. Phys. 39, 185-205 (1974)

[D] Dinghas A.: Über einen geometrischen Satz von Wulff fur die Gleicht-
gewichtsform von Kristallen. Zeitschrift fur Kristallographie 105 ,301-
314 (1944)

[D.G] Phase transitions and critical phenomena Vol. 3. Series expansions for
lattice models, ed. by C. Domb and M. S. Green. Academic Press New
York (1974)

[D.P] Dacorogna B., Pfister C.E.: Wulff theorem and best constant in Sobolev

inequality. J. Math. Pures et Appliquées (1992)

[D.K.S] Dobrushin R.L., Kotecky R., Shlosman S.: Wulff construction: a global
shape from local interaction. To be published A.M.S.

[E] Ellis R.S.: Entropy, large deviations and statistical mechanics. Springer
New York (1985)

[F] Fonseca I.: The Wulff theorem revisited. Proc.R.Soc.Lond. A 432, 125-
145 (1991)



Vol. 64, 1991 Pfister 1053

[F.P.I] Froehlich J., Pfister CE.: Semi-infinite Ising model I. Thermodynamic
functions and phase diagram in absence of magnetic field. Commun.
Math. Phys. 109, 493-523 (1987)

Froehlich J., Pfister CE.: Semi-infinite Ising model II. The wetting and

layering transitions. Commun. Math. Phys. 112, 51-74 (1987)

Fortuin CM., Kasteleyn P.W., Ginibre J.: Correlation inequalities on
some partially ordered sets. Commun. Math. Phys. 22, 89-103 (1971)

Gallavotti G.: The phase separation line in the two- dimensional Ising
model. Commun. Math. Phys. 27, 103-136 (1972)

Georgii H.O.: Gibbs measures and phase transitions, de Gruyter Berlin-
New York (1988)

Griffiths R.B.: Correlations in Ising ferromagnets I, II J. Math. Phys.
8, 478-483 and 484-489 (1967)

Glimm J., Jaffe A.: Quantum physics. A functional integral point of
view. Springer New York (1981)

Higuchi Y.: On the absence of non-translation invariant Gibbs states
for the two-dimensional Ising model. Colloquia Mathematica Societatis
Janos Bolyai 27, Random Fields, Esztargom (1979)

Isakov S.N.: Nonanalytic features of the first order phase transition in
the Ising model. Commun. Math. Phys. 95, 427-443 1984)

Isakov S.N.: Phase diagrams and singularity at the point of a phase
transition of the first kind in lattice gas models. Teor. mat. Fiz. 71,
638-648 (1987)

Kunz H.: Analyticity and clustering properties of unbounded spin
systems. Commun. Math. Phys. 59, 53-69 (1978)

Lebowitz J.L., Pfister CE.: Surface tension and phase coexistence.
Phys. Rev. Lett. 46, 1031-1033 (1981)

Messager A., Miracle-Sole S.: Correlation functions and boundary
conditions in the Ising ferromagnet. J. Stat. Phys. 17, 245-263 (1977)

Minlos R.A., Sinai J.G.: The phenomenon of phase separation at low

temperatures in some lattice models of a gas I. Math. USSR- Sbornik
2, 335-395 (1967)

[M.S.2] Minlos R.A., Sinai J.G.: The phenomenon of phase separation at low

temperatures in some lattice models of a gas II. Trans. Moscow Math.
Soc. 19, 121-196 (1968)

[F.P.2]

[F.K.G]

[G]

[Ge]

[Gr]

[G.J]

[H]

[1.1]

[1.2]

[K]

[L.P]

[M.M]

[M.S.I]



1054 Pfister H.P.A.

[P] Penrose 0.: Convergence of fugacity expansions for classical systems.
In Statistical mechanics : foundations and applications, ed. by A. Bak.
New York Benjamin (1967)

[Pf.l] Pfister CE.: Interface and surface tension in Ising model. In Scaling
and self-similarity in physics, ed. J. Froehlich, Birkhaeuser, Basel, pp.
139-161 (1983)

[Pf.2] Pfister CE.: On the ergodic decomposition of Gibbs random fields for
ferromagnetic abelian lattice models. Annals of the New York Academy
of Sciences 491, 170-180 (1987)

[Pf.3] Pfister CE.: Unpublished notes (1988)

[Po] Pordt A.: Mayer expansions for Euclidean lattice field theory : conver¬

gence properties and relation with perturbation theory. Desy 85 -103

(1985)

[R] Richter W.: Local limit theorems for large deviations. Theor. Prob, and
its Appi. 2, 206-220 (1957)

[Ru] Ruelle D.: Statistical mechanics: rigourous results. Benjamin New-York
(1969)

[S] Schomann R.H.: Second order large deviation estimates for ferromag¬
netic systems in the phase coexistence region. Commun. Math. Phys.
112, 409-422 (1987)

[Sh] Shlosman S.: The droplet in the tube: a case of phase transition in the
canonical ensemble. Commun. Math. Phys. 125, 91-112 (1989)

[Si] Sinai Y.G.: Theory of phase transitions: rigorous results Pergamon
(1982)

[Sim] Simon B.: Correlation inequalities and the decay of correlations in fer¬

romagnets. Commun. Math. Phys. 77, 111-126 (1980)

[T] Taylor J.E.: Crystalline variational problems. Bull. Amer. Math. Soc.

84, 568-588 (1978)

[W] Wegner F.J.: Duality in generalized Ising models and phase transitions
without local order parameter. J. Math. Phys. 12, 2259-2272 (1971)

[Z] Zahradnik M.: An alternate version of Pirogov-Sinai theory. Commun.
Math. Phys. 93, 559-581 (1984)


	Large deviations and phase separation i the two-dimensional Ising model

