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ABSTRACT

In this paper, one studies the resonances for the Dirac operator in the
semi-classical limit using the same definition of resonances as B.Helffer and

J.Sjöstrand did in [5] for the Schrôdinger operator. The first section is an

adaptation of their results to the Dirac operator. In the second section, one

proves that the multiplicity of Dirac's resonances is even : this fact was
known for eigenvalues as Kramer's theorem.
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Résumé

On définit les résonances dans le cadre semi-classique pour l'opérateur de

Dirac sans champ magnétique en adaptant la technique utilisée pour
l'opérateur de Schrôdinger par B.Helffer et J.Sjöstrand. On montre que la
multiplicité des résonances est paire; c'est aussi un prolongement du résultat
de Kramers pour les valeurs propres.
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O.Introduction.
Cet article est une version développée de ma note ([7]).

La théorie des résonances pour des particules non relativistes soumises à

l'équation de Schrôdinger a été développée suivant deux types de technique,
la dilatation analytique (voir par exemple [1]) et dans le cadre semi-classique
celle plus microlocale de B.Helffer et J.Sjöstrand (voir [5]). B.Helffer et

A.Martinez ont d'ailleurs montré que ces définitions donnent les mêmes
résonances lorsqu'on peut les appliquer simultanément à un potentiel (cf
[4]).

Pour des particules relativistes de spin — régies par l'équation de Dirac,

c'est une définition analogue à celle de [5] qui sera utilisée dans cet article.
On pourra se référer à [7], [4] par exemple pour une définition de type
"dilatation analytique" dans le cas de l'opérateur de Dirac. On considérera
toujours que le champ magnétique est nul, l'opérateur de Dirac prenant la

forme D(h) hZ ,a.D- + a. + VI. où les a. sont des matrices 4x4 dont la1=1114 4 1

valeur est donnée en 1.2.

Dans la première section, on rappelle les notions et des résultats de [5] sur
des espaces de Sobolev adaptés à l'opérateur de Dirac D(h) considéré. Les
résonances sont alors les nombres complexes z e C tels que D(h)-z n'est pas

bijectif comme opérateur d'un de ces espaces de Sobolev dans un autre.

Dans la deuxième section, on montre qu'en l'absence de champ magnétique
les résonances sont de multiplicité paire. C'est en quelque sorte une
dégénérescence due à l'absence d'interaction spin-orbite puisque le champ
magnétique est nul. Ce résultat est bien connu pour les valeurs propres :

c'est le théorème de Kramers.

REMERCIEMENTS :

Je remercie B.Helffer et J.Sjöstrand de m'avoir suggéré de prolonger leurs
travaux à l'opérateur de Dirac ainsi que pour les nombreuses discussions
qui m'ont permis d'aboutir.
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1 Définition des résonances

On rappelle tout d'abord dans les sous-sections 1.1 à 1.7 les notations

introduites par B.Helffer et J.Sjöstrand dans [5] en les explicitant et en les

adaptant à la situation de l'équation de Dirac. Pour faciliter les références,

chaque sous-section est suivie des sections correspondantes de [5] C'est

dans la section 1.8 que l'on donne le théorème permettant de définir les

résonances.

1.1 Fonctions "d'échelles" (m section 1):

Pour contrôler uniformément les fonctions, symboles et leurs dérivées, on

utilise des fonctions d'échelles.

Soient r et R deux fonctions de C (IR ,1R telles que :

r > 1, rR > 1, et

VaeJN.BC tel que |d"r(x)|< C r(x)R(x)"|ctl et |a"R(x)|<C R(x)'"lal

Pour x, Ê;eC on pose :

r(x) r(Re x), R(x) R(Re x) et r(xX) (r2(i) + (Reì;f)l/2.

R(x) représente le gain en dérivant par rapport à x, r(x,i;) le gain en

dérivant par rapport à % pour les symboles qu'on utilisera.

Soit b((x£),e) {(x'£) tels que |x'-x|<eR(x) et |c/-^|<er(x£) },

la boule de centre (x,!;) pour la métrique associée au couple (R,r)

Exemple :

2 1/2 ~
Notons (x) (l + (Rex) On peut prendre R(x) (x), r(x) l, r(x,ç) (^). Ces

fonctions d'échelles conviennent lorsque le potentiel de l'opérateur de Dirac
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est borné (voir ci-dessous).

-/-
1.2 Opérateur de Dirac :

00 \Soit VeC (R ,R) tel que pour une constante C :

¦ V admet une extension holomorphe pour |Re(x)|>C dans |Im(x)l<R(Re(x))/C

(1.1) |V(x)|<C r(Re(x)) sur tout ce domaine complexe.
OO 3 4-

V est le potentiel de l'opérateur D(h) défini sur C0(R ,C par

D(h) hlf=1aiDi + a4+VI4

I V + l

0

ha3/i

o

V + l

ha3/i h(-ia, -òA)\

h(-ia, +aj -ha,/i

h(-ia1-a2) v-i
[h(-ia.+a -ha/i

o

v-i

ou a.=
i

0 aA
i

pour i 1,2,3

X2 /

I est l'identité de C et les o. sont les matrices de Pauli définies par

°.=(° ô). °2 (° ö')-ö3= (ô -.)•

On vérifie que

i) les o; et les a{ sont des matrices hermitiennes.

ii) omo +o o =28„ m et aa +aa =28m „ pour l<m,n< 3 ou 4.
m n n m n.m n m m n m,n ^ ^ ' ^

Etudions le symbole de D(h) (valeurs propres et mversibilité).

On note Dv(x,!;) la matrice D(h) où on a remplacé hD par !; (!; L,L) eR

Dv(x,U= ir^a^ + ^+VI,
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On a alors :

(Dv(x,U-z) (D_v(i£) + z) =(2;., a£, + a4+VI4-z) (2*., a£. + a4-VI4 + z)

¦ (2l.|e 11.31 aia!^i +

+ Zi.1a.ti(a4+VI4-z) + (a4-VI4 + z)ai^i + (a4+(VI4-z)) (a4-(VI4-z)))

0, + a4 -(V-z) car a.a.+ a.aj 28j

(Dv(x,U-z)(D_v(x,U + z) l + ^2-(V-z)2 oùt? tf + ìl + ì2li' ».i

2 fc2 t2

2 2
Pour z V 0, on trouve DQ l + i; Il en résulte que DQ est diagonalisable de

2 1/2 21/2valeurs propres (l + £ et -(l + £ et comme sa trace est nulle, on en

déduit que ces valeurs propres sont doubles.

Soient p+ et p définis pour (x,i;)eR xR (ou dans un voisinage complexe

de R3xR3) par :

(1.2) p+=V + (1 + ^2)1/2, p"=V-(l + ^2)1/2.

Comme Dv(x,^) -z =D0(x£) + (V-z)I4 les valeurs propres de Dy-z sont

(p -z) et (p -z) où p et p sont donnés par (1.2).

2 2
Finalement, on observe que si (V-z) ^(l + t, alors :

(1.3) (Dv(x,U-z)" '=(-D.v(x,U-z) / ((V-z)2-!-^2

Soit 2" ((x£) tels que p±(x,^) 0).

L'ensemble 2 u2 est l'ensemble des (x,!;) tels que Dy(x,i;)n'est pas inversible.

On a 2
+

n2 "
0.

Donnons encore une estimation qui servira pour la remarque 1.8.

Par rapport aux fonctions d'échelle, on a, pour (x£)e2~

|V(x)| (l + t2)'/2
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d'où l'inégalité |£,|<Cr(x) est satisfaite sur 2".

1.3 Symboles (T^l section 1).

Pour étudier D(h)-z, on va le considérer comme un opérateur

pseudodifférentiel (o.p.d.) sur certains espaces de Sobolev, ce qui permettra de

l'inverser lorsque son symbole principal est inversible. Dans les sections

qui suivent (1.3 à 1.7), on va donc définir la classe des o.p.d. adaptée au

problème.
OO ^ 1 +

Soit meC (R xR;R
OO ~i ^

On dit que a(x£)eS(m) si aeC (R xR ;C)et si

Va,ßeN, 3C C(a,ß) tel que :

(1.4) |a"a[a(x,UkCm(x,UR(x)"lal r~(x,U"'ß'
¦

On dit que m est une fonction d'ordre si meS(m).

Comme D(h) est un opérateur matriciel 4x4, on définit l'espace des vecteurs-

symboles S4(m) et des matrices symboles S44(m) par :

¦ a(x£)eS4(m) si a(x,^)eC (R ,<C et chaque composante a; de a(x,^) est

dans S(m). On écrira parfois S(m) au lieu de S4(m) losqu'aucune confusion

n'est possible.
OO 3

¦ a(x,^)eS4 4(m) si a(x,^) est une fonction C de R à valeurs dans les

matrices 4x4 à coefficients complexes et si chaque coefficient a. .(x.l;) est

dans S(m).

Exemple et définition :

On vérifie que r et R sont des fonctions d'ordre de même que des produits

de R et f. On définit alors, pour (k.DelN
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S =S(rR)etS =[ueC (R xR tel que dxu e S et dK u e S j.
kC

Ce dernier ensemble contient mais n'est pas S
'

en général.

Par exemple, grâce aux inégalités de Cauchy, on peut montrer que

Dy(x,^)eS4 (r). C'est en effet l'analogue en dimension 3 de l'idée suivante

en dimension 1 :

-pour x borné, la vérification est triviale.

-sinon, pour |Re(x)|>C, on écrit : d" V(x) 2 iiicd JY V(z)/(z-x) +a dz, en

prenant pour contour Y=(z/d(x,z) R(x)/C) et on applique la majoration de

V, valable sur B(x,R(x)/C).

Pour les mêmes raisons, les dérivées de p" en x gagnent une puissance de

R comme si p" appartenait à S(r). Il n'en est plus de même pour les

dérivées en % à partir de la dérivée seconde (sauf si on peut prendre

r(x) l). En effet, en dérivant en \, on gagne une puissance de % et non une

puissance de r(x,i;). Au rang 1, cela n'a pas d'importance car a,p =3,(£) est

borné. Par contre si r(x) l, alors r(x£) <£) donc p±eS(r).

1.4 Fonction fuite et modifications de cette fonction (fSl section 8):

En fonction du potentiel V, on introduit, lorsque cela est possible, une

fonction G dite "fonction fuite" dont le crochet de Poisson avec p et p est

elliptique en dehors d'un compact sur 2" par rapport aux fonctions d'échelles.

C'est-à-dire que G croît (ou décroît) le long du flot hamiltonien de p+ et

p ce qui assure l'absence de trajectoires captées.

A partir de G, on définit des sous-variétés I-lagrangiennes A G
de C sur

lesquelles vit le symbole Dv(x,£) de telle sorte que, lorsque la partie réelle

de p" n'est pas elliptique (si (Rex, Rei;)e2"), sa partie imaginaire Hp+(G)
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soit alors elliptique en dehors d'un compact. On définira enfin les espaces

de Sobolev et les o.p.d. de telle sorte que D(h) aura pour symbole Dy(x,^)

avec (x,^)eAtG et aura ainsi un spectre discret près de 0.

i) Définition d'une fonction fuite.

On note pour p,GeC°°(R3xR3) :

(1.5) Hp(G) 2i. ,dtip dxG - exp 8tG,

le crochet de Poisson de p et de G.

11 3 3La fonction G est dite fonction fuite pour Dirac si Ge S (R xR et s'il

existe C> 0 et K compact de R xR tels que, pour (x,^)gI -K. [respectivement

2 -K], on ait :

(1.6) H (G) (x£) >r(x)/C [ resp. H <G)(x,cJ >r(x)/C].

C'est une hypothèse d'ellipticité. En effet, comme Ge S on a :

pour (x£)eR3xR3, |asG l<C r I a,. G |<C R,

et de plus I dIp± l<C j, |atp±|<C.

Or sur 2", r(x£) est équivalent à r(x) puisque ItkCr(x), donc :

I H (G) U C r(x) sur 2*.
p+

On suppose de plus que G vérifie :

(1.7) iaRe(x)G(Re(x),Re(Ç))kC(l + |Re(£)|)

Cette hypothèse est plus forte que celle résultant de l'appartenance de G à

c i, i
S i.e. :

(1 7a) I âRe(x)G(Re(x),Re(U)kC r~(x,U

On fait l'hypothèse (1.7) pour que (i;) et donc p" soient définis sur AtG pour t

assez petit. (1.7) en effet assure que A G ne s'approche pas de Ì, =-l lorsque
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t est petit.

Exemple :

Soit V(x)= x -x où x =2. x..

On peut alors prendre G(x,^) x.^ R(x) (l + x r(x) l + x

Dans ce cas V(x)< 1, donc I est vide.

Regardons la condition (1.6) sur 2

Avec la définition (1.5), on a :

HpfaG' 2?..^P+ W,-.ôxP
+

x,

où p+(4) V(x) + (l + f)'/2 \2/(U\2)1'2 - 2f,, Xj3jV.

Comme -2,. Xj8jV= -2x +4x >2r(x) pour x assez grand et comme
2 2 1/2\ /(\ + \ >0, onaen dehors d'un compact :

H cG) > 2 r(x)
p+

donc (1.6) est valide.

ii)Modifications de la fonction fuite.

Remarquons que p p sont pairs en \.

On en déduit que pour tout choix d'une fonction fuite G(x,^), -G(x,-^) est

encore une fonction fuite et G(x,^)-G(x,-^) aussi. Cette dernière fonction

fuite est impaire en \.

Dans la suite on supposera qu'on a choisi une fonction fuite G impaire.

Pour des raisons techniques dans la définition d'espaces de Sobolev et

d'opérateurs pseudo-différentiels sur des variétés dépendant de G, on a

besoin que G soit "proche" d'une fonction g ne dépendant que de x. On

modifie G loin de I et de 2 comme pour l'opérateur de Schrôdinger en la
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remplaçant par :

(1.8) G(x,U G(x,U X(iy/Cr(x)) + G(x,0)(l-X(l^|/Cr(x)))

G(i,0) + (G(x,U- G(x,0)) X(iy/Cr(x))

où XeCQ vaut 1 près de 0.

On note g(x) G(x,0). Remarquons que si G est impaire, g(x) 0.

On vérifie que la condition de fonction fuite (1.6) est toujours vérifiée pour

G, et que :

GeS'''(R3,C4) + S(rR;R3xR3,ii:4)

c'est-à-dire que G est une fonction ne dépendant que de x à un symbole

de la classe rR près.

Enfin on suppose que :

(1.9) Ve0 >0, 3 C >0 tels que, pour x£eR3, on ait :

- si B((x,U,e0) n 2+ 0 alors |p+ (x£)| > r(x\) / C

- si B((x,U,e0) ni" 0 alors lp"(x£)| > r(x£) / C

On rappelle que B((x£),e) ((x'£') tels que Ix'-xkeR(x) et |£'-£ker(x£)}.

L'hypothèse (1.9) signifie que, par rapport aux fonctions d'échelles R et f,

soit p"(x,^) est elliptique, soit (x,!;) est proche de 2" (où, en dehors d'un

compact, c'est Hp+ qui est elliptique).

1.5 Variétés I-laeraneiennes (f5l section 2).

A la fonction fuite G, on associe les variétés At= AtG sur lesquelles vivront

les symboles des o.p.d., définies par (x,^)eA si :

(1.10) Im£ m -t eRe(x)G(Re(x),Re(£)) ; Imx t aRe(ç)G(Re(x),Re(^)).
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3
On observe que A0 R

1.6 Espaces de Sobolev (T^l sections 3-5).

En s'inspirant de [4], on va donner la définition d'espaces de Sobolev

attachés à AtG dans deux cas plus simples que le cas général pour lequel on

pourra se référer à [5] Ces deux cas sont :

i) celui où la fonction fuite ne dépend que de x

ii) le cas où V est borné et on peut prendre r(x) l, r(x£ (£), R(x) (x).

i) 1er cas : G(x.ü f(x).
~ r x t N

On suppose que m(x,£;) m(x)( \ où NeZ et on va définir H4( Af,m).

Si NelN. on pose :

H4( Af ,m) {u e£>'(R3;C4) / 2|a|<N \(jhüxf (m e~f(x)/h u(x))|L.,„..c«, <°o).

f(x) effectue un changement d'échelle exponentielle, (r/r) correspond au

nombre de dérivées que l'on contrôle, m est un poids.

OO
On peut alors montrer qu'on a défini un espace de Banach dans lequel CQ

est dense. On ne change pas la définition et on obtient une norme équivalente

-f(x)/hen permutant e m(x) et r(x).

Soit p p(x) une fonction d'ordre ne dépendant que de x. On peut montrer

qu'un opérateur différentiel P de la forme

P 2|akMaa(x)(7hDx)a- aVeCaa eS4.4(P(X

est un opérateur de H4(Af,m) dans H4(Af,—. (— borné uniformément

en h.

Si -NelN. on définit H4( Af ,m) par dualité :

H4(Af ,m) est le dual de H4( A f,l/m) (c'est un espace de distributions).
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On peut montrer qu'on a un résultat analogue à celui des espaces de

Sobolev habituels :

Soient N.NeZ avec N>N f,fe S ''' avec f<f et m(x), m(x) des fonctions

d'ordre avec m/m tendant vers 0 pour |x| tendant vers +oo.

Alors l'inclusion j: H4( Af ,m(f/r) -»H4( Af~ ,m(f/r) est compacte.

ii) 2ème cas : r(x) l. f(x.ü (t). R(x) (x).

Considérons d'abord une variété AG générale et construisons un équivalent

de la transformée de Fourier adapté à AG.

Soit GeS'''et g(x) G(x,0).

On part d'une résolution de l'identité adaptée à AG, r et R.

On a :

8(x-y) CniT3n/2J"peR!n efa'^V'—efaay-ß/) dß

où n est la dimension, c'est-à-dire 3.

On effectue un changement de variable complexes pour transformer la

phase en :

0o(x,y,a) (x-y)a^ + iX(a) (x-ax)2 + (y-ax)2)

où À est un symbole de classe S ' elliptique et positif (par exemple A(a)

<«,> sir l,R=<x)et f«ß>).

On obtient alors formellement :

f efao<*y-"> j(x,y,a) da 8(x-y)J tG

où j, qui provient du changement de variable dans dß, est un symbole dans

-3/2.-3/2,9/2. -9/2 .3/2.-3/2 s t.S (le dernier indice signifie h S elliptique sur x y ax.

Plus précisément, on a :

9/2h j da X da +2. A y (x-y) da Adat A...AdXA...Adat +
" 1 -^ 1 1 i ^i 'n
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+ 2? jA372"1 yCûj- j(x. + yj)) dax A...AdXA...A dOjAda^.

Rigoureusement, on peut montrer que pour G-g petit dans S ' on a (cf

[5] proposition 4.1) :

(1.11) /aeAc efa°(ï-y-a) j(x,y,a) Xa(x) Xa(y) da

g( xl ii y)
8(x-y) + k(x,y,h) e s

p

où les Xa sont des troncatures du type Xa(x) X((x-Reax)/R(Reax)J, où X

est une fonction de C0 valant 1 près de 0 et où g g(x)eS(rR) est la fonction

G(x,0) (voir (1.8)). Ici, on suppose que X est suffisament grand pour que

si |x-Reaxl, |y-Reaxl<-ç R(a on ait alors :

g(y)-g(x) + (x-y) |v(Reav) - X(a)((x-Reav)2 + (y-Reav)2) <a x x

l_jAa)
C RI^--^r((x-Reax)2 + (y-Reax)2).

Le noyau k est alors à support dans la réunion des suppX (x) X (y) et on a:

Ia,xa;kucue-=.^R""|,M\).
Pour ue£)'(R on définit la transformée de F.B.l. de u par :

(1.12) Va (ax,aç)e(C6, (Tu)(a)=JzeR3 e' ''"' t(x,a,h) XJx) u(x)dx.

où : la phase 0 vaut 0(x,a) (ax-x)a»+ i X(a) (x-ax)

Xa(x) X((x-Reax)/R(Reax)) avec XeC^(|x|<-^ est une troncature

valant 1 pour Ixky^-,

t(x,a,h) (t0,t1 ,t2,t3) est un vecteur de C dépendant de Rea, de symbole

-g/4 -, 3/4 -3/4dans S.(h r(a) R(a dans le domaine où 1 *0, affine en x et tel4 x a

que det(t,d_ t 3_ t, 8_ t soit elliptique à valeurs réelles.
A, A2 A3

Par exemple si r(x) l, r(xf£) <£), R(x) (x), on peut prendre

t(x,a.h)= h-9/4(a^>3/4(ax)-3/4 (i,%- ,^ ,^j et Wa)-<ty/<og.

Ce choix de t est fait pour qu'il existe un vecteur s tel que s.t j. (i.e.
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2i=osili J)

Ainsi, on peut construire un opérateur S du type

(Sv)(x) JaeAc e'^' s(x,a,h) X(^V^) v(a) da

où y(x,a) (x-ax)a, + i X(a)((x-ax) tel que pour G-g petit dans S '

S.T I + K

où K est un opérateur à noyau du type k(x,y,h)e s vérifiant les mêmes

estimations qu'en (1.11).

L'opérateur T joue le rôle de la transformation de Fourier et S celui de la

transformée inverse.

Dans le cas des variétés AtG on peut prendre g 0 si G est impaire et "G

petit dans S ' signifie que t est petit.

Supposons maintenant que r(x) l, R(x) (x) et f(x,^) (^).

Notons Hc 4 H4( Ac<x>,(x) (%) défini comme dans le cas i).

Soit H(a) -Re ae. Im a +tG(Re a Re a.) une primitive sur A,r de la
ç x x' Ç r tu

1-forme fermée -Im(a, dax). On définit alors H4( A[G ,m) par :

Définition 1.1 :

Soit m une fonction d'ordre sur R xR et N>0 tel que :

V(x,t)eR6 ,<x)"Nß)"N < C m(x£).

Soit e>0 assez petit et tQ assez petit, alors pour |t|<|t0l, on définit :

H4(Atr,m) (ue H"NA(R3)/fA |Tu(a,h)|2 (m(Rea))2 e"2H(a)/h da < +oo

da est la mesure canonique sur AtG mais on peut la remplacer par d(Rea)

sans changer la définition de H4(AtG ,m). On peut montrer la compatiblité

de cette définition avec la définiton du cas i).
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1.7 Opérateurs pseudo-différentiels attachés à A (T51 section 6).

Définissons maintenant les opérateurs pseudo-différentiels adaptés à la

transformée T.

On pose da R(a r(a) da, où n 3 est la dimension.

Soit 0 une phase de classe S ' polynômiale de degré 2 en x,y et telle que

pour x y ax on ait :

0=0, av0= -a S'=a, ; (Im0)" positif et équivalent à r/R.x y s

Par exemple, si r (%) et R (x), on peut prendre :

0(x,y,a) (x-y)a^+ i^l(x-ax) +(y-ax) J=0O.

x y ot - 6
Soit a^S4'4,mod(mh i.e. a est une matrice 4x4, dont les dérivées par

rapport à x,y,av gagnent R et par rapport à a. gagnent r, le signe "mod"x q

— ß 'vQ /2 3/2 — 6 — Q/2
signifie que l'on modifie les échelles par Smod(mh S(mr R h

'Vf

pour tenir compte du symbole j apparaissant dans (1.11) et de da

On définit A Op(0,a) sur H4( A G ,m) par

Au(x,h) /aeA[G j e
^(x'y'h)/h a(x,y,a,h) XB(i,y) u(y) dy da

où Xae S ' est une troncature à support dans :

|x-Real +|y-Reav| < (fa-R(ReaJ)2 et valant 1 près de (x,y) (Rea Rea
X X ^o X XX

a est le symbole de l'o.p.d.

On a alors :

Proposition 1.2 (\~S) 6.1) :

Soit A Op(0,a) un opérateur pseudo-différentiel d'ordre m. U existe

to>0 tel que pour |t|<tQ et m fonction d'ordre, on ait :
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il existe h0 tel que pour 0<h<ho, A est uniformément borné de

H4(AtG,m) dans H4(AtG ,m/m).

On appelle opérateur négligeable d'ordre mh un opérateur K de norme

0(lfaC) de H4(A,m) dans H4(A,-J .(-jp-) N) pour tout NeN

On peut montrer que changer les troncatures ou la phase revient à modifier
_g

l'o.p.d. par un opérateur négligeable d'ordre 0(h De même l'opérateur de

noyau k(x,y,h) e s est négligeable (d'ordre 1), ainsi que ses dérivées en

-6On définit le symbole principal oAe S44(mh de A à partir du symbole

aeS4 4mori(mh Par :

-Ê h
modulo S(mh -^-

4,4, mod

oA(x,aç) a(x,y,ax,a^) (Rr)"3 / j(x,y,ax,a^)

On montre que le symbole principal ne dépend pas du choix de la phase (jj.

Exemple : Sous l'hypothèse (1.1). montrons que, modulo un opérateur

négligeable. D(h) est un o.p.d. de symbole principal Dv(x.£;)

Il suffit de montrer que la multiplication par V(x) et la dérivation par

rapport à x;, ie[l,3], sont des o.p.d.

Pour V, il suffit d'appliquer (1.11), pour obtenir que modulo un opérateur

négligeable, V est un o.p.d. de symbole par exemple W(—~) (Rr) j(x,y,a) et

donc de symbole principal V(x).

Pour la dérivation, on écrit formellement :

f dIi|re^*»u-y'a) j(x,y,a) u(y) dyda |efa<=,xyo" a(x,y,a,h) u(y) dyda

où a(x,y,a,h) (Rf)3 | (i j ax0o +h d% j)

(Rf)3( j(a^ + 2iX(a)(x-ax)) + fâj).
On obtient un symbole de la classe S*'^-ot .(f) dans le support de X' 4.4,mod ^^ a
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En écrivant les intégrales avec les troncatures et le noyau k pour une

fonction u de H(AtG,f), on obtient modulo un opérateur négligeable :

j 3xu Jefa"(Iya) a(x,y,a,h) u(y) Xcc(x)Xc((y)dyda +

+ Jel'o^y.«) j(x,y,a) u(y) aïcXa(x)Xa(y) dyda

La dernière intégrale est négligeable car 3XX (x) est à support loin de ax.

Comme aeS4'4'^0d(r), le second membre est dans H(AtG,l) par la proposition

1.2.

Finalement -jdx est un o.p.d. modulo un négligeable et son symbole principal

est a£.

-/-
Pour la composition des opérateurs pseudo-différentiels on a le :

Théorème 1.3 [£j| 6.9) :

Soit Aj, A2 deux opérateurs pseudo-différentiels d'ordre m, et m2

respectivement. Alors, modulo un opérateur négligeable d'ordre m,m2,

l'opérateur A;.A2 est un opérateur pseudo-différentiel d'ordre m,m2.

De plus on a la relation habituelle oA =oA oA entre les symboles

principaux, (le signe "." désigne respectivement la composition des opérateurs

et le produit des matrices).

1.8 Résonances

On va maintenant appliquer la théorie générale des o.p.d. à D(h). On

cherche en particulier à inverser D(h)-z donc à inverser le symbole matriciel

Dv(x,^)-z, ce qui revient à s'assurer que p~(x,i;)-z est non nul.

La condition (1.7) entraîne que p et p sont définis holomorphes dans un
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voisinage de At pour t assez petit et on va montrer que pour (x,^)eAt:

(1.13) p±(x,^) p±(Rex, Re^) - itH (G) (Rex, Re^) + 0(t2f).

Démonstration de (1.13) :

L'idée consiste à faire un développement de Taylor à l'ordre 1 de p" le

long du segment [(Re x, Re t,), (x,!;)] et de majorer le reste intégral. Le terme

linéaire qui apparait est alors, grâce à (1.10) :

i(Imx 3 nfalm^ 3-p1 -itH (G) (Rex.Re^).x s p±

Soit (x,^)e At On a :

p+(x,£)-[p+(Rex, ReU-itH (G) (Rex.Re^)]
P +

/*i t î 2 + k i 2 +
-J (l-u)Umx Imx dx xp + Im£ Imî;dtt.p )(Rex + iuImx,Re^ + iuIm^)du

k i 2 +(il n'y a pas de terme en Imx Imi; car dlK p =0).

On aaxp+ 3. VeS(r/R) donc Id2 p+| 0(f/R2)
xk xk IkIl

k l lDe plus Um x | 0(tR) car Ge S ' et Imx est donné par (1.10).

fi k î 2 + 2 *"
Donc J (l-u)(Imx Imx 3XX p (Rex + iulmx Re^ + iulm^)du 0(t r).

Passons à la deuxième partie de l'intégrale.

On a d2^ p+ 8k ./(IH2)''2- itkV (IH2)3'2

et I Im U < C t | Re £ | grâce à (1.7) et (1.10), donc :

I (l + £ I > — (l + (Re t,) pour t assez petit.

D'où

-k Tm f-' r;;llm^Im^O?, p+)(Rex + uImx, Re£ + ulm£)|< C2 t2 I Re^ |2 C7(l + Re2U'/2

< C" t2 I Re£ I < C" t2 r(x,%).

Donc la deuxième partie de l'intégrale

.k/"' k I 2 + 2 **(l-u)( Imî; Imi; dlt p )(Rex + uImx,Re^ + uIm^) du est aussi un 0(t r). En
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faisant le même raisonnement pour p on obtient (1.13).

-/-
On peut alors adapter à p+,p les résultats obtenus dans [5] (propositions

(8.1) et (8.2)), et en déduire la :

Proposition 1.4:

On a pour (x£)e AtG :

I Rep'tx,^) kCr(x,cJ ; I Imp^x.cJ kCtr(x,U-

Soit Qt (zeC tels que | Re z |<1/(2C) et -t/(2C)< Im(z)<T } où T>1,

C > > 1. Alors il existe C> 0 et tQ>0 tels que, pour 0<t<to, (x,£)eAt

(Rex.Re^)^K, zeût, on ait :

l(V(x)-z)2-l-i;2| > t2 r2UX) /C.

Démonstration de la proposition 1.4 :

Grâce à (1.13) et (1.1), |Re p±(x,^)|<Cf(x,^) pour t borné et :

llm pt(x,^)|<t |H (G) (Rex, Re%)\ + 0(t2f").
P-

Or H (G) (Rex Re£) Ot p+ d G - a o+a,G (Rex Re£)

^).VxG - VxV.V^G, ouß> (1 + ^)1/2.

Donc, en utilisant (1.7), Ge S ' et VXV e S (r/R), on obtient:

I Hp+ (G) (Rex ReUI < Cß) + C \ R < C f(x,U-

D'où Um p (x,i;)l<Ctr.

De même pour p Passons à la deuxième partie de la proposition.

2 2 + -L'idée consiste à factoriser (V(x)-z) -l-% en (p -z)(p -z) et à montrer

que |p±(x,^)-z|>tf(x,^)/C pour (Re x Re \)&Yl et ze Or

On va découper les (x,!;) de A tels que (Re x Re %) n'est pas dans K en deux
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parties : l'une loin de I où p est elliptique par sa partie réelle, et l'autre

près de I où p est elliptique par sa partie imaginaire (l'ellipticité étant

alors en "O(t)").

Soit (x£)eB((x',V),e) avec (x'^')elfa

Alors H (G) (x£)- H (G) (x'£')
p-1- p+

Jq[(x-x').VxHp+(G) +(.%-%•). V^Hp+(G)](ux'+(l-u)x, ut+(l-u)U du

Or |x-x'|<eR(x') et |^-^'|<er(x',t') (on peut d'ailleurs enlever les primes

pour e assez petit, quitte à multiplier les membres de droite par une

constante), de plus :

lVxHp+(G)t lVxU/<t).VxG - VxV. vtG)| < C(||4|R) 2C|

|V^Hp+(G)|= IV^Ij !;,/<!;). VXG - VxV. V^G)| <

< |Vti(2,y<t>.VxG)| + C~R <

< 1 + CV(^) CIRe^l + C < C" en utilisant (1.7) pour majorer 0X Gl.

Finalement si (x,î;)eB((x'£'),e), alors :

IH (G) UX)- H (G) (i'£)| < Ce r~(x£).
p p+

En dehors d'un compact de I +
on a pour £ assez petit, H (G)(x',fc')> r(x',t').

p+

Alors pour (x£)eB(2
+

e), on a pour e assez petit :

H (G) (xX)> r(ï&')/2* r(x&) /4

donc, par (1.13), Imp+ (x£)< -tr(x£)/C.

Hors de B(2+ e), on a, grâce à (1.9), IRe p+ (x£)b r(x£)/C.

On en déduit que pour zeOt, |p+ -z|> tf(x,j;)/(2C).

En effet si zeût, Im z> -t/2C, donc si (x,^)eB(2+ -K, e) on a :

Im(p+ -z) <Imp+ + t/2C < -tf(x£)/C +t/2C< -tr/2C
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D'où le résultat sur B(2 -K, e).

Ailleurs en (x£) on a grâce à (1.9) :

I p+ -z I > I Rep+ -Rez I > F/C-1/2C ^ r/2C.

Le même raisonnement conduit à la même conclusion pour p

En effectuant le produit des inégalités obtenues on obtient finalement :

l(V(x)-z)2-l-^2| > t2f2(x,^)/C pour zeû, et (x£)eAt-K lorsque 0<t<to.

-/-
Ceci permet d'obtenir l'analogue du théorème 8.3 de [5] pour Schrôdinger

qui définit les résonances :

Théorème l.'S (hl8.3):

Soient D(h), At Ot comme ci-dessus.

Alors il existe t, >0 tel que, pour 0<t<t il existe hQ(t)>0 vérifiant :

pour tout he]0,ho(t)], m fonction d'ordre sur At, D(h)-z est un opérateur

de Fredholm d'indice 0 opérant de H4( At ,r.m) dans H4(At,m). L'ensemble

r(h,t,m,G) des valeurs de z pour lesquelles il n'est pas bijectif est discret.

Pour zer(h,t,m,G), D(h)-z se décompose en somme directe de

F©(G,nH.( A,,v.m))dans F, e G, où F*0 est de dimension finie N.(z) et

G est fermé. De plus (D(h)-z) est nilpotent et D(h)-z est une bijection de

GznH4(At ,r.m) dans Gz d'inverse borné.

Comme dans [5], r(h,t,m,G) est pour h assez petit essentiellement indépendant

de t, G et de m. Plus précisément on a la :

Proposition 1.6 (hl 8.4) :
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Sous les mêmes hypothèses que dans le théorème 1.5, soit m une deuxième

fonction d'ordre sur At. Alors pour h>0 assez petit (qui

dépend de t), on a :

r(h,t,m,G)= r(h,t,m,G) et de plus Fz(m) F2(m) pour tout ze r(h,t,m,G).

La proposition 1.6 assure l'indépendance par rapport à la fonction d'ordre

pour t et h assez petit. Reste à vérifier l'indépendance en t et G. Modifier t

revient à modifier G. Changeons donc de fonction fuite.

Soit G une deuxième fonction fuite et Gs (l-s)G + sG pour se[0,l]. Gg est

aussi une fonction fuite.

Soit Ats=AtGset At=Atô.

On montre sans difficultés que la proposition 1.4 reste vraie uniformément

pour 0<s< 1 lorsque 0<t<to, (x,i;)eA Re(x£)£K zeût quitte à modifier

les constantes.

On a alors le :

Théorème 1.7 (hi 8.SÌ :

Pour tj > 0 assez petit, soit 0<t<t, et m fonction d'ordre définie sur tout

les Ats. Alors,il existe ho(t)>0 tel que pour 0<h<ho, on ait

r(h,t,m,G)= r(h,t,m,G).

De plus les espaces résonants Fz correspondants coïncident.

Démonstration du théorème l.'S :

On rappelle les grandes lignes de la démonstration du théorème 8.3 de [5]

qui s'adapte bien au cas matriciel :

-on commence par inverser D(h)-z pour un z de Ût tel que Im z>e>0, en
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remarquant que le symbole de D(h)-z est inversible sur At tout entier,

-en dessous dans Ût on ne peut inverser le symbole qu'en dehors d' un

compact de At, on en déduira que D(h)-z est Fredholm, d'indice 0 puisque

bijectif pour Imz^e, d'où l'existence de l'ensemble discret r(h) des résonances

pour lesquels D(h)-z n'est pas bijectif.

Soit e> 0 et t, > 0 petit. Soit, pour 0 < t< t,, z e Qt vérifiant Imz^ e.

2 2-1Alors ((V(x)-z) -1-i; est défini pas seulement au voisinage de l'infini,

mais partout sur At.

En effet, pour Re(x,i;)eK, on utilise que |Imp~(x,i;)|<Ctr(x,i;)<C' t<e pour t

assez petit, donc |Im(p±(x,^)-z)|> Imz-|Imp±|>e-e 0 et KV(x)-z) -1-^ I > 0.

La proposition 1.4 montre d'autre part que ((V(x)-z) -1-i; eS44(r

On en déduit grâce à (1.3) que (Dv(x,i;)-z) e S44(r

Soit 0(z) OpA (Dy(x,i;)-z) J un o.p.d. correspondant (cf section 1.7).

Alors :

(D(h)-z).Q(z) I + R_,(z)

où Rj est un OPD d'ordre h/rR modulo un opérateur négligeable d'ordre

h/rR, et est donc de norme 0(h) dans H4( At,m).

De même pour Q(z).(D(h)-z).

On en déduit que, pour h assez petit, D(h)-z : H4(A£,rm) -^H4(At,m) est

bijectif d'inverse borné pour zeOt tel que Imz^e.

On choisit un tel z qu'on notera zQ dans la suite.

Soit maintenant zeû( quelconque, on pose :

Q(z) OpA( (Dv(x,U-z0)" 'X + (Dv(x£)-zfa '(1-X)
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où Imz0>£ et z0e Ot, XeC^°(At) vaut 1 sur le compact K.

Ainsi Q dépend holomorphiquement de z et coincide avec 0 en zQ. Alors :

(D(h)-z).Q I + K(z) + R_,(z)

où R a les même propriétés que R K Op A (k) avec

k ((Dv(x,U-z0)~ '(Dv(x,U-z) - l)x

est d'ordre 1 et à support compact.

Les opérateurs K et R dépendent holomorphiquement de z et en zQ

K(zo) 0,R_1(zo) R_,(zo).

Lorsque h est assez petit, I + R : H4( At ,fm) ->H4(At ,m) est uniformément

inversible pour zeOr De plus K est 0(1) et compact dans ces espaces. En

écrivant :

I + K+R_,= I + R_, ).(l + I+R.,)" '.K),

on obtient que D(h)-z est Fredholm.

On omet les démonstrations de la proposition 1.6 et du théorème 1.7 : il

suffit de reprendre les développements correspondants de [5] et de remplacer

l'opérateur P que les auteurs considèrent par D(h).

Remarque 1.8 :

2 2
On peut définir les résonances sans factoriser p(x,!;) (V-z) -1-i; en

remplaçant les hypothèses (1.6) et (1.7) par :

(1.14) GeS1'1 et Hp(G)<-r2/C sur I+-K et Hp(G)^ r2/C sur i"-K.
Alors Im(p(x,ü) est équivalent à |V(x)| Im(z) + t r(x) près de I et à

A t

-|V(x)|Im(z)-t r(x) près de I+ ce qui permet d'appliquer la démonstration

du théorème 8.3 de [51.
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Mais (1.14) entraîne (1.7).

En effet, sur S p =0. On en déduit avec (1.14) que :

-r2/C > H (G) p"H (G) 2 V H (G) (en dehors de K).
P p + p +

D'où r2/C < 2|V(x)l H (G) < C |V(x)| r(x),
p+

car GeS ' et p ,axp ,a^p vérifient (1.4) comme si p appartenait à S(r).

Observons finalement que r(x) est équivalent à |V(x)| en dehors d'un compact

et que r(x,%) est équivalent à \%\ sur 2 ; (1.7a) entraîne alors (1.7) sur I et

on procède de même sur 1 On conclut alors avec (1.8).
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2. Résonances paires

On commence par rappeler sans démonstration trois propositions de

B.Helffer et J.Sjöstrand.

La première proposition identifie le dual de H4( A( ,1) avec H4( A t ,1).

Proposition 2.1 (Hl 8.8) Dualité :

Le produit scalaire de L2(IR3;C4) sur C^(IR3)x C^°(IR s'étend en une forme

sesquilinéaire sur H4( At ,1) x H4( A_t ,1) vérifiant :

Kulv)tW)| < lu|H<(At ,nlv|H4(At j, ,où ueH4(At,l)et veH4(A.t,l).

De plus toute forme linéaire bornée l sur H4( At ,1) s'écrit de manière

unique 6(u) (u|v) où veH4(A_t,l). L'application l -* v(C) de H4(At,D*

dans H4( A_ ,1) est bijective d'inverse bornée.

Le deuxième résultat identifie l'opérateur D(h) opérant sur H4( A t
,1) et

l'adjoint de D(h) opérant sur H (a 1).

Proposition 2.2 (\S\ 8.9) :

Si G est une fonction fuite et t>0 (ou t<0j, alors l'adjoint formel de

l'opérateur non borné P sur H4(At ,1) de domaine H4( At ,m) est donné

par P* sur H4(A_t,l)de domaine H4(A_t ,m).

Soit G une fonction fuite.

Pour zeC, on peut montrer que (z-P) est bien défini dans H4( At ,1) si et

seulement si (z-P*) est bien défini dans H4( A_t ,1).

Donc si P est formellement autoadjoint, on a des résonances pour P considéré

comme opérateur de H (A_t ,m) dans H (A ,1) conjuguées des précédentes.



584 Parisse H.P.A.

Plus précisément si a(h) est une résonance de P, F /h) l'espace spectral

associé et ji ,h) le projecteur spectral sur Fa(h) alors n*(h) est le projecteur

sur l'espace spectral F—,h^ associé à la résonance a(h) de P dans H4(A_t ,1)

et on a la :

Proposition 2.3 (IH 8.11):

Fa et FpSont orthogonaux si a*ß. De plus dim Fa dim F —et si 0,,...,0n

est une base de ?a alors il existe une base f, ,• ,fn
de F- telle que

(0;lf j) 8j Le projecteur na prend alors la forme :

La matrice de P est donnée par : ((P0Jf:))
i Ti

On suppose dorénavant qu'on a choisi G impaire.

Le résultat principal de cette section est le :

Théorème 2.4 :

La dimension de l'espace spectral est paire.

Démonstration du théorème 2.4 :

Ce théorème, analogue au théorème de Kramers pour les valeurs propres

de l'opérateur de Dirac, utilise le même opérateur antilinéaire K. :

(o2 o

K : u -> { 0 o2 j TT, de L2(IR3;C4) dans L2 (IR3;(C4), où û"désigne le

conjugué complexe de u.

On a K D(h) D(h) K au sens des opérateurs sur CQ Mais on veut faire

opérer K dans les espaces H4( A ,1). On démontre le :
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Lemme 2.'S :

La conjugaison complexe u -> u opère de H At ,1) dans H4( A_t ,1).

Démonstration du lemme 2.5 dans le cas des espaces définis à la section 1.6.

Soit m une fonction d'ordre sur A G paire en \ (ou telle que m(x,-i;) est

équivalent à m(x£)). On suppose que G est impaire en \. On va en déduire

une bijection entre AtG et A_tG.

Soit (ßx, ßc) e AtG et (Yx> Yç) (Re ßx, Re ßc).

On a par définition de A G
:

ßx=V"y^W

On fait correspondre à (ßx, ßj le point (CKx,a.) de A tG de partie réelle

(VX,-YJ, c'est-à-dire :

ax Yx + it fv^Vx,-Y^) Yx-it jjAYxy^) ß~x puisque G est impaire en %.

Reprenons la définition (1.12) de la transformée de F.B.l. et regardons la

phase 0 :

0(x,ß)= (ßx-x)ß^ + i^(x-ßx)2.
D'autre part :

-0(x,a)=-{ (ax-x)a^ + i^7 (x"ax)2 }~

-(âx-x)â^ + i<^7(x-ax)2

(ßx-^ß,^ifa^-ßx)2
0(x,ß).

Regardons maintenant le poids exponentiel H :
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HtG(ß) -Re ß^ Im ßx +t G(Re ßx, Re ßc)

-\(t{XV)+tG(W
On a H_tG(a) -Re a^ Im ax -t G(Re ax, Re aj

HtG(ß).

Soit maintenant ueH4(AtG,m) (cf définition 1.1).

Alors ue H .(IR donc clairement ueH .(IR Il reste à vérifier la condition
C,4 C.4

d'mtégrablilité de la transformée de FBI. de u.

On a, puisque ueH4(AtG,m) :

AJTu(ß,h)|2(m(Reß))2 e"2H(ß)/hda < +00.

Calculons Tu(a,h) avec (1.12) :

Tû(a,h) J e' '^ t(x,a,h) X(^~^-) û(x) dx

{ Je-'»l;c"/h tIx,a,h)X(x<a"e>",x') u(x) dx }~fa

D'où (Tu"(a,h)F= J e' 'fa' t(x,ß,h) X(^fa^) û(x) dx

si on suppose que t est à valeurs réelles, ne dépendant que de Re ß, et pair

en Re ß..

Finalement Tu(ß,h) (Tu(a,h))~.

Lorsque ß décrit AtG a décrit A_tGdonc comme |d(Re ß)| |d(Re a)| et

H.tG(a) HtG(ß), on a :

._.—, ,,2 / ,_ ,-,2 -2H(a)/h|Tu(a,h)| (m(Re a)J e da < +00
IL

et ueH4( A tG,m).

Le lemme permet de montrer que K opère de H4(At ,1) dans H4(A_t,l) et

de H4(a ,1) dans H4( At ,1). Pour éviter les confusions, on notera :

Kt =Kntyl.i, Pour -t0<t<t0.
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Comme o2 est imaginaire pure, on a : K
t Kt =-IdHlA _„.

Soit a une résonance pour l'opérateur de Dirac et Fa l'espace résonant

associé.

Il résulte de la commutation de D(h) et de K que Kt opère de Fa dans F-et

K de F— dans F-ta a

Soit alors X la matrice ((^0.10,)), où (0j)1<i<n est une base de Fw.

X est inversible, car KtK_t -I, et l'inverse de X est la matrice

(-(K tfjly.)) j n
(car X est la matrice de Kt dans les bases (0), (\|0 où (\|f)

est "duale au sens hermitien " de (0)

12 3 4
Mais, si l'on note 0;= (0. 0; 0. 0; les 4 composantes de 0; (qui sont dans

H4(At,l;C4)), on a:

W^j^-'C t+i< € -K t +'< <f4m)dx=-(Kt0ml0n).

Donc X est antisymétrique X -X) d'où :

dét(X) dét(lX) (-l)n dét(Srt)

et (-1) =1 car X est inversible, et n est pair.

Remarque 2.6 :

Une analyse plus fine de la matrice de D(h)-z restreinte à F montre

même que, pour ieN, dim Ker( (D(h)-z)') est paire.

Démonstration de la remarque 2.6 :

Ce résultat est une conséquence du théorème plus général suivant :

Théorème 2.7 :

Soit E et E' deux espaces vectoriels de même dimension finie ß munis

d'une forme sesquilinéaire non dégénérée notée I Soit K une bijection



588 Parisse H.P.A.

antilinéaire de E dans E' vérifiant :

V0,\|<eExE (0|K\|O=-(f|K0).

Soit D un opérateur linéaire de E dans E, nilpotent et vérifiant : KD D'K,

où D' est l'adjoint de D pour la forme sesquilinéaire I (i.e.

(0|KDl|f) (D0|K\|O;.

Alors Ker D est de dimension paire.

~ 2
Dans notre cas E Fo(, E'=F- | est le produit scalaire L K l'opérateur

antilinéaire de Kramers, D l'opérateur D(h)-z restreint à F D' l'opérateur

D(h)-z restreint à F— et on prend z a.

Passons à la démonstration du théorème dans ce cadre plus abstrait.

On utilise le lemme suivant :

Lemme 2.8 :

Supposons que D =0 et D *0. Alors ImDn est de dimension paire.

Admettons ce lemme pour l'instant. On fait alors un raisonnement par

récurrence sur l'indice de nilpotence n.

Soit (0i)1 j £ tels que (D 0;) soit une base de Im D (C est alors pair

d'après le lemme).

Si n l, alors c'est terminé car KerD E ImD donc a pour dimension C

qui est pair.

Sinon montrons que :

E -Vect^^^eDfy) e EVect0<I<n_liUj<€KD,(-1)]1 FeG

(le signe " " désigne l'orthogonal pour I

On prouvera ensuite que F et G sont stables par D, que K opère de G dans
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G^F"1", puis que Dn ~
est nul sur G pour appliquer l'hypothèse de récurrence

à G.

Pour les dimensions, on a bien dimE dimF + dimG (car on montre sans

difficultés que (D à) est une famille libre).

Reste à montrer que FnG (0). En effet si :

*o«i<n-i.m<«ai,D'«j e [Vecto<Un_|1<ueKDi(0i)]i

alors Vk,m, 20<u„.M<i<e <*„ d\kJ>\) 0

Pour m n-l, on obtient :

Vk- (2o<u„-u<ke%DVDn~V 0'

D'où, comme Im D" =Vect, p
Dn (0.) on a :

Donc uy,"l(ïo<i<a-u<|<t«i|DVa0

Finalement Vj, aQ. 0.

En faisant m n-2,...,0 on obtient a;. 0 pour ie[0,n-l] et je[1,6].

On a de même (ou par dualité) E'=G ©F

Montrons que K opère de G dans ¥± -G'.

En effet si xe[VectA KD'(0.)]"l

alors Vi.j, (xl KD'0^0

donc (D*0.|Kx) O

et Kxe [Vectn „ D!(0.)]x f\
D opère clairement de F dans F ; voyons pour G.

Si xeG, alors Vi,j x est orthogonal à KD*0.

donc Vi,j, (Dx|KD1(0j)) (x|KDl +
10j) O

donc Vi,j, Dx est orthogonal à KD*0. et DxeG.
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On en déduit immédiatement que D 0 car D opère de G dans

GnlmD =(0) puisque ImD est inclus dans F.

On peut donc appliquer l'hypothèse de récurrence à G et on a

Vi, KerD1
G est pair.

©KerD1Or E FffiG et D laisse F et G stables donc KerD* KerD*
Gv F '

Pour conclure, il reste à voir que KerD F est de dimension paire. Or

dimKerD : inf(i,n-l) x £ et 6 est pair.

Il nous reste à démontrer le lemme.

On utilise la même astuce que dans la démonstration du théorème 1.12; en

construisant une matrice 6x£ antisymétrique et inversible (cette astuce m'a

été suggérée par Yves Eichenlaub).

Soit (0j) tel que (D 0;) g soit une base de Im Dn

Soit X la matrice ((D 0-IK0.)) • • p. Montrons que X est antisymétrique

et que son noyau est (0), on en déduira que £ est pair.

En effet (Dn "
10J|K0i)= -(0;|KDn " \)= - (Dn " !0.|K0.)

c'est l'antisymétrie.

De plus si (ßj)eKerX, alors :

Vie[1,6], i, e(Dn-10.|K0i)ßj o.1n " '(t

D'où (2 eßi0i|KDn"'0i) O.

Soit 0 1, p ß.0.

Alors V0'eE, (0|KDn_10') O puisque Im d" " ' Vect(Dn " \).
D'où KDn_10 OE, et Dn"'0=OE

donc Vie[l,£], a; 0 et le noyau de X est (0).

6 est alors pair car il existe une matrice 6x£ X, antisymétrique et inversible
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(detSPC est non nul et lX= -ÏK,).
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