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ABSTRACT

In this paper, one studies the resonances for the Dirac operator in the

semi-classical limit using the same definition of resonances as B.Helffer and
J.Sjostrand did in [5] for the Schrodinger operator. The first section is an
adaptation of their results to the Dirac operator. In the second section, one
proves that the multiplicity of Dirac's resonances is even : this fact was
known for eigenvalues as Kramer's theorem.
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Résumé

On définit les résonances dans le cadre semi-classique pour l'opérateur de
Dirac sans champ magnétique en adaptant la technique utilisée pour
I'opérateur de Schrodinger par B.Helffer et J.Sjostrand. On montre que la
multiplicité des résonances est paire; c'est aussi un prolongement du résultat
de Kramers pour les valeurs propres.
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0.Introduction.

Cet article est une version développée de ma note ([7]).

La théorie des résonances pour des particules non relativistes soumises a
I'équation de Schrodinger a été développée suivant deux types de technique,
la dilatation analytique (voir par exemple [1]) et dans le cadre semi-classique
celle plus microlocale de B.Helffer et J.Sjostrand (voir [5]). B.Helffer et
A.Martinez ont d'ailleurs montré que ces définitions donnent les mémes
résonances lorsqu'on peut les appliquer simultanément a un potentiel (cf

[4]).

Pour des particules relativistes de spin - régies par l'équation de Dirac,

c'est une définition analogue a celle de [5] qui sera utilisée dans cet article.
On pourra se référer a [7], [4] par exemple pour une définition de type
"dilatation analytique" dans le cas de l'opérateur de Dirac. On considérera

toujours que le champ magnétique est nul, l'opérateur de Dirac prenant la

3

forme D(h)=h3;_ oaD,+a,+VI, , ol les o, sont des matrices 4x4 dont la

4 b
valeur est donnée en 1.2.

Dans la premiere section, on rappelle les notions et des résultats de [5] sur
des espaces de Sobolev adaptés a l'opérateur de Dirac D(h) considéré. Les
résonances sont alors les nombres complexes ze C tels que D(h)-z n'est pas

bijectif comme opérateur d'un de ces espaces de Sobolev dans un autre.

Dans la deuxiéme section, on montre qu'en l'absence de champ magnétique
les résonances sont de multiplicité paire. C'est en quelque sorte une
dégénérescence due a l'absence d'interaction spin-orbite puisque le champ
magnétique est nul. Ce résultat est bien connu pour les valeurs propres
c'est le théoréme de Kramers.

REMERCIEMENTS :

Je remercie B.Helffer et J.Sjostrand de m'avoir suggéré de prolonger leurs
travaux a l'opérateur de Dirac ainsi que pour les nombreuses discussions
qui m'ont permis d'aboutir.
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1 Définition des résonances

On rappelle tout d’abord dans les sous-sections 1.1 a 1.7 les notations
introduites par B.Helffer et ]J.Sjostrand dans [S] en les explicitant et en les
adaptant a la situation de I'équation de Dirac. Pour faciliter les références,
chaque sous-section est suivie des sections correspondantes de [5]. Clest
dans la section 1.8 que l'on donne le théoréme permettant de définir les

résonances.

1.1 Fonctions "d’échelles” section 1):
Pour contréler uniformément les fonctions, symboles et leurs dérivées, on

utilise des fonctions d’échelles.

Soient r et R deux fonctions de COO(IR3,1R+ ) telles que :
r>1,rR > 1, et
VaelN,3 C, tel que |a§ rix)lg Cmr(x)R(x)qIOtI et lazR(x)lgcaR(x)l_Eal .
Pour x, teﬂI3, on pose :
r(x)=r(Re %), R(x)=R(Re x) et f(x,8)=(r*(x)+(Reg)®)" "

R(x) représente le gain en dérivant par rapport i x, r(x,£) le gain en
dérivant par rapport a { pour les symboles qu'on utilisera.

Soit B((x,&),s):{(x’,i’;’) tels que |x’-x|I<eR(x) et &' -tlger(x,k) }

la boule de centre (x,¢) pour la "métrique associée au couple” (R,r).

Exemple :

1

Notons (X)=(1+(Rex)2) 2 0n peut prendre R(x)=(x), r(x)=1, r(x,g)=(%). Ces

fonctions d’échelles conviennent lorsque le potentiel de 'opérateur de Dirac
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est borné (voir ci-dessous).
- / -
1.2 Opérateur de Dirac
Soit VECOO(IR‘?’,]R) tel que pour une constante C :
m V admet une extension holomorphe pour |IRe(x)|> C dans |[Im(x)IgR(Re(x))/C
m (1.1) IV(x)I<C r(Re(x)) sur tout ce domaine complexe.

V est le potentiel de l'opérateur D(h) défini sur C?(ER3,624) par :

D(h) = h3; oD +a,+ VI,
[ V+1 0 ha, /i h(-i, -3,))
= ‘1 0 V+1 h(-id3, +3,) -ha,/i ‘
oy h(-i3,-3,) V-1 0 |
Ln(—1a1+az) -ha, /i 0 V-1 J
(0 01) ( L, 0 \
ou o= ‘ pour 1=12,3 , 0t4=‘ }

Lo, 0 o -1,

In est lidentité de C" et les 0, sont les matrices de Pauli définies par :

0=} o). ;=07 o= (5 2).

On veérifie que :
i) les g, et les @, sont des matrices hermitiennes.

ii) om0n+onom=28n,m et OznOthrOtmOtn:ZSm‘n pour lgm,ng3 ou 4.

Etudions le symbole de D(h) (valeurs propres et inversibilité).

On note D, (x,§) la matrice D(h) ou on a remplacé hD par §=(g ,tz,ts) cR®

3
Dy(x%)= 2 , ok +a,+VI,.
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On a alors :

(Dy(x,%)-2) (D_y(x,§)+2) =(3°

3
ek e+ VI -2) (2

i1 @5t Vi+z)
= ( Zijelnal %% &g+
+3% ot + VI -2)+(a,-VI,+2) o, + (a+(VI,-2) (@,-(VI,-2)))

2 2 2
=& +a, -(V-2)") , car o0+ aiai=26i'i.

(Dy(x,8)-2) (D_y(x,8)+2) = 1+8°=(V-2)° ou g=g v Eo el

Pour z=V =0, on trouve D(23=1+t2. Il en résulte que DO est diagonalisable de

1/2 2.1/2

valeurs propres (1+§2) et -(1+¢°) ", et comme sa trace est nulle, on en

déduit que ces valeurs propres sont doubles.
Soient p+ et p définis pour (x,§)e ]R3XIR3 (ou dans un voisinage complexe
de R°xR’) par :

2.1/2 2.1/2

(1.2) p+ =V+(1+%") ., p =V-(1+£&7)

Comme Dy(x,8) -z =D (x,§)+(V-2z)I, , les valeurs propres de D,-z sont

4 ’

(p" =z) et (p” -2) ou p" et p~ sont donnés par (1.2).

Finalement, on observe que si (V—z)2¢(1+§2), alors :

(1.3) (Dy(x,8)-2)" '=(-D_,(x8)-2) / ((V-2)*-1-8).

Soit T° ={(x,£) tels que p (x,£)=0).
L'ensemble I’ U3~ est 'ensemble des (x,§) tels que Dy(x,§)n’est pas inversible.
OnaX NI =g.

Donnons encore une estimation qui servira pour la remarque 1.8.

Par rapport aux fonctions d’échelle, on a, pour (x,i;)ezz )

2.1/2

IV(x)l = (1+§")
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d’oll Iinégalité 1§ <Cr(x) est satisfaite sur 3 .

1.3 Symboles section 1).

Pour étudier D(h)-z, on va le considérer comme un opérateur pseudo-
différentiel (o.p.d.) sur certains espaces de Sobolev, ce qui permettra de
I'inverser lorsque son symbole principal est inversible. Dans les sections
qui suivent (1.3 a 1.7), on va donc définir la classe des o.p.d. adaptée au
probleme.

Soit meCoo(ll;l"’xl}f';lR+ ).

On dit que a(x,£)eS(m) si aeCoo(lR3xIR3;l13) et si
Va,f€IN, 3C=C(a,B) tel que :

(1.4) 0%afa(x,0)l <€ m(x) R ™ rxg) ™.
On dit que m est une fonction d'ordre si meS(m).

Comme D(h) est un opérateur matriciel 4x4, on définit I'espace des vecteurs-
symboles S,(m) et des matrices symboles S, ,(m) par :
= a(x,§)eS, (m) si a(x,t)eCOO(R3,€II4) et chaque composante a, de a(x,§) est
dans S(m). On écrira parfois S(m) au lieu de S,(m) losquaucune confusion
n’est possible.

" a(x,t)eS4_4(m) si a(x,£) est une fonction c™ de R® a valeurs dans les
matrices 4x4 a coefficients complexes et si chaque coefficient ai'i(x,t] est

dans S(m).

Exemple et définition :

On vérifie que r et R sont des fonctions d'ordre de méme que des produits

de R et r. On définit alors, pour (k,l)elNz,
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& . - k.-
Sk’ezs(rkRe) et S k'ez{u € COO(IR3X1R3) tel que 9, u e Sk L etd,ueS l}.

Ce dernier ensemble contient mais n’est pas Sk'e en général.

Par exemple, grace aux inégalités de Cauchy, on peut montrer que
Dv(x,f;)eSm‘i(F). Cest en effet l'analogue en dimension 3 de l'idée suivante
en dimension 1 :

-pour X borné, la vérification est triviale.

-sinon, pour |Re(x)Ix>C, on écrit : az V(X)=2—£i?;_a"l"fv V(z)/(z—x)1 ie dz, en
prenant pour contour Y=(z/d(x,z)=R(x)/C} et on applique la majoration de
V, valable sur B(x,R(x)/C).

Pour les mémes raisons, les dérivées de p: en X gagnent une puissance de
R comme si p  appartenait 2 S(r). Il n'en est plus de méme pour les
dérivées en t a partir de la dérivée seconde (sauf si on peut prendre
r(x)=1). En effet, en dérivant en §, on gagne une puissance de § et non une
puissance de r(x,t). Au rang 1, cela n'a pas d'importance car a§p+ =a§<2;) est

borné. Par contre si r(x)=1, alors £(x,£)=(t) donc p~ €S(r).

1.4 Fonction fuite et modifications de cette fonction section 8):

En fonction du potentiel V, on introduit, lorsque cela est possible, une
fonction G dite "fonction fuite” dont le crochet de Poisson avec p+ et p est
elliptique en dehors d'un compact sur 3 par rapport aux fonctions d’échelles.
Cest-a-dire que G croit (ou décroit) le long du flot hamiltonien de p+ et
p , ce qui assure l'absence de trajectoires captées.

A partir de G, on définit des sous-variétés I-lagrangiennes A de 1136 sur

lesquelles vit le symbole Dy(x,§) de telle sorte que, lorsque la partie réelle

de p n'est pas elliptique (si (Rex, Ret}ezt), sa partie imaginaire H_ (G)
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soit alors elliptique en dehors d’'un compact. On définira enfin les espaces
de Sobolev et les o.p.d. de telle sorte que D(h) aura pour symbole D, (x,§)

avec (x,5) €A et aura ainsi un spectre discret prés de 0.

i) Définition d’'une fonction fuite.

On note pour p,GeCoo(IRsles) :

3
(1.5) H (G)=27_,

9,p 9,G - 9,p 3,G,
le crochet de Poisson de p et de G.

La fonction G est dite fonction fuite pour Dirac si Ge S Lo (1R3le3L et s'il
existe C> 0 et K compact de R xR’ tels que, pour (x.£)e3” -K [respectivement
3 -K], on ait :

(1.6) Hp+ G) (x,£) >r(x)/C [ resp. HPW(G)(X,U >r(x)/ClL

Cest une hypothése dellipticité. En effet, comme Ge S b 1, ona:
pour (x,t)e]R3X[R3, l8, G I<C r, | 9,G I<CR,
et de plus | axipI [<C %, Iatiptlgc.

Or sur 3°, f(x,£) est équivalent 2 r(x) puisque lgl< Cr(x), donc :

|H, G) < Cr(x)sur3.

On suppose de plus que G vérifie :
(1.7) | Oge(x)C(Re(x),Re(§))I< Cl1+IRe(Q)]) .

Cette hypothése est plus forte que celle résultant de l'appartenance de G a

~ 1,1,
S te. :

(1.7a) | 3o G(Re(X),Re(€))I< C rix8) .
On fait 'hypothese (1.7) pour que (&) et donc pt soient définis sur A bour t

assez petit. (1.7) en effet assure que A ne sapproche pas de t2= -1 lorsque
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t est petit.

Exemple :
Soit V(X)= X -, ol x2=2i3_ 1x?.
On peut alors prendre G(x,t)=x.f , R(x)=(1+x2)l/2, r(x)=1+x".
Dans ce cas V(x)<1, donc I est vide.
Regardons la condition (1.6) sur 3" .
Avec la définition (1.5), on a :
3 +

H, (G =8 #p k-3

p+ i‘lt‘l

+
=1axip Xi !

2.1/2

o pT(xf) = V(x)+(1+82) :

S VT S S oA
Comme —E?_ 1xiai\/= —2x2+4x4> 2r(x) pour X assez grand et comme
tz/(1+§2)”2 >0, on a en dehors d’un compact :

H, G) > 2r(x)

P

donc (1.6) est valide.

ii)Modifications de la fonction fuite.

Remarquons que p p sont pairs en &.
On en déduit que pour tout choix d'une fonction fuite G(x,§), -G(x,-§) est
encore une fonction fuite et G(x,§)-G(x,-&) aussi. Cette derniere fonction
fuite est impaire en &.
Dans la suite on supposera qu'on a choisi une fonction fuite G impaire.

Pour des raisons techniques dans la définition d’espaces de Sobolev et
d’'opérateurs pseudo-différentiels sur des variétés dépendant de G, on a
besoin que G soit "proche” d’une fonction g ne dépendant que de x. On

modifie G loin de 3" et de 3~ comme pour l'opérateur de Schrodinger en la
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remplagant par :

(1.8) G(x,£) = G(x£) X(lel/cr(x) + 6(x,0)(1-x(1e1/Cr(x)))

G(x,0) + (G(x,£)- G(x,0)) X(lgl/Cr(x)),

ou XECZO vaut 1 prés de 0.
On note g(x)=G(x,0). Remarquons que si G est impaire, g(x)=0.
On vérifie que la condition de fonction fuite (1.6) est toujours vérifiée pour
5, et que :
Ges (R,cH)+s(rRR xR, CY)
c'est-a-dire que 6 est une fonction ne dépendant que de X a2 un symbole
de la classe rR preés.
Enfin on suppose que :

(1.9) Ve, >0,3C>0 tels que, pour X,te IR3, on ait :

- si B((x),e,) nZ" = galors Ip” (x5l > r(x8) / C

- si B((x,8),e,) N = galors Ip” (x8)l > r(xt) /C.
On rappelle que B((x,£),e) =((x'E) tels que |x’-xI<eR(x) et [&'-Elger(x,k)).

L'hypothése (1.9) signifie que, par rapport aux fonctions d'échelles R et r,
soit p (x,8) est elliptique, soit (x,£) est proche de $° (ou, en dehors d’un

compact, c’est H, qui est elliptique).

1.5 Variétés [-lagrangiennes section 2).
A la fonction fuite G, on associe les variétés A = A sur lesquelles vivront

les symboles des o.p.d., définies par (x,§)e A si:

(L10)  Im§ = -t dp,(, G(Re(x),Re(t)) ; Imx =t aRe(g)G(Re(X),Re(f;)).
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3
On observe que A0=IR )

1.6 Espaces de Sobolev ([S] sections 3-5).

En s’inspirant de [4], on va donner la définition d’espaces de Sobolev
attachés a A, dans deux cas plus simples que le cas général pour lequel on
pourra se référer a [5] . Ces deux cas sont :

i) celui ou la fonction fuite ne dépend que de x

ii) le cas ol V est borné et on peut prendre r(x)=1, r(x,£)=¢&), R(x)=(x).

i) ler cas : G(x.8)=f(x).

ii’;')g))N ou NeZ et on va définir H (A, m).

On suppose que m(x,£)=m(x)(

Si NeIN, on pose :

-f(x)/h
&4

Hy(Ag m)={u e 2 (RC) / 3, I(+hD)" (m U0 2y < 00).

f(x) effectue un changement d'échelle exponentielle, (f/r)N correspond au
nombre de dérivées que l'on contrdle, m est un poids.
On peut alors montrer qu'on a défini un espace de Banach dans lequel CZO

est dense. On ne change pas la définition et on obtient une norme équivalente

f(x)/h

en permutant e , m(x) et r(x).

Soit p=p(x) une fonction d’ordre ne dépendant que de x. On peut montrer

gu’un opérateur différentiel P de la forme :

p=z|0t|gM a_(x) (lTth)ot , avec a_ eS4l4(p(X))

M , . ,
) ) borné uniformément

S

o

est un opérateur de H, (A,m) dans H, (A,

ol

en h.
Si -NelN, on définit H,(A;,m) par dualité :

H,(A;,m) est le dual de H,(A_.,1/m) (c’est un espace de distributions).
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On peut montrer qu’on a un résultat analogue a celui des espaces de
Sobolev habituels :

Soient NNeZ avec N>N , ffe s

avec f<f et m(x), m(x) des fonctions
d'ordre avec m/m tendant vers 0 pour x| tendant vers +oo.

Alors linclusion j: H (A, m(f/e) —H,(Ap ,fh(F/r)N) est compacte.

ii) 2éme cas : r(x)=1, r(xt)=(k), R(x)=(x).

Considérons d’abord une variéte A générale et construisons un équivalent
de la transformée de Fourier adapté a Ag
Soit Ge 5 ' et g(x)=G(x,0).
On part d'une résolution de l'identité adaptée 2 A, r et R.
On a:
5(}{_y)=Cnh~3n/2jﬁﬁ!Riln e% (x-y)B,+ i(x-B )+ ity -B ") dp ,
ou n est la dimension, c’est-a-dire 3.
On effectue un changement de variable complexes pour transformer la
phase en :
¢0(X,y,a)=(x-y)oc§+il(a) ((x—ozx)2+(y-ux)2) ,
ol A est un symbole de classe s'* ! elliptique et positif (par exemple A(a)=
w5 sir=l,R=(x)et r=)).

On obtient alors formellement :
joce/\w elh%(x.y,a) j(X,Y:a) da = 6(X‘Y) ,

ou j, qui provient du changement de variable dans dfp, est un symbole dans

3/2,-3/2,9/2 -9/2 .3/2,-3/2

S (le dernier indice signifie h S ), elliptique sur x=y=a_.

Plus précisément, on a :

9 3/2 3 .3/2 i
A

/2 .
h®'? j daj, = doa +Z7_ A 7(Xi_yi) da, Ada, A...AdAA.. . Adg, +
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33 A L

1
- 5 O‘I;_?(Xiwi)) da, A AdAA..A da, Ada .

. . w 1,1
Rigoureusement, on peut montrer que pour G-g petit dans S ,on a (cf

[S] proposition 4.1) :

(1.11) fue/\c e Ty ) jxya) X (x) X (y) do

gl x) -gly)

=d(x-y)+k(x,y,h) e 7
ou les X sont des troncatures du type X_( X( (x-Rea,)/R(Rea, )), ou X
est une fonction de CO valant 1 prés de 0 et oll g=g(x)eS(rR) est la fonction
G(x,0) (voir (1.8)). Ici, on suppose que A est suffisament grand pour que
si [x-Rea |, ly-Rea, KI—R(O! ), on ait alors :

g(y)-g(x) + (x-y) 2¥(Rea,) - Aa)((x-Rea, )’ +(y-Rea,)’) <

1 (o)

< T CTTRag ((X"RGO[X) +(Y“R€le)2)-
Le noyau k est alors a support dans la réunion des suppX_(x) X_(y) et on a:

-e, Resh -1V 18l
Y,8 &= R (ax) '

83 8y kI < C

Pour ue.@’(le), on définit la transformée de F.B.I. de u par :

le.ul

(112) Va=(o,0) €€, (Tu)@) = [, » e " txeh) X, (x) u(x)dx.

ol : la phase ¢ vaut ¢(x,0t)=(ozx~x)ozg+i Ala) (X-le)z,

Xa'(x)=7(((X—Reax)/R(Reax)) avec XGCZO“XK% ) est une troncature

1
valant 1 pour Ixl< 5,

t(x,a,h)= (oot Loty ) est un vecteur de ﬂ24, dépendant de Req, de symbole
~9/4 r(a) 3/4 R(()tx)_3/4) dans le domaine o0 X =0, affine en x et tel

dans 54(h

que det(t,axlt ,8: 1,9, 1 ) soit elliptique a valeurs réelles.

Par exemple si r(x)=1, r(x,t) =(&), R(x)=(x), on peut prendre
t(x,a,h)= h—9/4(0t§>3/4<0‘x>—3/4 (l<clx> o <fx\> ) et A(@)=(a)/(@,).

Ce choix de t est fait pour qu’il existe un vecteur s tel que s.t=j. (i.e.
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3 .
I o8ih=1)

Ainsi, on peut construire un opérateur S du type :

iv(x‘ui x -R el «_)

(SV)(X)= [, €7 s(xoh) XgeT) via) da ,
ou w(x,oz)=(x-o:x)cx§+i l(a)((x—ax)z), tel que pour G-g petit dans S e ',
S-T=I+K ’

glxl-gly)

ou K est un opérateur a noyau du type k(x,y,h)e +*  vérifiant les mémes

estimations qu’en (1.11).
L'opérateur T joue le role de la transformation de Fourier et S celui de la
transformée inverse.

Dans le cas des variétés A on peut prendre g=0 si G est impaire et "G

tG

petit dans S b signifie que t est petit.
Supposons maintenant que r(x)=1, R(x)=(x) et r(x,£)=().
Notons ITI;?J‘;:H,;(ACOO,()()_N(E)_N) défini comme dans le cas i).

Soit H(a)=-Re Q. Im o, +tG(Re o, , Re o) une primitive sur A de la

g
l1-forme fermée —Im(ag da ). On définit alors H (A ,m) par :

Définition 1.1 :

Soit m une fonction d’ordre sur ]R3x1R3 et N>O0 tel que :

-N

V(xg)eR , {X) (t)‘” < Cm(x%).

Soit €>0 assez petit et t, assez petit, alors pour |tIglt |, on définit :

2 -2H(a)/h
e

Hy(Ag m=(ue H (R / [, ITu(e,n) (m(Rea)) dou < +o0o0 ).

da est la mesure canonique sur A mais on peut la remplacer par d(Re)
sans changer la définition de H4( A ,m). On peut montrer la compatiblité

de cette définition avec la définiton du cas i).
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1.7 Opérateurs pseudo-différentiels attachés 3 A ([S] section 6).

Définissons maintenant les opérateurs pseudo-différentiels adaptés a la

transformée T.

~

On pose da = R(Otx)_n

f(a)” " da, ot n=3 est la dimension.

Soit &5 une phase de classe S 1’1, polynémiale de degré 2 en X,y et telle que
pour x=y=a_,on ait :

$=0,9 J):—ayé’:ag; (Im@)" positif et équivalent a r/R.

Par exemple, si r=(¢) et R=(x), on peut prendre :

~

o(x,ya)=(x -y)01§+ 1(7%( (x —ozx)2 + (y—ozx)z ) =0,

; Y, -e, . . .
Soit aeS: 7 ® (mh 7) ie. a est une matrice 4x4, dont les dérivées par

4,4, mod
rapport a X,y,a, gagnent R et par rapport a a, gagnent r, le signe "mod"

4
signifie que l'on modifie les échelles par Smod(mh_e)=s(mf~*3/2R3/2h‘e‘9/2)
pour tenir compte du symbole j apparaissant dans (1.11) et de da.

~

On définit A=0p(§,a) sur H,(A ,m) par

tG

s

Aux)= [, [ VPR gy an) X (xy) uly) dy dae ,

ou Xae 5% est une troncature a support dans :

IX—ReOth2+Iy-ReOth2g (-1C~D—R(Reozx))2 et valant 1 prés de (x,y)=(Rea Rea ).
a est le symbole de l'o.p.d. .

On a alors :

Proposition 1.2 6.1
Soit A=0p(d,a) un opérateur pseudo-différentiel d'ordre m. Il existe

t,>0 tel que pour |tigt, et m fonction d’ordre, on ait
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il existe h, tel que pour O<h<hg, A est uniformément borné de

H (A, m) dans H.,‘(/\tG ,m/m).

On appelle opérateur négligeable d’ordre mh_e un opérateur K de norme
=P » m i
O(h ) de H (A,m) dans H‘i(/\,—[—:1 ‘(—:-13) N) pour tout Ne N

On peut montrer que changer les troncatures ou la phase revient 2 modifier

I'o.p.d. par un opérateur négligeable d’ordre O(h e). De méme l'opérateur de

gl(x)-gly)

noyau k(x,y,h) e &  est négligeable (d'ordre 1), ainsi que ses dérivées en

X.

On définit le symbole principal g, 55, 4(rnh_e) de A a partir du symbole

X,y -€ )
ac 54'4'm0d(mh ) par :

h_

. _ )
oA(x,ag) = a(x,y,ax,ag) (RF) ™ * / J(X,Y,(Ix,(lg) modulo S(mh = /)

y=a, =1

On montre que le symbole principal ne dépend pas du choix de la phase ef)

Exemple : Sous I’hvpothése (1.1), montrons que, modulo un opérateur

négligeable, D(h) est un o.p.d. de symbole principal Dv{xgl_
Il suffit de montrer que la multiplication par V(x) et la dérivation par
rapport a X, iel[l,3], sont des o.p.d. .

Pour V, il suffit dappliquer (1.11), pour obtenir que modulo un opérateur

X+Yy
2

négligeable, V est un o.p.d. de symbole par exemple V( ) (RF)* i(x,ya) et

donc de symbole principal V(x).

Pour la dérivation, on écrit formellement :

a4

Th axiﬁeln"o“-‘/*‘“ i(x,y,a) u(y) dyda:ﬂe%%“‘-ym a(x,y,a,h) u(y) dy da ,
ot a(xyah) = (RF® + (ijd,0, +ha,j)
= RO jlo

(210 (x-a)) + 79, ).

= X,¥.ax ~
On obtient un symbole de la classe 84'4'm0d(r) dans le support de Xa.
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En écrivant les intégrales avec les troncatures et le noyau k pour une

fonction u de H(A .,r), on obtient modulo un opérateur négligeable :

s

tG’
To,u = [[en®xr® a(x,y,ah) uly) X ()X (y)dy da +

3 ﬂe%%“-""” jxy@ uly) 9, X_(x)X (y) dyda .
La derniére intégrale est négligeable car 9, X_(X) est & support loin de o, .

X.¥.a
Comme aeS

4“,‘tmm(f:), le second membre est dans H(A[G,l) par la proposition

1.2

Finalement —?ax, est un o.p.d. modulo un négligeable et son symbole principal

est Q.
- / -

Pour la composition des opérateurs pseudo-différentiels on a le :

Théoréme 1. 6.9
Soit Al, A2 deux opérateurs pseudo-différentiels d’'ordre m, et m,

respectivement. Alors, modulo un opérateur négligeable d'ordre m m,,
l'opérateur A .A, est un opérateur pseudo-différentiel dordre m m,.

De plus on a la relation habituelle o©,=0, . 0, entre les symboles

2

principaux. (le signe "." désigne respectivement la composition des opérateurs

et le produit des matrices).

.8 Résonances

On va maintenant appliquer la théorie générale des o.p.d. 2 D(h). On
cherche en particulier a inverser D(h)-z donc a inverser le symbole matriciel
Dy(x,8)-z, ce qui revient a s'assurer que p (x,£)-z est non nul.

La condition (1.7) entraine que p’ et p sont définis holomorphes dans un
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voisinage de A, pour t assez petit et on va montrer que pour (X,§)€A:

(113) p*(x£)=p"(Rex, Ret) - itH  (G) (Rex, Ret) + O(t"F).

Démonstration de (1.13) :

L’idée consiste a faire un développement de Taylor a l'ordre 1 de p: le
long du segment [(Re x, Re &), (x,§)] et de majorer le reste intégral. Le terme
linéaire qui apparait est alors, grace a (1.10) :

i(Imx axpt +Imk& a,;pi Ji= —ithi(G) (Rex, Ret).
Soit (x,§)eA, . Ona:
P (x,5)-[p" (Rex, Ret)-itH _ (G) (Rex, Ret)] =
- ~fl(1—u)(lmxklmxiakaip+ +Im‘éklmtia§ktjp+ )(Rex +iulmx,Ret +iulmg)du
(il n'y a pas de terme en Imx" Irnti car afk,;l p’ =0).
Onad,p" =9, VeS(i/R) donc 3], p’ I=0(F/R*).
De plus |Im ku=O(tR) car Ge S''' et Imx est donné par (1.10).
Donc fo(l—u)(lmxk Imx’ akai p") (Rex+iulmx , Ret+iulmg)du=0(t"r).

Passons a la deuxiéme partie de l'intégrale.

- s E &7 (144

et|Im§| g Ct|lRe§| gracea (1.7) et (1.10), donc :

| (1+89)" % » l3(1+(Re £)°)'"? pour t assez petit.

2.1/2

Onady, p’ =8, /(1+¢) BRie

D’ou

IImf;k Im ti (afkt, p" J(Rex+ulmx, Ret+ulmk)lg c? t? | Ret I’ C'/(1+Re’E)

1/2
.2 -y
< C't"|Reg |l g C"t" r(x,8).
Donc la deuxiéme partie de l'intégrale

f'o(l-u)( Imtklmti 8&_ p" J(Rex+ulmx,Ret+ulm¢t) du est aussi un 0(t*f). En
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faisant le méme raisonnement pour p , on obtient (1.13).
- / -
On peut alors adapter a p+ ,p les résultats obtenus dans [S] (propositions

(8.1) et (8.2)), et en déduire la :

Proposition 1.4:

On a pour (X5 €A :

| Rep  (x,%) I<Cr(x,8) ; | Imp” (x%) I<CLrix).

Soit Q, = (zeC tels que | Re z I<1/(2C) et -t/(2C)<Im(z)<T } ou T>1,

C>>1 Alors il existe C>0 et t >0 tels que, pour Ogigt,, (x,8)eA ,

(Rex,Ret) gk, zeQ, on ait :

(V(x)-z)°-1-81 5 t° 2 (x8) / C

Démonstration de la proposition 1.4 :

Grace a (1.13) et (1.1), IRe p” (x,£)I< CF(x,E) pour t borné et :
Im p*(xg)l<t IH, (G) (Rex, Ret)l + O(t°F).

Or H , (G) (Rex ,Ret)=(3,p” 9,G - 9,p” 9,G ) (Rex , Ret)

=8/ . v.G-Vv.V.V,G, ou &)= (1+22)”2.

4
Donc, en utilisant (1.7), Ge S blet v.Ve S3(;/R), on obtient:
| H , (G) (Rex , Ret)l < C&)+C £R < C" f(x )

Dot IIm p~ (x,8)l<Ctr.

De méme pour p . Passons a la deuxiéme partie de la proposition.

L’'idée consiste a factoriser (\/(){)—2)2-1~5';2 en (p+ -z)(p -z) et 2 montrer
que Ipt(x,t)—zbtf(x,t)/c pour (Re x , Re g)¢K et ze Q,.

On va découper les (x,§) de A tels que (Re x , Re §) n’est pas dans K en deux
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parties : ['une loin de 57 ou p+ est elliptique par sa partie réelle, et l'autre
prés de 3" ou p+ est elliptique par sa partie imaginaire (I'ellipticité étant
alors en "O(t)").

Soit (x,£)eB((x"t),€) avec (x,8)e3 " .
Alors H9+(G) (k) H,(G) (xg)=

=ﬂ:,[(x—x’).VX H,(G) +(&-%). v H (G) l(ux’+(1-u)x, ug'+(1-u)g) du
Or lx-xI<eR(x’) et Ig-Elger(x’g) (on peut diailleurs enlever les primes
pour € assez petit, quitte a multiplier les membres de droite par une

constante), de plus :

e _
1V, H,(G)I=IV,( &/ . v,G - V.,V . V,G)l < Clgg+ggR) = 2C
v H ,(G)] = Iv, (£,8/®).V,G -V V. V.G <

< |V, (3,8/¢&) . v,6)I+C 73R <

< 1E/® g+ 18, /0 -5 £5/®°118,01 + C <
< 1+ C/@%).CRetl + C < C", en utilisant (1.7) pour majorer 19, Gl.
Finalement si (x,£) e B((x",%'),€), alors :
IH,(G) (x8)- H (G) (x'F) < Ce r(x,8).
En dehors d’'un compact de =, on a , pour € assez petit, Her (G)x,E) > r(x).
Alors pour (x,£)eB(S", €), on a pour € assez petit :
H,(G) (x8)> r(x'%)/2> r(x}t) /4,
donc, par (1.13), Imp” (x,&)< -tr(x,£)/C.
Hors de B(2", ¢), on a, grace a (1.9), IRe p* (x,&)l> r(x,£)/C.
On en déduit que pour zeQ,, " -zl> tr(x,£)/(2C).
En effet si zeQ,, Im z> -1/2C, donc si (x,£)eB(Z" -K,€) on a:

Im(p’ -z) <Imp’ + t/2C < -tr(x,£)/C +t/2Cg -tr/2C .
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D'ou le résultat sur B(Z' -K, ¢).
Ailleurs en (x,£) on a grace a (1.9) :

lp" -z|>1Rep’ -Rez | »>r/C-1/2C »r/2C.

Le méme raisonnement conduit 2 la méme conclusion pour p .
En effectuant le produit des inégalités obtenues on obtient finalement :
I(V(X)-z)z-l-ﬁzl > tzfz(x,t)/C' pour z€Q, et (x,§)e A -K lorsque O<tgt,,
P / -
Ceci permet d'obtenir 'analogue du théoréme 8.3 de [5] pour Schrodinger

qui définit les résonances :

Théoréme 1. 8.

Soient D(h), A, ,Q, comme ci-dessus.

Alors il existe L, >0 tel que, pour 0< tgt, il existe hO(t)>0 vérifiant :
pour tout he]O,hO(t)], m fonction dordre sur A, D(h)-z est un opérateur
de Fredholm dindjce 0 opérant de H, (A, r.m) dans H,(A,m). L'ensemble
I'(h,t,m,G) des valeurs de z pour lesquelles il n'est pas bijectif est discret.
Pour zeTl(h,t,m,G), D(h)-z se décompose en somme directe de
F,®(G,NH,(A_,r.m))dans F,®G,, o0 F =g est de dimension finie N(z) et

G, est fermé. De plus (D(h)-z)|. est nilpotent et D(h)-z est une bijection de

Gan4( A, ,r.m) dans G, d’inverse borné.

Comme dans [S], T'(h,t,m,G) est pour h assez petit essentiellement indépendant

de t, G et de m. Plus précisément on a la :

Proposition 1.6 8.4
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Sous les mémes hypothéses que dans le théoréme 1.5, soit m une deuxiéme
fonction d'ordre sur A . Alors pour h>0 assez petit (qui
dépend de t), on a

I'(h,t,m,G)= I'(h,t,m,G) et de plus F (m)=F_(m) pour tout ze T'(h,tm,G).

La proposition 1.6 assure l'indépendance par rapport a la fonction dordre
pour t et h assez petit. Reste a vérifier 'indépendance en t et G. Modifier t
revient a modifier G. Changeons donc de fonction fuite.

Soit G une deuxiéme fonction fuite et Gs=(1-s)G+sa , pour s€[0,1]. G, est
aussi une fonction fuite.
Soit A, = Agel A=A
On montre sans difficultés que la proposition 1.4 reste vraie uniformément

pour Ogsgl lorsque Ogtgt,, (x,8)eA , Re(x,5)¢K , zeQ quitte a modifier

L,s?
les constantes.

On a alors le :

héoré 7
Pour t >0 assez petit, soit 0<gtg t et m fonction d'ordre définie sur tout
les A . Alors,il existe h (t)>0 tel que pour O<hgh, on ait

I'(htmG)= I'(htm,G)

De plus les espaces résonants F, correspondants coincident.

Démonstration du théoréme 1S :

On rappelle les grandes lignes de la démonstration du théoréme 8.3 de [5]
qui s'adapte bien au cas matriciel :

-on commence par inverser D(h)-z pour un z de Q, tel que Im z>€>0, en
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remarquant que le symbole de D(h)-z est inversible sur A, tout entier.

-en dessous dans Q , on ne peut inverser le symbole gqu'en dehors d’ un

.
compact de A, On en déduira que D(h)-z est Fredholm, d’'indice O puisque
bijectif pour Imz> €, d’ol l'existence de I'ensemble discret TI'(h) des résonances
pour lesquels D(h)-z n’est pas bijectif.

Soit €>0 et t, > 0 petit. Soit, pour O<tgt , Z€Q, vérifiant Imz> €.
Alors ((V(x)-z)2-1-8%)" ' est défini pas seulement au voisinage de linfini,
mais partout sur Moy

En effet, pour Re(x,£)eK, on utilise que [Imp~ (x,£)l<Ctr(x,E)<C t<€ pour t
assez petit, donc [Im(p*(x,£)-z)l3 Imz-IImp*|>e-£=0 et [(V(x)-2)*-1-£] > 0.

t ~-2
).

La proposition 1.4 montre d’autre part que ((V(X)—z)z—l—tz)_ 8, 4lr

~ 1

On en déduit grace a (1.3) que (Dy(x%)-z) ‘es, (r D

4.4
Soit Q(z):OpAl ((Dv(x,ﬁ)—z)_ l) un o.p.d. correspondant (cf section 1.7).

Alors :

(D(h)-2).Q(z) = I+R_ (2),

ou R_ est un OPD d'ordre h/rR modulo un opérateur négligeable d’ordre

h/rR, et est donc de norme O(h) dans H,( /\[,m).
De méme pour Q(z).(D(h)-2z).
On en déduit que, pour h assez petit, D(h)-z : H4(/\[,Fm) —H, (A, ,m) est

bijectif d’'inverse borné pour zeQ, tel que Imz> €.

On choisit un tel z qu'on notera Bog dans la suite.

Soit maintenant z€Q, quelconque, on pose :

Qz)= 0p, ( (D (x8)-2,)" 't + (Dy(x£)-2)" '(1-0) ),
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ou Im E etz e Qt, XECZO(/\L) vaut 1 sur le compact K.

Ainsi Q dépend holomorphiquement de z et coincide avec Q en z,. Alors :

~

(D(h)-2).Q = I+K(z)+R_ (2)

~

ou R_, a les méme propriétés que R_ , K=0p ,\L(k) avec
k=((Dy(x,8)-2,) " "(Dy(x,8)-2) - 1)X
est d'ordre 1 et a support compact.

Les opérateurs K et R_  dépendent holomorphiquement de z et en Zy

1

(z )=R (z.).

K(Zo)zo’ﬁ—l 0 o |V

Lorsque h est assez petit, I+R_ : H, (A

. H, (A, ,rm) »H, (A ,m) est uniformément

inversible pour ze O[. De plus K est O(1) et compact dans ces espaces. En

écrivant :

~ ~ ]

I+K+§_l=( I+R_ )J(I+( I+R_ ) .K)J,

| -1
on obtient que D(h)-z est Fredholm.
On omet les démonstrations de la proposition 1.6 et du théoréme 1.7 : il

suffit de reprendre les développements correspondants de [S5] et de remplacer

I'opérateur P que les auteurs considérent par D(h).

Remarque 1.8 :

On peut définir les résonances sans factoriser p(x,§)=(V-z)2—1—§2 en
remplagcant les hypothéses (1.6) et (1.7) par :
(1.14) Ges' et Hp(G)g -?/Csur 37 -K et Hp(G)z r?/C sur 3 -K.
Alors Im(p(x,t)) », €st équivalent a [V(x)l Im(z) + t r(x)° prés de I et a
-IV(X)IIm(z)-t r(x)? prés de I, ce qui permet d’appliquer la démonstration

du théoréme 8.3 de [S].
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Mais (1.14) entraine (1.7).
En effet, sur E+, p+ =0. On en déduit avec (1.14) que :
-2 /C > Hp(G) = p_Hp+(G) =2V HD+(G] (en dehors de K).
Dod r°/C < 2IV(x)I H , (G) < C V(! r(x),

car GeS"' et p ,axp+ ,atp+ vérifient (1.4) comme si p  appartenait a S(r).
Observons finalement que r(x) est équivalent a |V(x)| en dehors d’un compact

et que r(x,%) est équivalent 4 [&] sur 3" (1.7a) entraine alors (1.7) sur 3 et

on procéde de méme sur ¥ . On conclut alors avec (1.8).
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2. Résonances paires

On commence par rappeler sans démonstration trois propositions de
B.Helffer et ].Sjostrand.

La premiére proposition identifie le dual de H, (A ,1) avec H,(A_ ,1).

Proposition 2.1 8.8) Dualité :
Le produit scalaire de L2(1R3;GI4) sur CZO(IR3)X C?(IRE') s'étend en une forme
sesquilinéaire sur H4( Ay 1) x H4( A_, 1) vérifiant :

1).

I(ulv)zgel < Ml 0 0 Vg a0 o 00 ueH (A ) et veH (A,

De plus toute forme linéaire bornée £ sur H4(/\l 1) sécrit de maniére
unique €(u)=(ulv) ou veH(A_, 1). Lapplication € - v() de H,(A, iy

dans H,(A__ 1) est bijective d’inverse bornée.

Le deuxiéme résultat identifie l'opérateur D(h) opérant sur H (A _ ,1) et

_[ ?

l'adjoint de D(h) opérant sur H, (A, 1).

Proposition 2.2 ([5] 8.9) :

Si G est une fonction fuite et t>0(ou t<0), alors l'adjoint formel de
l'opérateur non borné P sur H,(A_,1) de domaine H,(A, .m) est donné

par P*sur H,(A_ 1) de domaine H(A_, m).

Soit G une fonction fuite.
Pour zeC, on peut montrer que (z-P) ' est bien défini dans H4( B 1) siet

1).

seulement si (Z-P*)” ' est bien défini dans Ho(A .,

Donc si P est formellement autoadjoint, on a des résonances pour P considéré

comme opérateur de H,(A_ ,m) dans H,(A_ ,1) conjuguées des précédentes.

_{’
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Plus précisément si a(h) est une résonance de P, Fa(h) I’espace spectral
associé et Te(h) le projecteur spectral sur Fu(h) alors n’;(h) est le projecteur

1)

sur l'espace spectral ﬁ;(h) associé 4 la résonance wa(h) de P dans H‘,‘(/\_t ,

et on a la :

Proposition 2. 8.11):

F, et Eﬁ sont orthogonaux si «a=p. De plus dim F =dim 1’55 et si ¢,,.0,
est une base de F@t , alors il existe une base Vy .y de ?E telle que
((Dilwi):ai.i' Le projecteur mn_ prend alors la forme :

nu = E?_ , (uly)o, .

La matrice de P F_ESt donnée par : ((Pd)ihili)).

On suppose dorénavant gqu’on a choisi G impaire.

Le résultat principal de cette section est le :

Théoréme 2.4 :

La dimension de ['espace spectral est paire.

Démonstration du théoréme 2.4 :
Ce théoréme, analogue au théoréme de Kramers pour les valeurs propres
de l'opérateur de Dirac, utilise le méme opérateur antilinéaire K :
o o)
K:u - L 0 o, JU, de L*(R*:c*) dans L? (R*:C*), ot U désigne le
conjugué complexe de u.
On a K D(h)=D(h) K , au sens des opérateurs sur CZO. Mais on veut faire

opérer K dans les espaces H4(/\[ 1). On démontre le :
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Lemme 2.5 :
1).

La conjugaison complexe u — u opére de H (A, 1) dans H(A_,

ém tio e cas des espaces définis 3 tion 1.
Soit m une fonction d’ordre sur A . paire en § (ou telle que m(x,-&) est
équivalent a2 m(x,£)). On suppose que G est impaire en §. On va en déduire
une bijection entre A, et A_ ..
Soit (B, ﬁg) € A et (Y., Yg)z(Re B, Re Bg).
On a par définition de P -
. 3G
BVt il gmA Y vavg)
.. 3G
[3§=V§‘1T- W:Wx'yg) .

; de partie réelle

On fait correspondre a (B, B,) le point (o, ) de A_
x* Mg X'E t

(\’x,—‘lg), c’est-a-dire :
o, =Y +it ;—3{:}(?)(,—\2) = ¥~ z—i(\!x,\’g) = B, puisque G est impaire en &.
0y ==Yy =it 7 A0 Y,) ==Y =it So-(0Y,) =-F, .
Reprenons la définition (1.12) de la transformée de F.B.I. et regardons la
phase ¢ :
O(x,B)= (B, ~X)By+i 5o (x-B,)".

D’autre part :

e _ ™ re _ )2
= (ozx x)ozg g (x-a,)

Regardons maintenant le poids exponentiel H :
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H (B)=-Re B . Im B, +t G(Re B, Re Bg)
a6
==Y, (¢ 550, %)) + 1G0T, ¥,).

Ona H_gla) = -Rew, . Im o, -t G(Re o, Re )
= ¥ (-t 30, %)) -G (Y, -v)
= H,(B).
Soit maintenant ueH (AtG,m) (cf définition 1.1).

Alors ue H (IR ) donc clairement ueH ([R3). Il reste 4 vérifier la condition
d’intégrablilité de la transformée de F.B.I. de u.
On a, puisque ueH_ (A

[, ITu(B,n)* (m(Rep))

Calculons Tu(a,h) avec (1.12) :

tG'm) :

2 e—zH(ﬁ)/h a5 = =pe

x - Rela P

%) u(x) dx

Tula,h)= [ e "5 txah) X(

O x>

X - Rela )

={ fe'ﬂ"'“"’“ Txah) T yix) dx )

<O >

x - Retp_?

e %) u(x) dx

D'ou (Tu(a,h)) = f et 3 t(x,B,h) X
si on suppose que t est 4 valeurs réelles, ne dépendant que de Re [, et pair
en Re Bg.

Finalement Tu(B,h)=(Tula,h))

Lorsque B décrit A , a décrit A_ . donc comme |d(Re B)l=Id(Re a)| et
H—[G(a)=HtG(B)' on a :
[o ITulen)P (m(Re @) e MM da < oo

et ueH, (A_.m).
Le lemme permet de montrer que K opere de H, (A, ,1) dans H (A _,1) et

de H,(A_,1) dans H,(A_,1). Pour éviter les confusions, on notera :

[l

K, =Ky, 1 POUT —Lo<LLL.
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Comme 0, est imaginaire pure,on a:K_ K =-Idy .

Soit @ une résonance pour l'opérateur de Dirac et F_ l'espace résonant
associé.
Il résulte de la commutation de D(h) et de K que K, opére de F  dans E; et
K_,de 1,_},; dans F

Soit alors X la matrice ((K 9, 10, )) )i, est une base de F_

lsxlgn ((Dilglsn
K est inversible, car KK_, = -1, et 'inverse de K est la matrice

(- (K _,v, ly; )) (car K est la matrice de K dans les bases (¢), (y) ou (y)

1gi,jgn
est "duale au sens hermitien " de (¢) ).
Mais, si l'on note ¢,= (q)‘i : ([)f , ci)f , (b? ) les 4 composantes de ¢, (qui sont dans

H (Al,l,ﬂl )),on a:

Koa)=fu =i B O+ 8, 6 -6 6 416 8% ) ox=- (K00,
Donc K. est antisymétrique ( ‘% = -K), dou :
dét(K)=dét(‘K)=(-1)" dét(K)

et (-1)"=1 car K est inversible, et n est pair.

Remarque 2.6 :
Une analyse plus fine de la matrice de D(h)-z restreinte a F montre

méme que, pour ieN, dim Ker( (D(h)—z)i) est paire.

Démonstration de la remarque 2.6 :

Ce résultat est une conséquence du théoréme plus général suivant :

Théoréeme 2.7 :

Soit E et FE deux espaces vectoriels de méme dimension finie & munis

d'une forme sesquilinéaire non dégénérée notée (). Soit K une bijection



588 Parisse H.P.A.

antilinéaire de E dans FE vérifiant :

Vo,y €EXE, (¢IKy)=-(ylKo).

Soit D un opérateur linéaire de E dans E, nilpotent et vérifiant : KD=DK,
ou D’ est l'adjoint de D pour la forme sesquilinéaire (1) (i.e.
(0IKDy)=(DoIKy) ) .

Alors Ker D' est de dimension paire.

Dans notre cas E=F , E'= I?&—, (1) est le produit scalaire L2, K l'opérateur
antilinéaire de Kramers, D l'opérateur D(h)-z restreint a F., D I'opérateur
D(h)-z restreint 2 E; et on prend z=q.

Passons 2 la démonstration du théoréme dans ce cadre plus abstrait.

On utilise le lemme suivant :

Lemme 2.8 :

Supposons que D"=0et D" '%0. Alors ImD" ' est de dimension paire.

Admettons ce lemme pour l'instant. On fait alors un raisonnement par
récurrence sur 'indice de nilpotence n.

Soit (¢.)

ilicice tels que (Dn_ltbi) soit une base de Im D" ' (£ est alors pair
d’aprés le lemme).

Si n=1, alors c’est terminé car KerD=E=ImD' ~ ' donc a pour dimension £
qui est pair.

Sinon montrons que :

E =Vect cKD'(0.)]" = FeG

Ogign-1Igjg i

((Di) ® [Vect

i
Ogign-1,1gjgl D

(le signe " © " désigne l'orthogonal pour ( | )).

On prouvera ensuite que F et G sont stables par D, que K opére de G dans
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G’=Fl, puis que D" "' est nul sur G pour appliquer I'hypothése de récurrence
aG.

Pour les dimensions, on a bien dimE=dimF+dimG (car on montre sans
difficultés que (Did)i) est une famille libre).

Reste 2 montrer que FNG=(0). En effet si :

i i 1
zOgign—l.lgige a; D cbi = [Vectogisn&l’lgise KD ((Di)]

alors Vkm, (3 ¢ @, D'IKD"0,)=0.

Ogign-1,Igjg
Pour m=n-1, on obtient :

1

VK, (s ¢ @, D'oJKD" "'o,)=0.

- n-1_ n-1 ‘
D’oli, comme Im D -Vectlme D (Q‘)i) ,ona:

Ogign-1,Igjg

1

i n -
VOEE, ( 20<ignw1.1<i<€ &y D d)iIKD 0)=0.
n-1 i
Donc KD" | 2 ocicn-ticict cxiiD(pi):O
n-1
et Elsise Oloi D ¢1=0

Finalement V|, ()toi=0.
En faisant m=n-2,..,0 , on obtient ;=0 pour ie[0,n-1] et jel1,8].
On a de méme (ou par dualité) E'=G~ @F .

Montrons que K opére de G dans F' =G".

En effet si X€e [VeCIOQign—l,lsige I(Di((])i)]l
alors Vi, (x| KDi(Dj):O

donc ( Did)iIKx)=O

et Kxe [VeCtOsisn—l.lsise Di((bj)]l:Fl.

D opére clairement de F dans F ; voyons pour G.
Si xeG, alors Vi,j X est orthogonal a KDi(])i,
donc Vi,j, (DX|KDi(¢i))=(X|KDi ¥ l(I)j)z()

donc Vi,j, Dx est orthogonal a E(Diq)i et DxeG.
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On en déduit immédiatement que p" ! o =0 CEF D" "' opére de G dans
GNImD" ~ l=(0} puisque ImD" "' est inclus dans F.
On peut donc appliquer I'hnypothése de récurrence 2 G et on a :

Vi, KerD' c est pair.

Or E=F@G et D laisse F et G stables donc KerDi=KerDi

i
-®KerD

F-

Pour conclure, il reste a voir que KerD |, est de dimension paire. Or

dimKerD'

=inf(i,n-1) x € et € est pair.

Il nous reste 2 démontrer le lemme.
On utilise la méme astuce que dans la démonstration du théoreme 1.12; en
construisant une matrice £xf antisymétrique et inversible (cette astuce m’a

été suggérée par Yves Eichenlaub).

1

Soit (¢,) tel que (@" )léise soit une base de Im D" .

i
Soit K la matrice (D" '0.K¢.)). .. ,. Montrons que ¥ est antisymétrique
i giljgl

et que son noyau est (0}, on en déduira que £ est pair.

n 1

En effet (D"~ '0,1K;)=-(9;IKD" "'9.)=- (D" "', IK0,) ,

c’est 'antisymétrie.

De plus si (B,) €eKerX, alors :

n

viellll, 3 (D" '0IKo,) B,=0.

Dol (2, ;e Bi0,IKD" " '¢,)=0.

Soit  9=3, . o B0,

Alors vo'eE, (0IKD" ~ 1d)')z 0 puisque Im D" '=Vect(D" "~ l(])i).
Dot KD" " '9=0g, et D" '9=0

donc Vie[l,l], @,=0 et le noyau de X est (0).

€ est alors pair car il existe une matrice €x€ X, antisymétrique et inversible
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(det¥ est non nul et "K=-K).
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