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Lecture 1. General Introduction

1.1. Introduction

During the past year there has been a great deal of activity in the newly found subject of

sub-critical strings. Many results have already accumulated, giving some clues on the non-

perturbative properties of string theories in realistic dimensions. These new developments

are a consequence of the investigations over the last two decades on subjects such as

conformai field theory, lattice and continuum integrable models, quantum field theory in

the large TV limit, string theory, critical systems on random surfaces, etc.

These notes are based on an eight-lecture Cours de Troisième Cycle de Physique de

la Suisse Romande, held at Lausanne in the Fall of 1990. The aim of the course was to

provide a reasonably self-contained introduction to the subject of sub-critical strings and

matrix models, and their connection with some problems in statistical mechanics. Since

the audience contained both students and faculty members with a wide range of research

interests, we assumed very little in terms of prerequisites, and we made an effort to assume

as little previous knowledge as possible. The various preliminary subjects required to

understand the double scaling limit construction of two-dimensional conformally invariant

systems coupled to gravity are reviewed in some detail. Consequently, the lectures do not

contain an exhaustive treatment of the subject, but should be considered instead as an

invitation to study the new subject of sub-critical strings, and as an introduction to such

a fast-growing field. What constitutes a pedagogical presentation of a subject is almost

always a matter of personal taste. Accordingly, the author alone should be held responsible

for the choice of preliminary subjects intended to present the concepts and techniques of

this new subject as transparently as possible.

In preparing these notes, we have followed faithfully the content of the lectures, without

adding any extra material. The outline of the course is as follows. Lecture 1 provides a
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general introduction to string theory and to its relations with the theory of random surfaces

and conformally invariant theories. Lectures 2 and 3 contain a mini-course on conformally

invariant quantum field theories, the minimal conformai models and the Coulomb gas

representation of their correlation functions. In lecture 4 we derive some of the main

results due to Polyakov [1] and Knizhnik, Polyakov and Zamolodchikov [2], using the

presentation of David [3] and Distler and Kawai [4]. This provides us with the gravitational

dressing of conformai primary fields and with their gravitationally dressed dimensions.

These results are derived in the continuum and they constitute good reference points for

the subsequent lectures, concentrating mostly on the discrete definition of two-dimensional

quantum gravity and its coupling to matter. The next three lectures (5, 6 and 7) present the

use of large N field theory techniques to simulate the sum over two-dimensional geometries,

and the properties and definitions of critical exponents for statistical mechanical models

coupled to fluctuating surfaces. We obtain the Kazakov multi-critical points [5], one-

matrix models, orthogonal polynomials, and a first look at the double scaling limit [6, 7,8].

Finally, in lecture 8 we survey the relation between sub-critical strings, the KdV hierarchy,

the Douglas equations [9], the double scaling limit for the Kazakov multi-critical points,

the c 1 string theory, and the two-dimensional Ising model in the presence of gravity

and an external magnetic field. We briefly comment on the loop equations, the Virasoro

constraints, and the non-perturbative properties of pure two-dimensional gravity. All

these subjects are now being investigated vigorously. Due to the lack of time, we have

not covered these subjects in more detail. This is the reason why we only present details

throughout these lectures for the cases of pure gravity, Kazakov's multi-critical points,

and Ising and c 1 theories in the presence of gravity. Many other models are studied

in the literature: the relevant references are quoted in the text. The approach to many

of these subjects using topological field theories has also been omitted, again due to lack

of space-time. The interested reader is referred to [10,11,12,13,14,15,16] and references

therein.
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1.2. String Theory as a Theory of Random Surfaces

Problems involving the statistical mechanical properties of random surfaces appear

in many different subjects of theoretical physics. Among them, let us mention two-

dimensional gravity and Liouville field theory, biological membranes, interphase boundaries,

wetting, string theory, three-dimensional critical phenomena, etc.

In ordinary particle mechanics, the time evolution of a particle generates a world line.

Its quantum properties can be obtained by summing over all possible trajectories. For a

free particle, the natural action functional is proportional to the length of the world-line.

Thus for a relativistic particle

S[x(t)] =-m I ' dr (1.1)
fa;

where r is the proper time along the particle trajectory and m is the particle's mass. Similarly,

the most natural quantity to describe the action of a string (a closed one-dimensional

object) moving in some flat space-time is the area of the world-surface swept out by the
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string. Thorough presentations of string theory with references can be found in [17,18,19].

Let a and r be the space and time co-ordinates of the world-sheet, respectively, and let

Xf(a,r) be the function describing its embedding in space-time. For a d-dimensional

Minkowski space, the action is then given by the area of the world-sheet with respect to

the reduced metric:

ds2 rilludX>1dXv
(1.2)

rt^drX^drX^dT2 + ^daX»daXvda2 + 2ri^dTX>1d(TX1'dadr

where r/^ diag(l, —1, —1,..., —1) is the metric of the embedding space M Letting

£ t, £ a, the above expression can be written as

ds' 9ij(X)dedilA?l (1.3)

C

Figure 1.1. A typical configuration of the embedding of a string into space—time M
The action of the string history X^(£ £ is proportional to the area f y/detg:

S[X(é)] T f dadT^X2X,2-(X-X'

with
X» drX»

X'» daX»

(1.4)

(1.5)

A ¦ B rillvA>iBv
The string tension T is the analogue of the particle mass. It has units of mass over length

or (mass) since we always set Ti c 1.
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Depending on the mapping X», the embedding of the string world-sheet can be

arbitrarily complex and crumpled. Clearly, (1.4) is a rather complicated action and if one

wants to quantize it, a simplification would be most helpful. Such a simplification is

indeed available at the expense of introducing an auxiliary metric </,,- on the two-dimensional

world-sheet.

Instead of (1.4), consider the action see [17,18,19] for details)

S[X,g] --jdH^diXfdjX^r,^ (1.6)

which is quadratic in X. The metric gij on the surface swept by the string is a new field.

Since no derivatives of g^ appear in (1.6), its equations of motion will implement some

constraints on the dynamical field X»(a, t). Recalling from general relativity that the

variation of the action with respect to the metric is equal to the energy-momentum tensor

Tjj, we learn that the classical theory defined by (1.6) satisfies the equations of motion

Tij diXfdjXp - ^gijSpdkXHdtXp 0 (1.7)

¦j=di (y/gg'idjXf) AX» 0 (1.8)

Therefore, in the presence of the metric gij the field X»(a, r) is a free scalar field which

does not carry two-dimensional energy or momentum. We can use (1.7) to solve for the

metric tensor g^ in terms of X». Writing (1.7) as d(X ¦ djX ^g^g^d^X ¦ d^X and

taking determinants on both sides, we find that (1.6) is equivalent to the Nambu-Goto

action (1.4). Thus (1.6) provides the simplification we sought.

Several things should be remarked about the equivalence between (1.4) and (1.6):

i) The free propagation of a string in M is described by a free two-dimensional field

theory.

ii) The actions (1.4) and (1.6) are both invariant under arbitrary reparametrizations £' —?

/*(£) of the surface, under which

m - difkd}fegkt (1.9)
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The form (1.6) of the action gives the minimal coupling of d two-dimensional scalar

fields X» (ß 0,..., d — 1) with two-dimensional gravity.

iii) The energy momentum tensor T{j in (1.7) is traceless with respect to g;p gl]Tij 0.

This tracelessness reflects the local Weyl invariance of the action (1.6). If we rescale

the metric as

9ij - e*{a'T)9ij (1.10)

we find that yfgg%1 remains unchanged. This is true only in two dimensions.

Thus, classically, the action has three types of symmetries: diffeomorphism or repar-

ametrization invariance, local Weyl or conformai symmetry, and the space-time symmetries

depending on the isometries of the metric r/^. For instance, if M is the standard

Minkowski space, the action enjoys d-dimensional Poincaré symmetry: Jf —> A VXV + W

where A„ is a Lorentz transformation.

We have just met conformai invariance for the first time: it will play an important role

in subsequent lectures. We have learned that string theory is described by the coupling of

a conformally invariant field theory (CFT) to two-dimensional gravity.

The simplest topology of the world-sheet is a cylinder. In this case, the space-time

picture of string propagation is shown in figure 1.2 and the sum over all embeddings with

this topology describes the propagation of a free string. For this simple topology, we can

use the diffeomorphism invariance to fix y/ggij rjjj, the Minkowski metric on the cylinder:

r]TT 1, r\aa —1, r]TCr 0. In this gauge (the conformai gauge), the action (1.6) looks

particularly simple:

S ~ j drda (X2 - X'2) (1.10)
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and the equations of motion in this gauge are those of a free scalar field on the cylinder.

TA

Figure 1.2. Propagation of a free closed string.

For future reference, it is convenient to consider the dynamics of the theory on the

punctured complex plane C* C — {0}, in order to exploit the power of complex analysis.

We do this by first Wick-rotating the time r to euclidean time, and then using light-cone

co-ordinates:

a r + a —? — i(r + ia) —iw

a~ r — a —* —i(r — ia) — iw
(1.11)

The metric element is thus ds dr — da da+da~ —dwdw, and the null geodesies

are the straight lines a =constant, for which ds 0. The causal structure is thus

preserved by any transformations of the form a+ —* /(c+), a~ —> g(a~). Since both /
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and g are arbitrary, the conformai group is twice infinite-dimensional.

+ 00

W

00

lzl=1 (X=0)

Z=e w 00

Figure 1.3. Conformai mapping of the cylinder to the punctured complex plane.

It follows from (1.11) that Fourier expansions in. t A a become expansions in ew (ew).

We may now implement the conformai transformation

(1.12)

The lower end of the cylinder r — 00 is mapped to the origin of C, and r 00 is

mapped to the point at infinity (of the Riemann sphere). Hence this conformai transformation

maps the cylinder to the sphere with its standard conformai structure and with

both the North and South poles (z 0, 00) removed. Fourier expansions in the original

variables a become Laurent expansions in the variables z and z. This description in

terms of (anti)holomorphic co-ordinates is useful because the equations of motion following

from (1.10) imply

d+d-X» 0 (1.13)

dr&rXi* 0 (1.14)
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whose most general single-valued solution is

X* q» - ip» log ]z]2 + i Y ^fa-" + i Y ^z~n (1.15)
^—' n *—' n
n^O n/0

In this expression, q» describes the location of the string's center of mass and p» its total

momentum, whereas the oscillator modes an (respectively àn) describe the left-moving

(respectively the right-moving) string excitations.

In holomorphic co-ordinates, the energy-momentum tensor has components Tzz, Tjj
and Tzj T-% z. The tracelessness of T{j implies

TZ-Z=Q (1.16)

and the conservation of energy and momentum can be written as

d,Tzz + dzTzz 0

9zT?? + %T2l 0

which, combined with (1.16) imply

(1.17)

d,Tzz 0

(1.18)
dzT-z-z 0

In words, this means that T Tzz (respectively T Tjj) is a holomorphic (respectively

anti-holomorphic) function in C*. Hence, we may Laurent expand T:

T(z) J2 Lnz-"'2 (1.19)

nez

and similarly' for T. The factor z in (1.19) has a simple explanation in terms of the

conformai mapping (1.12). In the original cylinder co-ordinates, T is a quadratic

differential i.e., Twwdw is a scalar. After implementing (1.12), dw dz/z and therefore

dw2 dz2/z2 giving rise to the overall factor of z~2 in (1.19). Similarly, a general tensor

¦ From now on, we shall write explicit formulas only for the holomorphic part of the theory;
the anti-holomorphic equations are completely analogous.
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Tw—ww-w °f type (j, j), with j holomorphic and j anti-holomorphic indices, will contain

an overall factor of z~l~K

After quantization, the coefficients Ln satisfy the celebrated Virasoro algebra.

Geometrically, these operators generate (through Poisson brackets in the classical theory or

commutators in the quantum theory) the algebra of infinitesimal conformai transformations

z -> z + ezn+1 z + evzn(z) (1.20)

The vector field vz(z) may have poles or zeroes only at z 0 or oo. It is clear that, if

d^T(z) 0, then also djznT(z) 0, and hence znT(z) is the local density of the Noether

charge implementing (1.20) on the space of states. In field theory, we usually compute this

charge by integrating on the r 0 surface. In holomorphic co-ordinates, r 0 corresponds

to the circle ]z\ 1. Therefore, the charge is given by the contour integral

Ln=<f zn+lT(z) (1.21)

Here and throughout, § stands for § 4§i- Since T(z) is analytic in C*, Ln is shown to be

conserved by a simple contour deformation argument (see figure 1.4).

\ /\
Z

\/

Figure 1.4. Two different integration contours for Ln.

On the z-plane, time evolution is equivalent to radial evolution. Constant r "surfaces"

correspond to circles centered about the origin \z\ er. Consider two homologous (i.e.,
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smoothly deformable into each other) contours C and C' and the annulus A bounded by

them. As long as no sources of energy or momentum are present in A, the analyticity of

T implies that

Ln= I zn+1T(z) I zn+1T(z) (1.22)
JC JC

For the special case of C' a circle concentric with C {]z\ 1}, this is the statement that

the charge is time-independent. Notice, however, that we have a much larger symmetry,

since Ln will not change as long as C' is homologous to C. This large symmetry is a

reflection of the conformai invariance of the theory.

The transformations associated with L±\ and Lq are especially significant. They

generate the so-called Möbius transformations

z —? : a,b, c, dgC, ad — be 1 (1-23)
cz + d

which are the conformai automorphisms of the sphere onto itself. The infinitesimal generators

for these transformations are

L_l: z —» z + e_i

Lq: z^(1 + sq)z (1.24)

L\ : z —> z + e\z

which are indeed infinitesimal translations, dilatations and special conformai transformations

respectively. From these relations and the analogous anti-holomorphic ones, we learn

that Lq + Lq generates time translations r —> r + e, and Lq — Lq generates rotations

a —> a + e'.

The algebra satisfied by the infinitesimal generators of conformai transformations

vn -Zn+14- (!-25)
dz

is given by

[vn, Vm] (n - m)vn+m (1.26)
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where [, ] is the commutator of the vectors (1.25), viewed as differential operators. After

quantization, we may ask whether the representation'

v -> T(v) I v(z)T(z) (1.27)

still satisfies (1.26) This is not necessary, and in fact it is not the case.

Notice, first of all, that the states in quantum mechanics are represented by rays in a

Hilbert space. Therefore, in general we will have a projective representation of (1.26):

[T(v),T(w)] T([v,w]) + c- number (1.28)

From a mathematical point of view, we can determine the general form of the central term

as follows. Since vn is represented by Ln, we can write (1.28) in full generality as

[Ln, Lm] (n- m)Ln+m + cn,m (1.29)

The antisymmetry of the commutator and the Jacobi identity imply

Cn,m ~Cm,n

(n - m)cn+mk + (m- k)cm+kn + (k - n)ck+nm 0

The general solution to these equations is

(1.30)

Cn,m (anZ + bn)6n+mfi (1-31)

Furthermore, it is possible to redefine the generators in such a way as to make b —a.

We want to keep explicitly the SL% symmetry of the theory: since L±\, Lq generate

the conformai automorphisms of the sphere, we effect the redefinition so that cm,n 0,

m,n £ {—1, 0,1}. Mathematically, cmin is a cocycle, and (1.30) are the cocycle conditions.

The solution cmin bn6m+n o is a co-boundary. The geometrical meaning of this co-cycle

can be found in [20].

' The tensor is Tzz, and the vector is vz, so vzTzz is a one-differential whose contour integral
is well defined.
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The other reason why one expects a central extension has to do with the positivity of

the Hilbert space. It is conventional to write (1.31) as

cn,m -^(n3 - n)6„+mtQ (1.32)

so that the algebra (1.28), known as the Virasoro algebra, takes the form

[Ln, Lm] =(n- m)Ln+m + rfa™3 - ™)<Wn,0 (1.33)

The translationally invariant ground state satisfies the so-called Virasoro conditions

Ln |0) - 0 n > -1 (1.34)

Using (1.33), we can compute the two-point function of T(z) on the SL2 invariant state

]0). A simple computation yields

c/2
(T(z)T(O) 77^4 (L35)

We can use T(z) to construct some physical states in the Hilbert space, and (1.35) can be

interpreted as the scalar product for these states. If c was either zero or negative, then

the theory would not satisfy the positivity requirement on the Hilbert space. We will see

some examples of conformai field theories in lecture 2. We remark only that every free

massless scalar field contributes a unit of c. Hence, in our previous example we have a

conformally invariant theory in two dimensions described by the fields X»(a, r). If there

are d dimensions, the total contribution to the central charge c is d. This allows us to

define in string theory a generalized notion of dimension. We can identify the "dimension"

of a unitary conformai field theory as the value of its central extension of the Virasoro

algebra.!

So far, we have only considered the propagation of a free string because we have concentrated

only on the cylindrical topology for the world-sheet. We are following, by analogy,

' For theories which are not unitary, the generalized dimension is d c — 24/im;n where hm[n
is the minimal conformai weight of all the primaries in the theory. In the unitary case,
"min — "•
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the first quantized formulation in quantum field theory. Using Feynman's path integral

formulation of quantum mechanics, we can give a general (perturbative) prescription for

the computation of an arbitrary n-point function. For simplicity, we analyze the case

of a scalar field theory with a \<j> interaction. We can define a diagrammatic algorithm

to evaluate the Green's functions. Suppose, for instance, that we want to compute the

four-point function. We draw all possible networks joining the out-going and in-coming

lines in such a way that we allow a total of only three lines at each node of the network,

with strength i\. Furthermore, apart from the initial and final points, we integrate over

the position of the nodes in the network. Each straight segment between nodes contributes

also a factor equal to the free propagator Kq(x, t\x',t'). The sum over all such networks

yields the probability amplitude between the initial and final states. From a field-theoretic

point of view, the previous rules are nothing but the Feynman rules in configuration space.

Figure 1.5 represents schematically the free scalar propagator, whereas in figure 1.6 some

contributions to the four-point function in a \<f> theory are shown.

x,t x*,t'

• •
K0(x,t)(x\f)

Figure 1.5. The free propagator is computed by summing over all possible paths
joining (x,t) and (x ,t each weighted with the free classical action for the path.

From the path integral point of view, the graph in figure 1.5 means that we sum over all

paths between (x,t) and (x',t') without any branching. In string theory, the line between

(x,t) and (x',t') is replaced by a cylinder between two configurations C and C' of the
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strings, as in figure 1.1. Similarly, the lines in figure 1.6 are thickened to become tubes.

x2 X3

CA

XT'

Figure 1.6. Some contributions to the foui^-particle amplitude in a \<j> theory.

At this elementary level, we can already see some non-trivial differences between

particle theory and string theory. Quite generally, a local and relativistically invariant field

theory can have interaction vertices (the nodes in the network) with arbitrary complexity.

In principle, any number of lines can be in-coming or out-going. This would describe a

<t>n vertex if the total number of lines at the vertex were n, because the branching of the

network is seen at the same space-time point by all observers. This is not the case in string

theory, however. First of all, notice that any space-time string diagram can always be split

into components made up of the free string propagator and a three-pronged vertex. Some
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illustrative examples are shown in figure 1.7a and b.

(a)

QZJ

D
(b)

oax Cfa
Figure 1.7. Decomposition of some string diagrams into propagators and three-point
vertices, (a) Tree-level contribution to the four-string amplitude, (b) Two loop
contribution to the string two—point function.

We can describe the three-string vertex in terms of a time history, as in figure 1.8.

The breaking of one string into two occurs locally at the point P. Even though the

strings are extended objects, they interact only locally; and yet, the breaking point P is

different for different observers. The reader can easily convince herself/himself of this by

drawing a few space-time diagrams of the vertex for different observers. This feature is

also responsible for the high degree of uniqueness of the possible interaction vertices in the

theory of relativistic strings.

cz^
Figure 1.8. Snapshots of the string vertex in Figure 1.7(b).
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We can associate a genus to the string diagrams of figure 1.7a if we think of the graph

as a topological surface: the expansion in genus (number of handles) is equivalent to the

expansion in powers of % in quantum field theory.

To summarize, we have learned that in the first quantized approach to string theory

we must consider a conformai field theory with a given value of c, and then sum over all

possible surfaces interpolating between some given initial and final states.

We now outline Polyakov's approach [21] to the quantization of string theory (see also

[22] and the references at the beginning of this section). In our previous arguments we

have dealt mostly with the classical theory of strings. When we quantize them, we find a

number of complications which allow us to understand the difference between critical and

sub-critical strings. The Nambu-Goto action (1.4) was written in a simpler form in (1.6)

by introducing the two-dimensional metric </;,• as an auxiliary field. Both (1.4) and (1.6)

are invariant under arbitrary reparametrizations of the two-dimensional world-sheet. We

also found the classical action (1.6) to be invariant under Weyl rescalings (1.9). When

we quantize using path integrals, we have to sum not only over the embedding variables

X»(a,r) (or any other variables describing the two-dimensional conformai field theory

living on the string world-sheet) but also over the metric </,-,-. To avoid over-counting, we

have to "divide" the integral by the volume of the group of diffeomorphisms of the two-

dimensional surface. Classically, one would think that the volume of the group of Weyl

transformations should also be divided out. This is a dynamical issue. We can think of

the Liouville field 4>(a,T) in (1.9) as another field in the theory. When we quantize the

theory, two things may happen:

i) The Liouville field decouples completely. Then it is legitimate to divide out by the

Weyl group because (1.9) is a true symmetry of the full quantum theory. When this

happens, we say that the string theory is critical. For bosonic strings, this requires

c 26.
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ii) The Liouville field does not decouple at the quantum level. The Weyl transformations

cannot be divided out and the string theory contains the coupling of the conformai field

theory to the Liouville field. In this case, we say that the string theory is non-critical.

We will see further ahead that, in order to solve the string theory in this case, one

needs to know how to solve the quantum Liouville theory. Unfortunately, it is not yet

known how to do this in general.

We can write formally the vacuum-to-vacuum amplitude (the cosmological constant)

in string theory as follows:

z-p7i^77)/(M")eiSM (L36)

First in (1.36), we sum over the different topologies of the world-sheet: sphere, torus,

double torus, etc. In two dimensions, a closed oriented surface is completely characterized

topologically by the genus or number of handles h. The parameter A is a loop-counting

parameter. For each topology, we sum over all possible embeddings (the DX1* integral)

and over all possible metrics in that fixed topology, modulo diffeomorphisms. This explains

the factor Vol(Diff).

fa) ^cv "<=y

h=0 h=1 h=2

Figure 1.9. The first three topologies contributing to the sum in (1.36).

The prime in the integration over g^j in (1.36) distinguishes between critical and sub-

critical strings. In the critical case, we still have to divide by the volume of the Weyl group,

and the integration over geometries simplifies drastically: it reduces to a finite-dimensional

integral. A two-dimensional metric has three independent components g\\, g\2 and #22- A
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general diffeomorphism depends on two arbitrary functions. The Weyl rescaling provides

another arbitrary function. It can be shown that any metric </,j on a Riemann surface E

can be written in the form

g e+rW)) (I-37)

where /* represents the action of a diffeomorphism, and e* is a Weyl rescaling. The

parameters £,- are known as the moduli of the surface. The sphere has no moduli, the torus

has one complex parameter and, for genus h > 1, the number of complex moduli equals

Zh — 3. In (1.37), g(t) represents some slice in the space of metrics cutting once each orbit

of the group of diffeomorphisms and Weyl transformations. Hence, for critical strings, the

integration over geometries is reduced to integration over the moduli space of Riemann

surfaces. This is a difficult mathematical problem, but certainly simpler than solving the

quantum Liouville theory necessary for sub-critical strings.

Once (1.36) has been reached, it is clear why string theory can be thought of as a

theory of random surfaces. We would like to be able to evaluate (1.36) and also to obtain

non-perturbative information about the theory. In order to do this, we have to be able to

define the different pieces in (1.36) in a non-perturbative way. One possibility (perhaps

the only one known) is to discretize the problem. We can replace the conformai theory by

a statistical mechanical system at criticality, and the sum over metrics can be replaced by

a sum over random triangulated surfaces of arbitrary topology. In the continuum limit of

this approximation, one should recover a model for (1.36).

In general, one would imagine that solving a spin system on a random lattice should be

much more difficult than studying it in the continuum. The big surprise at the end of 1989

was that for some sub-critical strings (with c < 1) it is possible to obtain exact expressions

for (1.36). More precisely, the partition functions were found to satisfy some non-linear

ordinary differential equations intimately related to the KdV hierarchy. It is still mysterious

why complicated objects such as (1.36) are related with the theory of integrable models.
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In these lectures, we will attempt to explain how (1.36) can be computed exactly starting

with random triangulations and using the double scaling limit, simultaneously discovered

last year by three different groups: E. Brézin and V. Kazakov in Paris, M. Douglas and

S. Shenker at Rutgers, and D. Gross and A.A. Migdal at Princeton [6,7,8].

This will require us to review first some aspects of conformai field theories, of large N

matrix models as an efficient method to generate random lattices, of the theory of integrable

systems, and of two-dimensional gravity. It is also quite surprising that on random lattices

one can often obtain more results than on an ordinary square lattice. In 1988, Polyakov

[1] and Knizhnik, Polyakov and Zamolodchikov (KPZ) [2] were able to obtain the exact

critical exponents of the minimal conformai theories coupled to two-dimensional gravity.

In other words, they were able to obtain exact information about the behaviour of some

conformai field theory coupled to the Liouville field. Since this work sheds a lot of light

on the issues of string theory, we shall present the results of KPZ in this course.

Before leaving this quick introduction to string theory, we would like to mention in

passing that the scattering processes involving string excitations of critical strings can be

represented in terms of expectation values of vertex operators. A pictorial argument can

be given as follows. Consider the four-point scattering amplitude in figure 1.10, where the

incoming (respectively outgoing) lines come from the past (respectively future) asymptotic

region. By a conformai transformation we can map figure 1.10 into a sphere with four

distinguished points (figure 1.11).

Hence, it is plausible that the string excitations can be represented by local operators

on the world-sheet. In the case of the bosonic string, these operators take the form

V(k,z) P(dX)eik'X" (1.38)
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where P(dX) is a polynomial in the derivatives of X».

Figure 1.10. Tree-level contribution to the scattering of two strings.

Figure 1.11. A conformally equivalent description of figure 1.10.

1.3. General Remarks

We would like to close this lecture with some comments about other aspects of the

statistics of random surfaces. The string action we considered above contained only the

area of the embedded surface. In the language of the renormalization group, this term

is strongly relevant and should be the leading term in the infra-red description of the

theory. Nevertheless, other terms should also be important in the study of phenomena

involving random surfaces in the research domains of interfaces, biophysics, molecular
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membranes, etc. In many statistical models in three dimensions one can easily see that

the understanding of fluctuating surfaces should play an important role in the classification

of universality classes.

As a typical example, consider the three-dimensional Ising model. By a duality

transformation, it can be transformed into a Z<i gauge theory [23]. Indeed, consider a three-

dimensional square lattice and associate with each link £ a variable a^ taking values ±1.

If we want to make the theory invariant under Zi gauge transformations, we write the

analogue of the Wilson action and obtain a partition function

Z 2-3*;£exP/?5>(dp) (1.39)

were a(dp) stands for the product of the four link variables around the plaquette p, and

Y^p is the sum over all plaquettes of the lattice. Expanding the exponent and using the

fact that a (dp) 1, we obtain:

Z 2_3Ar J2 JJ cosh /3(1 + <r(dp) tanh/3) (1.40)
{<rt} V

The summation over a^ gives either 0 or 1 according to the parity of the power of a£ in

each term in the expansion of the product. Each contributing term can be represented

geometrically as a closed surface which may self-intersect. However, each plaquette

belonging to the surface may appear only once, and at most four plaquettes may share the

same link. Hence

Z (coshß)3N Y, (tanhßT (I-41)
closed

surfaces

Here, n is the number of plaquettes making the closed surface.

A closed surface is also characterized by the different volumes it separates. By duality

in three dimensions, a cube in the direct lattice L is associated to a site in the dual lattice

L*; this site can be visualized at the center of the original cube. Similarly, a plaquette is

dual to a link. To write n in (1.41) more conveniently, we define a new variable s,- associated
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with the sites of L*. The value s,- +1 corresponds to the cube being exterior to the closed

surface, and s,- — 1 for a cube belonging to the inner volume. Each configuration of {s,},

defined up to a global sign, is in one-to-one correspondence with each closed surface. Since

a plaquette belongs to the closed surface when the two Sj's joined by its dual link have

opposite signs, we can write

n \ E o- - sisj) (L42)
<i,j>

where the notation < i,j > stands for pairs of nearest neighbour sites. Replacing (1-42)

in (1.41), we obtain

Z ì(cosh/3)3iV(tanh/3)37V/2 £ e-ilo8tanh"£<U> s<s> (1.43)

M
The overall factor of ^ is due to the overall sign ambiguity in relating closed surfaces to

dual spins s,-.

Thus for the free energies

Hß) *W/n + |logsinh2/3 - ìlog2 (1.44)

with

ß* -_ì log tanh ß (1.45)

or, equivalently,

sinh20sinh2/3* l (1.46)

Therefore, in the high-temperature phase of the three-dimensional Ising model, the

partition function can be written as an expansion in random surfaces of some special type.

From a more phenomenological point of view, one could try to derive the generic action

describing a theory of fluctuating surfaces by taking into account not only their area but

also their bending in ambient space (for details and references, see the contribution by
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F. David in [24]). As before, let Jf describe the embedding of the surface in some D-

dimensional space. So far, we have only used the area in the induced metric,

9ij diX ¦ djX (1.47)

Some additional possibilities are offered by the extrinsic curvature tensor

ffjjj DiDjX» (1.48)

and the intrinsic Ricci scalar

R K\ ¦ Kj - K) ¦ K\ 1.49)

With these three ingredients, we can write the most general action

5 A J d2a^ß +^j d2Oy/gK\ ¦ K\ + ^J d2a^R (1.50)

By dimensional analysis, A has dimension of (mass) while k and 7c have dimension zero

and are marginal parameters. In the study of the large distance properties of the surface,

any other terms are irrelevant.

Depending on the embedding dimension, other terms may be added. For example, in

D 4 a two-dimensional surface will self-intersect only at points. We may add to the

action a term proportional to the self-intersection number of the surface. This topological

term would be analogous to the 9 term in four-dimensional non-abelian gauge theories.

The action (1.50) was introduced by A.M. Polyakov to study the "fine structure" of

strings and to make contact with the confined phase of four-dimensional gauge theories.

In the context of statistical mechanics, (1.50) had been considered before in the study of

membranes and vesicles. The coefficient k is known, in this context, as the bending rigidity

modulus, and «f as the Gaussian rigidity modulus. The coefficient A is the two-dimensional

cosmological constant, and when the area of the surface is not fixed, it can be thought of

as the chemical potential of surface elements.
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The correlation length £ is known as the persistence length. It is a non-trivial problem

to determine whether the surface will be crumpled (finite £) or flat (infinite f). At long

distances (i.e., bigger than the persistence length) there are general arguments which

suggest that the effective theory is controlled by the cosmological term in (1.50) plus

the action (1.6). In this case, an important critical exponent is the string susceptibility

obtained by counting the number of configurations n(A) of a surface with fixed area A.

For D < 1 it was shown by KPZ [2] that

n(A) oc A~l-zek°A (1.51)

with

7 ^ [D - 1 - V(D - l)(D - 25)] (1.52)

for a surface of spherical topology. This and many other impressive results obtained

by KPZ generated a good deal of activity which led to the construction of exact solutions

to string theory for D < 1. In (1.51), A0 is the critical value of the cosmological constant.

Another example where random surfaces play an important role is gauge theory in four

dimensions. In these lectures we concentrate on the theory of sub-critical strings, and we

shall not dwell on other subjects where fluctuating surfaces show up. It should be clear,

nevertheless, that any advance in the study of D > 1 string theory is very likely to provide

useful information on three-dimensional critical phenomena and on four-dimensional gauge

theories. As we shall see, at D 1 the Liouville theory enters a strong coupling regime

which has not yet been characterized in any detail. It is actually quite possible that the

surfaces stop behaving as two-dimensional objects at large distances.
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2. Conformally Invariant Theories

2.1. Preliminary Technicalities

The reason why scale-invariant field theories in D 2 are very special is because the

conformai group in two dimensions is infinite-dimensional. A useful preliminay result in

the study of conformai field theories is to prove that in any relativistically (or euclidean)

invariant field theory, scale invariance implies automatically conformai invariance. The

basic reference in conformai field theories is [25]. More thorough reviews than the one

presented in this and the following lecture are for example [26, 27, 28,29].

Let Qfn, be the energy-momentum tensor of the theory. It can be obtained via

Noether's theorem or else by placing the theory in an external gravitational field, computing

the functional variation of the action with respect to the metric, and evaluating the

result at the trivial metric:
1 A.<?

(2.1)

The energy-momentum tensor generates co-ordinate transformations in D dimensions.

Given a vector field V, we can construct a current

Jp(V) VQup (2.2)

If the energy-momentum is conserved (we assume so), the current j^ will be conserved

provided

fyi" (dllV„)&iV + Vvdltemuv i(0„F„ + dvVli)&tv 0 (2.3)

Therefore if

dpVv + dvVp 0 (2.4)

then the current jfi(V) is conserved.

Particular examples of this method are given by infinitesimal translations and Lorentz

transformations. For dilatations or scale transformations, the vector field is V» x» and
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the dilatation current is

D„ » x'e^ (2.5)

It follows that

dpDi* 6/ (2.6)

and dilatations are a symmetry of the theory as long as the energy-momentum tensor is

traceless.

If the theory is scale-invariant i.e., if Q^ 0 and 9/J0'"/ 0, we now prove that

the theory is invariant under all the conformai transformations. For a generic metric, a

conformai transformation is a change of variables characterized by the equation

gliV(x')dx'fidx'v ü2(x)g,lt,dx'idxv (2.7)

In other words, the angles are preserved. Infinitesimally, ft 1+A(x) and x'P x,1+Vlx(x).

A simple computation then yields

3„V„ + dvVp - ^VpvdaV* 0 (2.8)

where we have restricted the computation to the flat space-time metric.

The solution to (2.8) when D > 2 is

Vß bß+ u^x" + Xxfi + (c ¦ x)xfi - -c^x (2.9)

with Up,, —u)vfl. If V/i satisfies (2.8) and Q£ 0, then

d^VvS"") dpVve"" \ (d^Vv + a,v„ - ^npvdavA &lv o (2.10)

For a Minkowski space of signature (p,q), it is left as an exercise to verify that the

generators (29) satisfy the commutation relations of the Lie algebra SO(p +l,q + 1). Hence

for D > 2, when scale invariance is promoted to conformai invariance, D more symmetry

generators appear.
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For D 2, using the light-cone co-ordinates (1.11), the equation (2.8) reduces to

d+V+ d-V- 0 (2.11)

yielding an infinity of solutions

V+ V+(a~) V-=V-(a+) (2.12)

This can be understood easily if we write the two-dimensional Minkowski metric ds

dr — da2 in terms of cfa:

ds2 da+da~ (2.13)

If we make a transformation

a+-*f(a+) a--,g(a-) (2.14)

it is clear that

ds2 -, f'(a+)g'(a-)ds2 (2.15)

and therefore the angles and the light-cones are left invariant. After Wick-rotating a

as in lecture 1, we find arbitrary analytic redefinitions of w, w. Since the cylinder is

conformally equivalent to the sphere minus two points (z 0 and oo, the South and

North poles), using the z, z variables (1.12) the generators of conformai transformations

are vector fields

Vn{z) zU^Tz (2-16)

with poles only at z 0 or z oo depending on the value of n.

When D > 2, the conformai group is bigger than the euclidean group (or the Poincaré

group, depending on the signature) but it is nevertheless a finite-dimensional group, actually

not very useful in the computation of correlation functions and anomalous dimensions

either in critical theories or in field theory. In D — 2, we shall see that conformai invariance

is extremely useful and, in some cases, strong enough to allow us to compute all correlation

functions.
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2.2. Scale Invariance and the Renormalization Group

One of the major advances in our understanding of critical systems has been the

renormalization group. Two of the basic results are the scaling laws by which all critical

exponents of a given system can be expressed in terms of a smaller number, and the principle

of universality according to which large classes of microscopic hamiltonians share the

same critical behaviour. There are many good books and reviews on the renormalization

group in the literature, see for instance [30,31]. We will only stress some of its most salient

features.

The problem of co-operative phenomena in condensed matter physics is a difficult

one. It is rather surprising to find that, out of microscopic hamiltonians with short-

range interactions, one can obtain phenomena with infinite correlation length. This is

what happens at criticality. For some special models, an exact derivation of their critical

behaviour has been obtained: the two-dimensional Ising model, the six-vertex model, the

eight-vertex model, the hard hexagons, and some generalizations thereof [32]. All these

models describe two-dimensional systems. Their partition functions, as well as many of

their critical exponents, are known. In the exactly solved models, one can test some of the

hypotheses of the renormalization group and also obtain further insights into the hidden

symmetries which are responsible for the exact solvability: Yang-Baxter equations [32],

quantum groups, etc.

From a more realistic point of view, the existence of exactly solved models (in two

dimensions) is not very helpful in understanding the many features of co-operative phe¬

nomena. The renormalization group provides a symmetry which allows us to obtain useful

information about the macroscopic behaviour of critical systems without the need to

know how to solve them exactly. This is a common case in physics. The hamiltonian

of the strong interactions describing nuclei and low-mass baryons and mesons is neither

completely known nor solvable. Nevertheless, since strong interactions are approximately
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SU(3) flavor symmetric and the electromagnetic interaction is proportional to the third

component of isospin, we can understand many features of the hadron spectrum without

having to solve the theory completely. A similar argument can be made in atomic physics

beyond the hydrogen atom. This "symmetry" approach to critical systems is provided by

the renormalization group, which consists essentially of two transformations:

i) Kadanoff's block spin transformation;

ii) Rescaling to the original lattice size.

Imagine we start with a .D-dimensional lattice with L sites (L very large) and lattice

spacing a. For simplicity, let <f>(x) be a continuous set of variables describing the lattice

degrees of freedom whose interactions axe described by the hamiltonian iT[<^]. (The

assumption that (f>(x) is a continuous variable is irrelevant, the same arguments go through

for discrete variables.) We may Fourier-transform the field 4>(x):

<t>(x) L'0'2 £ 4>(k)eikx (2.17)

|*|<A

where A is a cut-off, given for a square lattice by the boundary of the Brillouin zone 7r/o.

Regardless of whether the hamiltonian H[</>] is fundamental (say the exact hamiltonian

describing the interactions between the atoms in a solid) or it is already a simplified

model, the restriction \k\ < A means that we are not interested in describing details of the

system at lengths shorter than ~ A The Kadanoff transformation allows us to thin out

systematically the fast (or microscopic) degrees of freedom by integrating out the modes

with momentum in the shell A/s < k < A. In terms of the Fourier components, this leads

us to an effective hamiltonian for the degrees of freedom with k < A/s:

e-HA/.lW Jl d<t>(k)e-HWIT (2.18)

A/s<k<A

In principle, no information is lost in this transformation, as long as we are interested in

very low wave-numbers (long distances). We can define these transformations as

HA/s[</>] RsH[<t>) (2.19)
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If we work in real space, we can divide the lattice in blocks of size sa, each containing s

variables. Then we can define an average variable in each block:

<f>(x)=S-1 Yr M t2'20)

y in block x

For the coarse-grained variables,

e-H>MT=[[dt]Y[sL(x)-s-° £ 4iv))e-HWT (2.21)
x \ y in block x

the new theory is defined on a lattice with (L/s) sites and latttice spacing sa. We can

define Rs, Rsi for different s and 5', and we can easily check that

RsRsi — Rss> (2.22)

whereby renormalization operations do form a semi-group.

Notice that after a few steps like (2.20), even discrete original variables would become

effectively continuous. If, for instance, <j)(y) ±1, then the block variable can take s +

values between —1 and +1. When s increases, </> becomes for all practical purposes a

continuous variable.

The second step in the renormalization group is to relabel the variables and rescale

back to the original size. This means to change 4>(x) —? \s<f>(x/s), which is a scale

transformation. Steps i) and ii) can be implemented simultaneously if the ^-function in (2.21)

is replaced by

« As^)-s-ß Y, *(V)) (2-23)

\ y in block x j
The factors As satisfy a functional equation as a consequence of (2.22):

ASAS, Ass, (2.24)

with solution

As hs (2.25)
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Although the lattice shrinks in size, we shall assume that L is large enough that we do

not have to worry about finite-size or edge effects. When we study bulk properties of the

material, we shall take L —? oo i.e., the thermodynamic limit.

In our simplified discussion, only one field variable was considered. More generally, the

renormalization group tranformation will transform the original fields <j>i(x) into a new set

with a linear relation of the form

U^)^YMi}(3)Mx/s) (2-26)

j
The fields (f>j(x) which diagonalize the matrix M(s) are called scaling fields:

cf>j^>shi<f>j(x/s) (2.27)

The exponent hj is the scaling dimension of the field 4>j. These dimensions are intimately

connected with the critical exponents.

Similarly, if we could also define rotations on the <j>; fields, we could also associate a

spin to them:

<j>j(x) -» eUi94>j(Rglx) (2.28)

where Rq stands for a rotation through an angle 6 about some axis.

It should be clear from steps i) and ii) that, if on the original lattice the correlation

length is £ (in lattice units), after applying Rs it will reduce to Ç/s. The correlation length

£ is determined by looking at the long distance behaviour of two-point functions

(<Kx)<K0)) ~|«H» ^~m (2-29)

It should also be mentioned at this point that the scaling fields represent the order

parameters. As we approach the critical temperature \T — Tc\ —? 0, the critical exponents

follow from hj. At the critical point the correlation length goes to infinity £ —> oo.

Now we can understand qualitatively why the system is scale-invariant at the critical
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point. In second-order phase transitions, the correlation length of the fluctuations diverges.

Mathematically, the scale £ is taken to infinity. In the renormalization group, however,

we have been thinning out the degrees of freedom and it is plausible that at criticality the

memory of microscopic lengths is lost, hence the physical phenomena in this region have

no scale and become scale—invariant.

There is a nice way to illustrate the renormalization group. Imagine that we have a

very powerful microscope which we use to look at the most minute details of a system. In

the microscope picture we see the arrays of atoms, etc. If we gradually lose magnification

power, and the sample is large enough, it will appear as if it was receding from us.

Eventually, we will lose all knowledge of the microscopic details and the macroscopic structures

will appear (domains in ferromagnets, droplets in liquid-gas transitions, etc.)

From the previous arguments, it should be clear that one needs to study the fixed

points of the renormalization group transformation in order to obtain information about

the critical behaviour. In other words, we look for hamiltonians satisfying

RSH* H* (2.30)

Since in the renormalization group transformations we always rescale to the original lattice,

we can picture the iteration of Rs as a trajectory in the space of possible hamiltonians.

This is perhaps not very precise mathematically, but quite clear physically. Starting with

some initial Hq, we obtain a sequence Hq, RsHq, R2Hq, which we can approximate as a

flow in the space of coupling constants. If A (\\, X2, ¦ ¦ ¦) stands for the coupling constants

of the problem, then the action of the renormalization group generates a trajectory \(s).

Suppose we can find a fixed point of Rs:

Rs\* A* (2.31)

true for any value of s. The fixed points may be discrete or form subvarieties in coupling

constant space. One defines the critical surface of the fixed point A* as the subspace of
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A-space having the property that it contracts under Rs to A* as s —-> oo:

lim Rs\ A* (2.32)
s—»oo

All points of the critical surface are eventually driven to a fixed point. In the neighbourhood

of A*, we can linearize the renormalization group transformation. If A is close to A*, we can

write formally A A* + S\ and for the transformed point A' A* + SX'. Hence, A' RSX

becomes

SX' RSSX (2.33)

with the linear operator

(2.34)(R) -dX'i
A=A*

The eigenvalues and eigenvectors of this matrix will determine the scaling behaviour near

A*. The eigenvalues are of the form si, and we can expand SX in the basis of eigenvectors

ej, SX ^2j tjej- Under a renormalization group tranformation,,

SX' Y tj^ ej 't'j fjshi (2-35)

j
The parameters in the theory can be divided as follows:

Relevant when they grow as s increases; or

Irrelevant when they decrease as s increases; or

Marginal when they do not change as s increases.

The fundamental hypothesis linking the renormalization group with critical phenomena

is that at zero external field, X(TC, 0,...) is a point on the critical surface of a fixed point

A*. For example, in a ferromagnet the two important parameters are the temperature T

and the external magnetic field h. Then X(TC, 0) is at the critical surface, and it is driven

to A* as s —> oo, whereas X(T, h) is not on the critical surface if T ^ Tc or h ^ 0. In terms

of hamiltonians, we can rewrite (2.35) as

H(t) H* + Y tjHj (2-36)



Vol. 64, 1991 Alvarez-Gaumé 395

Similarly, the operators Hj can be classified as relevant, irrelevant or marginal. It is now

clear that, since X(TC) is on the critical surface, if T — Tc is very small, then RSX(T) will

move closer to A* as s —» oo. The critical dependence of X(T) as a function of (T — Tc) is

then determined by the spectrum of anomalous dimensions hj. Finding the hj is one of

the basic problems in the renormalization group approach to co-operative phenomena.

Remark 1) We saw in section 2.1 that any local field theory, invariant under the eu-

clidean roation group and scale transformations, is actually invariant under the whole con-

formal group. In an important paper that appeared in 1984 [25], A. Belavin, A. Polyakov

and A. Zamolodchikov (BPZ) made the hypothesis that scale invariance in two dimensions

should be extended to full conformai symmetry. Using this hypothesis, they were able

to compute exactly the critical exponents of many critical systems. In standard critical

phenomena, one has a finite number of order parameters. From the previous arguments

and using the BPZ hypothesis, one can ask if it is possible to classify all two-dimensional

conformai field theories with a finite number of primary fields. The question was answered

in the positive by BPZ; we will explain some of their results in lecture 3.

Remark 2) Partly motivated by the renormalization group, there has been a large

amount of research on dynamical systems and the theory of iterated maps. This permits

a rigorous study of many of the ideas of the renormalization group: universality classes,

types of fixed points, period doubling, chaotic behaviour, etc. In analogy with the

renormalization group, we can think of iterated maps as a discrete dynamical system. For

instance, one of the basic examples is provided by the map f(x) —ßx(l — x). The series

obtained by iteration x, f(x), f(f(x)) / (x), f (x), displays a very rich and complex

behaviour depending on the value of the coupling constant ß. This simple example exhibits

many of the interesting features of one-dimensional dynamical systems.

Remark 3) There are many situations where the ideas of the renormalization group

can be applied succesfully, such as brownian motions, self-avoiding random walks, poly-
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mers, and many other systems which can be described by "geometric scaling". Some

of these systems can also be described in the infra-red by (non-unitary) conformai field

theories.

2.3. Simple Consequences of Conformai Invariance

In the last part of this lecture we shall consider some simple properties of conformai

field theories. We will follow [25] and rely mostly on the properties of the Virasoro algebra

(1.33). The largest set of commuting generators is {Lq,c}. Since the central term is

fixed by the theory, we can label the states by their Lq (and Lq) eigenvalues. Recall that

(Lq + Lq) is the energy operator. To define the ground state, we look for the largest set of

compatible conditions we can impose on it. An examination of the commutation relations

(1.33) indicates that we can require Ln (n > —1) to annihilate the vacuum:

Ln |0) 0 n > -1 (2.37)

Since [Lo,.Ln] —nLn, it is reasonable to require that |0) be the lowest energy eigenstate:

this is precisely what (2.37) indicates. The simplest scaling fields are those transforming

as tensors under conformai transformations. If $, -r has scaling eigenvalues h, h, and we

consider two overlapping patches Ua, Un (with Ua fi Va ^ 0), the quantity $ ,-rdz dz is

invariantly defined:

^ldzitdza1 éPrdzìdA (2.38)
h,h h,h P P

which can be rewritten as

0>-*eN($Ht)* (2-39)
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Uß

uan up

Figure 2.1. Two overlapping patches on a surface.

Under an infinitesimal transformation z —» z 4- s(z),

-fc*M a« r/i,/i (2.40)

The anti-holomorphic transformations work similarly; from now on we shall not write

them explicitly unless needed. Since the energy-momentum generates conformai

transformations, we can write

a$, - ge
(2.41)

If we particularize to en zn+1, then T(e) Ln and

Sn* [Ln, $] Un+1Yz + Hn + l)zA $ (2.42)

Since r —oo on the cylinder corresponds to the origin of the z-plane, we can associate

a state to the field $/, by acting with it on |0) at z 0:

|fc) *A(0)|0) (2.43)

The state |0) is invariant under SLy transformations because L±\ and Lq annihilate it.

This is not the case for ]h); however with the help of (2.37) and (2.42) for n > 0 we obtain

Ln\h}=0 n>0

L0\h)=h\h)
(2.44)
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The states satisfying (2.44) are called highest weight states, and the representation generated

from ]h) by the L-n, n 1,2,... is denoted by V(h, c).

The Hilbert space of any conformai field theory can be split into representations of the

Virasoro algebra Vir and the anti-Virasoro algebra Vir:

H Q)V(h,c)®V(h,c) (2.45)

hjl

The states in V(h, c) other than \h) are known as descendant states.

A way of counting the number of states in V(h, c) is to introduce the character of Vir:

<*/>(?) trnM?io-c/24 (2.46)

with q e2T1T, and r a complex number (with Im(r) > 0). The constant term —c/24

will be explained further ahead. For the time being, consider it simply as an unusual

normalization factor. The states in V(h, c) are

|A) Lq h

L_l|A) Lq h + 1

Ll1\h),L_2]h) LQ h + 2 (2.47)

£_1 ¦ ¦ ¦ LJp \h) Lq h + ni + 2n2 + h pnp

Assuming that V(h, c) has a single highest weight vector (no null vectors at any level), one

easily obtains

XM'uàyy> l2AS>

because we can act on \h) with any power of L-p independently of the powers of any other

L_p/. It follows that the character (2.46) is formally equivalent to the partition function

of an infinite number of oscillators with energies En n. The total number of states at

level N (with Lq h + N) is just the number of partitions 7r(Af) which count the number
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of ways we can write N as a sum of positive integers. The denominator in (2.48) is the

generating function for tt(N):

n(l-«n)_1= 2>W«* (2-49)

n=l N=0

To the states in (2.47) we can associate fields, as follows. To the highest weight ]h} we

associate the primary field $(z), while to the descendants we associate products of T(w)

with $(z). More precisely, the state L-ni ¦ ¦ ¦ L-n \h) is created by the field

I (Wl - z)-"1+1T(«;i) I (u>2 - z)-"2+1T(w2) ¦ ¦ ¦ I (wp - z)-n»+1T(wp)$(z) (2.50)
JCx J C*2 J Cp

acting at the origin z 0, with the contours C\ D C2 D D Cp. The conformai

symmetry of the theory gives a one-to-one correspondence between fields and states.

A very useful way of relating equal-time commutators to operator product expansions

(OPE) is obtained as follows: consider two analytic fields A(z), B(w) and for arbitrary

functions f(z), g(w) construct

A(f)= if(z)A(z)

f (2.51)

B(g) - j g(w)B(w)

where the contours are circles around the origin, |z| 1 and |w| 1. To construct the

equal-time commutator [;4(/),-5(<?)]e.T.) write it as

[A(f),B(g))v.T.= I f(z)A(z)i g(w)B(w)-l g(w)B(w) I f(z)A(z) (2.52)

This can be visualized as in figure 2.2. Next, in the second integral, fix a value of w and
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deform Ci to make it go through w as in figure 2.3.

Figure 2.2. Integration contours in (2.52).

W

Figure 2.3. Contour manipulation for the evaluation of (2.52).

The final result is thus

[A(f),B(g)] <fg(w) I A(z)B(w)f(z)
JO Jw

(2.53)

and the contour around w is as small as we wish. Thus, $ is given by the singularities

in the operator product expansion of A(z)B(w). This information, combined with (2.41),

immediately results in

T(z)$(w) Tö$(w) H d$(w) + analytic
(z — w)z z — w

(2.54)

Similarly, we can represent the Virasoro algebra (1.33) in terms of an operator product
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expansion:

c/2 2 m/ N
1

(z — u>)4 (z — w)z z — w
T(z)T(w) ' + -*T(w) + dT(w) + analytic (2.55)

/ ~ \<i r y — \z

The reader is encouraged to substitute (2.55) in (2.53) and verify (1.33).

Assuming the theory is unitary, we find L„ — L-n. Therefore, the out vacuum satisfies

(0|£_n=0 n>-l (2.56)

and we easily obtain

(0\T(z)T(w)\0) -^l^ (2.57)
(z — wp

Note that this result was used in (1.35).

The operator product expansions (2.54,2.55) can be used to derive the correlation

functions of descendant fields once the primary field correlators are known. As a simple

example, consider

(T(z)$1(z1)...$^(ziv)) (2.58)

This correlation function can be thought of as a quadratic differential in z which vanishes

at z oo (if all Zj ^ oo), and whose singularities are prescribed by (2.54). Then

(T(z)^(zl). ¦ ¦ $N(zN)) Y (r-^hs + —ir) <$1^) ' • • *»(**)) (2-59)
\(Z — Zj) Z Z{OZ[J

The reader is invited to work out more complicated examples and to consult the original

work of BPZ.

In the next lecture, we will study conformai field theory in more detail, and delve into

the Coulomb gas representation of correlation functions [33].



402 Alvarez-Gaumé H.P.A.

3.Minimal Conformai Field Theories.

Coulomb Gas Representation

3.1. Consequences of SL2 Invariance. Schwartzian Derivatives

The vacuum states |0), (0| are annihilated by Lq, L±\. Using (2.42) we obtain for the

correlation of primary fields

N aY„- (*i(n)---*N(*N))=o (I-l)
N f a \Yi^ig^ + hij(^(zi)...^N(zN)) 0 (Lq) (3.1)

N / d \Y [ZiQ^ + 2hiZij ($i(zj) ¦ ¦ • *N(zN)) 0 (ii)

and similarly for L±\, Lq. The behaviour of correlation functions under finite SL2

transformations follows from (3.1):

az + b
9{z) 7H~d
dg _

1

dz ~
(cz + df ^¦2">

Zi - Zi "* 9iZi) '9^ (czi + dtczj+d)
Since cf)(z)dz is invariant under z —» g(z), we obtain

(*l(*l) • • • *N(zN)) I f[(czi + d)2h< j ($!(z!) • • • *N(zN)) (3.3)

Given four points w\, w2, w$, w$, we can construct an SL2 invariant in terms of the

harmonic ratio

W12">34 roA\X] Wij id,- - Wj (3.4)
wuw24

Hence, we can solve (3.1) by expressing ($i ¦ • ¦ $jy) in terms of TV — 3 harmonic ratios rji,

¦ • -, VA^-3- We write

<*l(*l) • • • 9N(zN)) I J] zT^ J f(na) (3.5)
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To determine the exponents, we impose (3.3) on the prefactor in (3.5). This yields

lij Jji

Y TO 2hi

jfr
(3.6)

This determines completely the two- and three-point functions:

($h;K(Z,z)$hlt(w,w)) =*M'V (3-7)

($1(z1)$2(z2)$3(z3)) zg^z^z^z-^z-^zg™ C123 (3.8)

712 hi + h2-h3 712 =~h~i + h2-hz etc. (3.9)

We have normalized the fields such that the coefficient of the two-point function is one.

The two-point function can be used, in fact, to define a scalar product in the Hlbert space

of states. The dynamical information contained in (3.8) are the structure constants Cjj\.

of the operator algebra. The dimensions hi, hj and the structure constants Cjj^ determine

the algebra completely.

When one studies the group of fractional linear transformations (3.2), it is known

form elementary complex analysis that they are the only conformai maps for which the

schwartzian derivatives vanish:

w'" 3fw"\2{w'z] ^r-2{lï) (3-10)

To lighten the notation, we have used w' dw/dz, etc. The solution to {w,z} 0 is

precisely (3.2). The schwartzian derivative determines the transformation rules of T(z)

under conformai transformations. From the operator product expansion (2.55), we obtain

6£T(z) [T(e), T(z)] (e£ + 2J) T(z) + ^fa'(z) (3.11)

For finite transformations,

t'(z)=(S)2t(w)+ìI{u''2} (3-12)
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Therefore, the energy-momentum operator T(z) behaves like a tensor only under Möbius

transformations.

The property (3.12) explains the factor of g_c/24 in (2.46). Recall that in lecture 1

we started to study a conformai field theory on the cylinder, with complex variables w,

w. Then we mapped the cylinder to the punctured plane using z ew. From (3.10) we

obtain

{eWM -\ (3-13)

and therefore
TcyX(w) z'T(z) - 24

(3.14)
Tcyl(w) Y {Ln ~ 2ÄSn'°)

and

c
(L0)cyl (Spiane ~ ^ (3-15)

The contribution —c/24 can be thought of as a Casimir energy. The schwartzian derivative

gives a complete account of the contribution q~c' to the Virasoro characters.

3.2. Massless Scalar Fields in Two Dimensions

The simplest example of a conformai field theory is provided by a single-valued two-

dimensional massless scalar field <j>. Its operator equation of motion is dd</> 0, so

d<j>(z) Y anz-"'1 (3.16)
nez

Under canonical quantization,

{otn,otm} n6n+mß

{an,äm}=0 (3.17)

{än,äm} nSn+mfi

The basic two-point function follows from the normal-ordering formula

d4>(z)d<t>(w)
~l .+ : 34>(z)d4>(w) : (3.18)

(z — wy
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In : : the annihilation operators are pushed to the right and the creation operators to

the left. The energy-momentum tensor is given by

T(z) -Ì : d<j>(z)d<j>(z) : (3.19)

and c is computed from the leading singularity in the operator product expansion

T(z)T(w) - : d<j>(z)d<f>(z) : : d4>(w)d<f>(w) := --. —-j + less singular terms (3.20)
4 2 (z — wy

Therefore, c 1 for a free two-dimensional massless scalar field.

We can also construct primary fields with <j>: d(f>, for instance, behaves as a (1,0)

primary field:

T(z)d4>(w) -
1

r*d<t>(w) + —^—d24>(w) + ¦¦¦ (3.21)
(z — wy z — w

We also have the vertex operators Vk(z,~z),

Vk=:exp[ik<f,(z,z)]: (3.22)

with conformai dimensions

h(Vk) y h(Vk) y (3.23)

We can verify (3.23) in some detail:

1 °° 1

T(z)Vk(w) -- : d<t>(z)d<j>(z) : V -(ik)n : <j>n :

A »—' n\
n=d

1 °° 1 1 °° 1 1

-è E ^mMn - i)r^2: ^""2 : + E -^1'*)""—: w*)*n~l
2 t—1 rv. (z — wY *—' nl z — w

n=0 v ' n=0
k2/2 1

7 ?>Vk(w) H dwVk(w) + analytic
(z — wy z — w

(3-24)

To establish this result, we have used the fact that the two-point function of the <^-field is

(<j>(z,l)<j>(w,w))=-\og]z-w\2 (3.25)
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The scalar field <j> is not a primary field itself, because its correlation function behaves

logarithmically. Clearly, though, with vertex operators we can in principle obtain any

conformai dimension:

(Vk(z,z)V_k(w,w)) \z - w\~k2 (3.26)

This led Kadanoff to conjecture that the correlation functions of any conformai field theory

can be represented in terms of free massless scalar fields. In the Coulomb gas representation

of minimal conformai field theories we will see a realization of these ideas.

3.3. Conformai Blocks and Duality

General properties of a conformai field theory can be obtained by requiring associativity

of the operator product expansion. This gives a set of crossing or duality relations for the

structure constants C,-.- of the operator algebra. This is one of the pillars of the BPZk
i

analysis of conformai field theories.

Let us begin by defining the out state created by a primary field as

(Ml lim (0|$. t(z,z)z2L°z2Lo (3.27)
z,z-«x> n'n

With this definition, the three-point function (3.8) becomes

(rc| $m(z, z) \£) Cinmzh"-hm-hl^n-lim~Jit (3.28)

From (3.5), we know that we lose no information if for the four-point function we

choose three of the points at 0, 1 and oo. We shall study in some detail the four-point

function

(k\$e(l,l)$n(x,x)\m) (3.29)

Consider the operator product expansion of two primary fields

$n(z,z)$m(0,0) Y Y C5if't}Ä(A»,~A"~Äm+2t2^~*B~*m+S^*{t,*}(0,0) (3.30)
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The index p runs over the primary fields in the theory (representations of Virasoro). For

a given family p, the notation {k, k} labels the descendant states:

4krk)(0) L_kl ¦ ¦ ¦ L_kNL_-ki ¦ ¦ ¦ L_-kM*p(0,0) (3.31)

In analogy with the Wigner-Eckart theorem, the structure constants factorize:

rv{kJ) _ rp Rp{k)-ôp(k) ,o o2\'-'nm — ^nmPnm Pnm \o.oe,)

The ß, ß coefficients are analogous to the 3j-symbols and they follow from the conformai

symmetry (see BPZ for details). Hence

(k\$e(l,l)$„(x,x)\m)

(k\Uhl)YCnrn-hf-K~hm^-lin-~hm E A^^'' «{^(O.O) |0)

P {k,k)
(3.33)

Define

ftk ,x) - xhP-hn-hm^0P yc){k\*t(l,l)L_kl...L_kN\P) Y,k ,3 34)Snm(p\x)-x 2^ Pnm (jfe|*,(l, 1) |p)
* ^^

{k)

and similarly for the anti-holomorphic part. Then the four-point function becomes

GÌkm(x,x) YCP™CMp:Fnlm(p\x)rtkm(p\x) (3.35)

1(1)

k(oo)

n(x)

m(0)

Figure 3.1. A four-point conformai block.

Graphically, each function T is represented as a skeleton graph indicating the order in

which we perform the operator product expansion (figure 3.1). The functions T(p\x) are
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generally multi-valued and they are known as conformai blocks. The blocks axe normalized

so that

(3.36)J$Mx) ~ xhv-h»-h«>(l +
x ->0

This is the convention chosen by BPZ.

We can consider more general n-point functions. If we fix the external legs to belong to

the families [^jj, [$;„] and fix also a particular order in which to perform the operator

product expansion (as in figure 3.2), we obtain a basis in the space of conformai blocks.

Each element of this basis is labelled by a collection of indices (p\,.. .pn-z) indicating the

conformai families appearing in the internal legs. The correlation function can be written

as a "metric" in the space of blocks:

Gix-in(zix>*ixi. ¦ ¦ zinzi„) - Y:Fp(Z)-Fp'(Z) hPP'

P,P'

(3.37)

and the blocks fiFp(Z) (with Z (z\,..., z„) for convenience) can be thought of geometrically

as sections of a flat holomorphic vector bundle over the moduli space of the sphere

with n marked points. We shall not pursue this geometrical picture in the following.

' n-2 I n-1

h in

Pi Pn-3

Figure 3.2. A particular basis for the n-point block.

Requiring now associativity of the operator product expansion gives us the desired

equations for the structure constants: the bootstrap, duality or crossing relations. In the

graph of figure 3.1, we perform first the operator product expansion between <£„ and $m,

and then we compute the operator product expansion of the result with $^. Associativity
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implies that the physical amplitude should not depend on whether we do first the operator

product expansion between n and m, or between £ and n.

Using first the SL2 transformation x —> 1 — x to obtain (k\ $m(l,l)$n(l — x,l — x) ]£),

and following next the steps leading to (3.35), we find

E CPnmCkep^nkm(p\x)^m(p\x) Y^VWÄ1 " *)*£*(# " «) (3-38)

Since T and T are determined by the conformai dimensions and the conformai Ward

identities, we can interpret (3.38) as a set of rather non-trivial conditions characterizing

the structure constants C*'• which appear in a conformai field theory. From the point of

view of conformai blocks, the duality equation (3.38) tells us that the basis defined by

the graph AA- and the basis represented by the decomposition —•— are linearly equivalent.

This can be represented graphically as follows:

P
2_j Fppi

if
j k
i I (3.39)

The fusion coefficients F^r j k
i play a central role in the polynomial equations for

a conformai field theory written down by G. Moore and N. Seiberg [34]. The fusion

coefficients are very closely related to the braiding coefficients determining the monodromy

properties of the conformai blocks.

k
J J

2 F

p.
PP' L

J k

j I

P'

Figure 3.3. Graphical representation of the bootstrap equations.

The crudest pieces of information contained in the structure constants Cfa are the

fusion rules. A detailed and deep analysis of them is carried out in [35]. They simply
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count in how many different ways can we couple the i, j and k families. Let us write this

number as a positive or zero integer TV-- For ÌV-- > 1, we label the basic three-point

vertex as
j

i ^-ifc a l,...Njjk (3.40)

The coefficients JV-- satisfy AT-• AT-.* and the associativity of the operator product

expansion implies

EW-EW (3-41)
V V

Introducing the matrices Nj,

(Nj)jk N{jk, (3.42)

the expression (3.41) can be rewritten as

NjNj NjNj (3.43)

Furthermore, since the operator product expansion with the identity or any of its descendants

does not change the conformai family,

Ni0° SJ (3.44)

and we can define a "charge conjugation" metric

dj Njj° (3.45)

which keeps track of what pairs of families have the identity in their operator product

expansion. We can use Cjj to lower the upper index in A^.- :

Nijk Ny'Cu (3.46)

We can also think of C as a mapping C : $j —> $j such that C 1. The coefficients N(jk

are totally symmetric. Since Njjk — Njjk, all we need to verify is Njjk Njkj. For this,

it suffices to set £ 0 in (3.41).
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We can define abstractly a fusion algebra which is both commutative and associative.

If, for simplicity, we assume that the number of primary fields is finite, we may introduce

a generator Xj of the algebra for each family i 0,1,... ,n — 1, with the understanding

that xo represents the identity. The defining relations for the algebra are

XjXj Njjkxk (3.47)

Its regular representation is Xj —» Nj, and there are n one-dimensional representations

given by the eigenvalues of the matrices Nj. If A^ ' is the ^-th eigenvalue of Nj, then

This algebra has very surprising properties, the most remarkable being that the matrix

S which diagonalizes all Nj's is the matrix which implements the modular transformation

t —* —1/t acting on the characters of the representations V(c, hj) of the Virasoro algebra

[35]. We will have the occasion to investigate some interesting fusion rules further ahead.

3.4. Degenerate Conformai Families

We present now some general properties of conformai field theories with null vectors

[25]. Many of the facts that will be stated are proved in the next section in terms of the

Coulomb gas representation of the conformai blocks [33].

In the theory of group representations, often we study only the details for simple

or semi-simple groups: S„, SU(n), SO(2n) n > 2, Sp(2n), SU(n) x Sp(2m), etc. A

common feature of their finite-dimensional representations is their full reducibility: every

reducible representation can be written uniquely (up to similarity transformations) as a

direct sum of irreducible representations. Representations that are not fully reducible can

be characterized by the presence of null vectors: there is more than one highest-weight

vector in the representation. In the case of Vir, we say that a representation V(c, h) has
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a null vector \X) at level N if it satisfies

L0 \X) (h + N) \X)
(3.49)

Ln \X) 0 n > 0

We should mention in passing that, for unitary representations, h is a positive number.

This is because ||L_i \h) ]]2 (h\ L\L-\ \h) 2 (h\ Lq \h) 2h. If L„ L-n, the state

\X) is orthogonal to all states in V(c, h), because they can be written as \ip) J\ L—ni ]h).

But since Ln \X) 0 (n > 0), then we have (ip]X) 0. The conclusion holds for any \ip).

Hence, we can set \X) — 0, which is equivalent to taking the quotient by the null vectors

and the subrepresentations of Vir they generate. If $/,(z) is the field generating V(c, h),

we say that the family is degenerate and that it has a null vector at level N.

As a simple example, let us look for the condition guaranteeing the existence of a null

vector at level two. It must be of the general form

\X) (aL-2 + bLli) \h) (3.50)

For all Ln (n > 0) to annihilate \X), it suffices to require L\ ]X) L2 ]X) 0 because all

other Z/n's are generated by the commutators of L\ and L2. Imposing these two constraints,

we obtain

'*> K^rfa>> „51)
/i ^(5-c±fa(c-l)(C-25))

where we have normalized, for convenience, with a 1. If we now examine the decoupling

of \X) from any correlation function, we obain a second order differential equation for

correlators involving $/,(z):

0 ={#fc(*)*i(*i)-¦¦*„(*,,))
3 a2 A ht V- 1 ö \ ..,_,,., (3.52)

This equation can be derived by writing (L_2<£)(z) — (3/2(2fti))(L_j$)(z) as a small

contour integral about $ and then deforming the contour to the "other side of the surface."
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This, together with the operator product expansion between T(z) and $j(zj), yield (3.52).

If in (3.52) we take n 4 and set z\ 0, z2 1, z3 oo, we obtain the hypergeometric

equation.

The table of Virasoro representations with null vectors was given by V. Kac [36], and

his proof completed by Feigin and Fuks [37]. To obtain this set, one has to consider for a

given V(c, h) and level N, the determinant of the scalar products among all the states at

level N. To write the result in a simple way, we introduce three number a0, a+, ay.

c 1 - 21a2

a+ + a_ 2a0 (3.53)

a+a-= —1

The representations with null vectors are labelled by two integers m, n > 1 with dimension

h(m,n) =—-oto +-(ma++ na-) (3.54)

This result will be derived in the next subsection with the help of the Coulomb gas

representation. The representation V(hm>n) has a null vector at level m ¦ n. Using the null

vectors, one can obtain a great deal of information about the theory. In particular, we can

derive useful information concerning the fusion rules.

Consider, for example, h h(\, 2) or h(2,1). The null vector appears at level two and

the decoupling equation is just (3.52). If at z\ we have the field $i(zi) with dimension h\

and we let z « z\, we have the operator product expansion

**(*)**! (*l) const. x(z- zi)fc [*fc#(*l) + • • •] (3.55)

This expansion solves (3.52) provided

h> Aal + -a'2
4 \ (3.56)

1 9 1 9
/M --a2 + ia2
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with

giving the fusion rules

h Ä(l,2) a' a + a-
(3.57)

h h(2,l) a' a±a+

$(l,2)$(a) [*(a-a_)l + l$(a+o_)]
(3.58)

$(2,l)$(a) l$(a-a+)] + I$(a+a+)]

The normalization remains to be determined. With this argument, we only know that the

conformai families [4>(Q—a.)] can in principle appear in the operator product expansion

between $/j 2\ (or $/2 1)) an<i $(a)- Examples are given by taking [$(fa a degenerate

family itself:
*(1,2)*(1,2) [*(1,1)1 + [*(1,3)1

(3.59)
$(2,1)$(2,1) l$(l,l)] + [$(3,l)]

The field $n j\ has zero conformai dimension and it is identified with the identity operator.

The null vector at level one is clearly L-i$n \) 0, meaning that the identity operator

is translationally invariant.

A naive application of the rules (3.59) might seem to generate fields with m and/or n

zero or negative. This is not the case, because the operator product expansion truncates

from below. Consider, for instance, $^ 2)^(2 1)- Using the first relation in (3.58), we find

$(1,2)$(2,1) cl[$(2,0)] + c2[*(2,2)] (3.60)

But using the second relation in (3.58), we find instead

$(1,2)$(2,1) c'l[$(0,2)] + c2l$(2,2)] (3-61)

Consistency requires then c\ c'j 0, c2 co. Therefore,

$(1,2)$(2,1) [$(2,2)1 (3-61)

Using $/2 j\ and $n 2\, we can in principle reach any family $tm n)- Although we shall not

derive it until next section, we quote here the general fusion rules for degenerate families:

mx+m2— 1 nx+n2— 1

*h,»i)*h,n1)= E E [%,*)] (3-62)

t=|m1-m2|+lfc|ni-n2|-(-l
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Note that the sums axe restricted: if |mi — ra2| is odd (even), then k runs only over even

(odd) integers. The same applies to n\, n2 and £.

One of the main results of Belavin, Polyakov and Zamolodchikov was to find conformai

field theories where all fields are degenerate, and containing a finite number of primary

fields. They showed that this happens when a-/a+ is a rational number. In this case, each

Verma module V(hm<n) contains an infinite number of null vectors. If p, p' are relatively

prime positive integers, the minimal models of BPZ satisfy

a+ p'

c 1_q(P^1 (3.63)
pp'

h(m, n) — [(mp' - np)2 - (p - p')2J
App'

If one imposes unitarity, Friedan, Qiu and Shenker [38] showed that the only allowed values

are p' p + 1, p > 2. Notice also the reflection symmetry

h(m,n) h(p — m,p' — n) (3.64)

The simplest non-trivial example is the Ising model, with p 3 and p' — 4. Now

c 1/2, and the conformai dimensions of the primary fields are

h(l,l) h(2,3) 0 (1)

h(l,2) h(2,2) i (a) (3.65)

h(2,l) h(l,3) ±
(e)

The fields $/j j\, $/j 2\ and $(2 j\ are identified with the identity, the spin density and the
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energy density, respectively. These fields can be drawn on a grid, as shown in figure 3.4.

(1.1) (1.1) (1.3)

(1.1) (1.2) (1.3)

Figure 3.4. Grid of (m,n) fields in the Ising model i.e., the minimal model with
(p,p') (3,4).

We shall see below that the fusion rules of the fields in (3.65) are

e-e [l]

e ¦ a [a] (3.66)

a ¦ a [1] + [e]

This concludes the generalities on degenerate conformai families. Next, we find an

explicit representation for their correlation functions. We will also derive some of the

results of this section.

3.5. Coulomb Gas Representation

The properties of all minimal (p,p') models can be obtained in terms of a single scalar

field <f>. In section 3.3, we learned that any scaling dimension can be obtained using vertex

operators. It is not so clear how to obtain a central charge c f/= 1 for a single scalar field.

To overcome this hurdle, imagine coupling the scalar field <j> to an arbitrary metric on the

sphere. To the standard kinetic term in the lagrangian ^gl]dj(j>dj<j> we can envisage adding

a term of the form R<f>, where R is the trace of the Ricci tensor of g. Now the equations

of motion take the form A<f> oc R, implying that the curent j^ d^rfi is ot conserved. This

is equivalent to having a background charge on the world-sheet. Varying the action with
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respect to gjj about the standard metric, leads to the following energy-momentum tensor:

T(z) Ad4>(z)d<t>(z) + ia0d2</> (3.67)

We have rescaled the field <j> to agree with the notation of Dotsenko and Fateev [33], so

that

(<j>(z)<j>(w)) -2 log(z - w) (3.68)

The lagrangian from which this energy-momentum tensor is derived is

277 v^C jgijdi<j>dj<l> + l-^-R<j> (3.69)

With respect to T(z), the operator dcf> has an anomaly. Indeed, the operator product

expansion between T and d<f> is

T(z)dcf>(w) —L^d4>(w) + A—d?<l>(w) + -i^-3 (3.70)
(z — w)z z — w (z — wy

With the aid of the Gauss-Bonnet formula, we can compute the violation of the total

charge. The vertex operators are still primary fields. If we consider the theory using the

functional integral, the correlation function of several vertex operators takes the form

(f[Vai(zj,zj)\ J(V4>)Vai(z1,z1)...Van(zn,zn)e-S°-i(a°Wf^R<t> (3.71)

Under the shift by a constant, cj> —> <f> + c, the vertex operators contribute a factor

exp(«c^ ai), whereas the curvature term in the action contributes exp(— ia0c J ^gR/8Tr).

The Gauss-Bonnet theorem states that / y/gR 8nX, where X is the Euler number of

the surface. If the surface is triangulated, then X is equal to the number of faces plus the

number of vertices minus the number of edges. For the sphere, X 2, and therefore the

correlator (3.71) vanishes unless

Y ai 2ao (3.72)

Equivalently, we can view the background as contributing to the total charge, by an amount

-2a0.
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The seemingly innocent change in T(z) has far-reaching consequences. First, let us

compute the new central charge. Contributions to the fourth-order pole come from

-^ : d4>d<j>(z) : : d<j>d<j>(w) :=
1/2

4 + • • ¦ (3.73)
16 (z — wy

and from

Therefore,

-a2d2<t>(z)d2<f>(w) -rUa°4+... (3.74)
(z — wy

c 1 - 24a2 (3.75)

The conformai dimension of vertex operators changes as well. A simple computation

shows that

h(: e™* :) a(a - 2a0) (3.76)

From this formula, we learn of the existence of two fields of dimension one. The equation

a(a — 2a0) 1 has two roots a+, a_ satisfying

a+ + a- — 2a0
(3.77)

a+a- =—1

as in (3.53).

Another important piece of information we learn from (3.76) is that vertex operators

of charge a and 2a0 — a have the same dimension, so from a representation-theoretic point

of view they represent the same object. From now on, we shall use

ä 2a0 - a (3.78)

In particular, the identity can be written either as 1 or as : exp(2ia0^) :.

Finally, since there are two currents of dimension one

J± =: eia^ : (3.79)
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we can introduce two charges

Q± I J±(z)dz (3.80)

The conformai properties of correlation functions are not changed by the insertion of Q±,

although these insertions do affect the charge balance.

To represent the correlation functions of minimal models, we write any of the primary

fields as a vertex operator Va(z) or Vä(z). We can write the four-point conformai block in

the form (VaV^FaV^-). The sum of the charges is 2a + (a + a) 2a + 2a0. The four-point

block will vanish unless

2a — ma+ — na- (3.81)

in which case the charge can be screened to zero by the introduction of m Q+'s and n

Q- 's. The spectrum of vertex operators with non-vanishing four-point functions is thus

1 -m 1-n
am,n —-z—oi+ H —a- (3.82J

The dimensions of these fields are

hm,n — am,n(c"m,n ~ 2a0)

1

4
2 i « (3-83)

a* + -(ma| + na-)

which agree with the Kac table.

A four-point block will take the form

é dt\ ¦ ¦ ¦ é dtm i dt'ì-.-é dt'n
Jcx JCm JC'x JC'n

(yQl(zi)ya2(z2)Fa3(z3)ya4(z4)J+(<i) • • • J+(tm)j-(t\) ¦ ¦ ¦ j-(t'n))
(3.84)

where the correlation function is understood to be computed in the presence of a

background charge of —2a0.

The simplest application of this construction is the derivation of the fusion rules (3.62)

[29]. We want to find the families $a g\ appearing in the operator product expansion of
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$(m n) and $(rs). We only need the three-point functions for this. Using SL2 invariance,

there are three equivalent representations of the three point function:

{V(k7i)(°°)V(m,np)V{r,s)(0)Q+Q-} (3.86a)

(v{k,i)(oo)V{w?i)(l)V(rtS)(0)Q+Q-A) (3.85b)

(v^^W^npW^WQ+Q-) (3.85c)

The powers of Q± are determined by balancing the charge. In (3.85a the charge of the

first three fields is

k — m — r + 1 £ — n — s + 1
2a0 - aki + am:n + artS 2a0 H a+ H a_ (3.86)

(3.87)

(3.88)

and the charge can be screened if
k <m + r — 1 k + m + r odd

£ <n + s-l £ + n + s odd

Doing the same computations for (3.85b ,3.85c we obtain the conditions

k + m + r odd £ + n + s odd

À; < m + r - 1 £ <n + s - 1

m<r + Â:-l n<s + £-l
r < k + m — 1 s < £ + n — 1

implying the fusion rules

m+i—1 n+s—1

*K»)*(r,,) E E [$(M)1 (3-89)
* |m-r|+ l l=\n-t\+l
k+m+r odd l+n+8 odd

Although a truncation below is already implemented (we never find a family with k < 1

or £ < 1), unless we impose some extra conditions the operator algebra will not truncate

from above. A truncation to a finite operator algebra appears when we restrict a± to be

rational numbers. Since a+a- —1, we take

a+ J— a- -./4 (3-90)
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and then
P1 -P
2vri (3.91)

c=l-6^')2
PP'

and the conformai dimensions of the degenerate families are

hm,n <*o + \(ma+ + na-)2 ^-j [(mp' - np)2 - (p - p')2] (3.92)

A very useful property of (3.92) is the symmetry

hm,n hp-mpr_„ (3.93)

which suggests the truncation from above. From the point of view of representation theory,

we can identify the (m,n) and (p — m,p' — n) families, and we can compute (3.89) in a

different way:

2p—m—r— 1 2p'—n—s—1

®(p-m,p'-n)®(p-r,p>-s) E E ^{k,t)\ (3-94)

i |m-r| + l l=\n-s\ + l
k+rn+r odd l+n+ s odd

Now (3.89) and (3.94) are compatible provided

min(m+r—l,2p—m—)—1) min(n+s—l,2p'—n—s—1)

*(m,»)*(r,)= E E [%/)! (3-95)
fc |m-r|+ l <=|n-»| + l
k + m+ r odd t+n + s odd

which is the fusion algebra of minimal (p, p') models.

A good mnemonic for (3.89) is to introduce ordinary SU(2) spins. Let m 2ji + 1,

r 2j2 + 1, n 2j[ + 1,5 2j?2 + 1- The composition of angular momentum [ji] x [j2]

[|Ìl — Ì2I] + ¦ ¦ • + [il + J2Ì is exactly the rule (3.89), which can be rewritten as

h+i'x h+i2
§Uuh) x $(JÌJa) y y $(i-i') (3.96)

\ii-i'x\\h-}'ì\

where we have used the notation

9UiJi) $(mn) m 2ii + 1 n 2j2 + 1 (3.97)
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Finally, defining p k + 2, p' — p' + 2, equation (3.95) becomes

min(il+j[,k-jx-j[) min(j2+j'2,k'-j2-j2)
$(h,h) x $(JÎJa) _ y^ y $0',j') (3.98)

lii-iii \h-r2\

which are the fusion rules for the primary fields of the Kac-Moody algebra SU(2)k x

SU(2)k, [39].

Remark 1) A simple way to understand why (3.93) is a consequence of (3.90) is to

write

1—p + m 1 — p' + n ma+ + na-
(Xp-mtf-n g a+ +

2
a~ a° +

2
(pa+ +pa~) (3-99)

and to use pa+ + p'a- 0 for a± as in (3.90). Moreover,

otp-mtf-n 2a0 - am!n (3.100)

and thus the reflection symmetry (3.93) is simply a —> 5".

Remark 2) The range of (m, n) in $/m n\ for (p,p') models can be derived from (3.95)

and (3.98):

0<m<p 0<n<p' (3.101)

The total number of families in the (p,p') model is ^(p — l)(p' — 1).

Next, we illustrate some sample computations of four-point functions. The simplest

V(mst)V(l,2)V(l,2)V(m

and

Vn^r\Vo l\Vro X\V/,

,„)) (3-102)

,,»)) (3-103)"(ST") v(2,l) y(2,l) "(m,i

In the first one, the total charge is 2a0 + 2aj 2 2a0 — a_, whereas in the second one

it is 2a0 + 2a2 i 2a0 — a_|_. In both cases, it suffices to introduce one single screening
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operator. We are then faced with the evaluation of integrals of the form

j> dt (Vai(Zl)Va2(z2)Va3(z3)Va4(z4)J±(t)) n
i<j

2a; aj /({*«})

with I({zi)) jdtY[(zi-t)2a'a^
(3.104)

We can write (3.104) more conveniently using the SL2 transformations:

Y[Vi(zj)J±(t) Y[(czj + d)-2h'(ct + d)
i=l

-2 iHs&Hat + b

ct + d

(3.105)

Since the currents J± are one-forms and t is integrated over, we can forget about the t

transformation. Now choose a, b, c, d such that z\ —? oo, z2 —» 1, z3 —? r/, z4 —> 0, where

n
Z12ZU

«13*24

This is achieved by

which leads to

(z - z4)(zi - z2)

(z\ - z)(z2 - za)

h2+h3+hn-hx

(3.106)

(3.107)

/*(n^)^w)=(^)'
(j 7/)2a2«3^«304 t ^ _ tfa2a±^ _ tj2a3a±t2a4a+

2h2 2/13 2/14
z12 *13 z14

This can be expressed in terms of hypergeometric functions

r(c)^^^^r^^yi^"6^1- tf-h-l(l-tz)-

(3.108)

(3.109)

In (3.108), we have two possible independent contours, shown in figure 3.5.

The different contours are related to the internal states of the conformai block. We

have written the integration contours as "open" contours in figure 3.4, assuming that all

the points 0, 1, r\ and 00 are non-trivial branch points. Instead of integrating along a
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contour, we can integrate along the cut. The difference between the two procedures is only

a normalization constant which is fixed by the condition (3.36). The results may differ

when one of the points is not a branch point. In this case, one of the contour integrals will

vanish, and this gives constraints on the fusion rules.

•—
0

c1

•
1

^ • •
oo

0

•
Tl

•
1

•
c

2

>
CO

•

Figure 3.5. The two possible integration contours in (3.108).

As an example, consider the Ising model (3.65) with p 3, p' 4, c 1/2. Consider

the four-point function (eeee), e ~ Vi2 n, 02,1 —a+/2. The second contour does not

contribute because t 0 is not a branch point. The first contour yields

(eeee) -J— fo(l - r?)]2/3 [,(1 - r,)]'5'3 F(-2, -1/3, -2/3; r,) (3.110)
«13*24

and using the properties of hypergeometric functions we find

/i«e(0|i7) (3.111)
1 l-Ti + jy2

«13*24 *?(! - n)

which satifies (3.36). From (3.111) we can read the fusion rule e ¦ e 1. Many other

examples can be found in the literature. It is a good exercise to compute all the four-point

blocks in the Ising model. The integrals needed are

jf' *(1 -()«(,- iff Bl±jglianW-Hf(-a,, + 7,2 + f + T;,)

jf" m - ik - tfe - T{1*°)ll;-_ßl)-' l)n-ß, -.y-r-yß-fr,,)
(3.112)

This concludes our brief survey of conformai field theories and their Coulomb gas

representation. Using this representation of the minimal theories it is possible to derive the
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Virasoro characters for their representations [40]. One can also give an explicit presentation

of the null vectors in terms of contour integrals (see the paper by Fateev and Zamolodchikov

[41]).

Final Remarks. The minimal (p,p') models provide an example of a rational con-

formal field theory (RCFT). The notion of rationality depends on the chiral algebra of

the theory. For the minimal theories, this is the Virasoro algebra. In general, the chiral

algebra will be A Ai x An with Vir C At,, Ar. The theory is a rational conformai field

theory if the Hilbert space decomposes into a finite number of irreducible representations

of .4:

W 0Va®^a (3.113)

a,a

with a and a running over a finite range of labels. When the number of primary fields is

not finite, we say that the conformai field theory is irrational. If the number of primary

fields is countable, the theory is said to be compact, and non-compact otherwise. Rational

conformai field theories are the simplest to study, and all their duality and modular

properties can be summarized in terms of a set of polynomial equations. The largest class

of solutions to these equations is provided by the representation theory of quantum groups

when the deformation parameter is a root of unity ([29,42] and references therein).
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4. Coupling to Two—Dimensional Gravity

4.1. Path Integrals and the Liouville Field

Before analyzing two-dimensional gravity and its coupling to conformai field theory in

terms of random triangulations and with large AT methods, it is useful to work with the

theory in the continuum to get the flavour of the kind of results one should obtain on the

lattice. The original derivations of the results in this lecture axe due to Polyakov [1] and

to Knizhnik, Polyakov and Zamolodchikov (KPZ) [2]. They quantized two-dimensional

gravity in the light-cone gauge, where they found a residual SL2(R) current algebra which

played a crucial role in the determination of anomalous dimensions. Here, we will follow

the approach of David [3] and Distler and Kawai [4], who used instead the conformai

gauge. This has some advantages from the pedagogical point of view, and it also allows for

a straightforward generalization of the KPZ results to surfaces of higher genus. To avoid

unnecessary distractions with technical points, we have collected some well-known facts

about the conformai properties of determinants of laplacians on Riemann surfaces in an

Appendix.

In this lecture, we shall derive the change in the dimensions hrm n\ of primary fields

in a (p,p') minimal model as a consequence of its coupling to gravity. They have been

checked explicitly in various cases, where the statistical mechanical model on a random

surface have been solved. The details used below in setting up the integral can be found

in [21,22,43].

The partition function for the bosonic string (or any other conformai system with

central charge c d) is given by

J Vol(Diff)

where ßQ is the bare cosmological constant, and S^ is the conformally invariant action
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representing the matter fields X. For a free bosonic string,

SM hl d2tV99abdalCdbX (4.2)

The integration measures in (4.1) must be described more explicitly. For VX, we

construct the measure by normalizing the functional integral of the gaussian of a (quantum

field) fluctuation

J (4-3)
]]8X\\] Jd^y/gSX-BX

For the metrics, Vg is more difficult to define. However, given a particular point gij

in the space of metrics on a genus h surface, we can define the measure over a fluctuation

6g from

fvSge-W< \

r s
(4-4)

\\t>g\\] j d2t (gacgbd + 2gabgcd) 6gabSgcd

It is clear from (4.3) and (4.4) that the measures are invariant under the diffeomorphism

group. The invariance under conformai transformations is not assured, however. Since

||i5X||2 depends on g, we will have Vt°gX ^ VgX. In fact (see the Appendix),

VtOgX (W^lW^Jf (4.5)

with the Liouville action

SL(a) J d2i^ (^gabdaadba + Ra + ßeA (4.6)

One way to obtain this result is to decompose the measure over a scalar field <f> in terms

of the orthonormal set of eigenfunctions of the laplacian A —(y/§)~ dj(gt}y/gdj):

A«^n ^n<t>n (<t>n, 4>m) I d £y/g<f>n<f>m ^n,m (4.7)

The laplacian always has a zero mode <f>Q — (f d2(y/g)~1'2. Write next <f>(£) X)an^n(0>

and since the basis is orthonormal, V<f> J\n da„. The zero mode of X^ is to be interpreted
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as the string's center of mass co-ordinate, and hence we give up the integration daQ in favour

of d(C.M..). For the non-zero modes, we integrate over dan. The action Sm is quadratic

in the an's, and therefore we obtain

The integral in this expression gives the total volume of space-time - we shall ignore this

factor from now on. The notation det' means that the zero mode is removed.

A useful method to compute determinants is provided by heat kernels and ^-functions.

Using the identity

*ï~n (•---*) <4-9>

we can define

log det 'A - / — Tr'e-'A (4.10)
Je t

which is very difficult to compute in general, although some of its variations can be

computed in closed form. This is done for Weyl transformations in the Appendix, and the

result is (4.6).

For the metric measure Vg, we mentioned in lecture 1 that the space of metrics on a

compact topological surface modulo diffeomorphisms and Weyl transformations is a finite-

dimensional space Mg. Suppose we choose some representative metric gjj(r) for every

point r € Mg. Then the orbits generated by Diffand Weyl acting on §ìj(t) generate the
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space of metrics on Sff. This is shown schematically in figure 4.1.

Figure 4.1. Slice Mg in the space of metrics M, and the orbits of the diffeomorphism
and Weyl groups.
Given the slice g(r), we can represent any metric in the form

fg e*»g(r) (4.11)

wherer /* represents the action of a diffeomorphism / : S —» E. Since the metric (4.3) is

Diff-invariant, we have to divide by the "orbit" of Diff. This is done using Faddeev-Popov

ghosts, as in gauge theories. If we denote an infinitesimal co-ordinate change of the metric

in complex co-ordinates as

Sgzz V*£2
(4.12)

Sgzi v-fs-

then the measure Vg at g(r) will split into three pieces. One is an integration over moduli,

Vt. The second one is an integration over the conformai factor V<j>0. The third integration

is over diffeomorphisms VÇVÇ. going from VSgzzV6gzz to VÇVÇ, we pick up the Jacobian

"det Vz det Vy", which can be exponentiated by introducing anti-commuting ghost

variables bzz, cz, b-zz, cz. The ghost bzz is a holomorphic quadratic differential, whereas cz is

a holomorphic vector. The final result for this Jacobian is

VgbVgcVgbVgce-S^b'c^-S^b'c'^ (4.13)
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where

Sëh(b,c,g)= [d2(bzzVjcz

\ _
(4-14)

Sgh(b,c,g) jd2(bzzVzcz

The ghosts will not play an important role in our argument, except for their contribution

to the conformai anomaly. Once again, the measure is not invariant under g —> eag, and

the result of a conformai transformation is [21,22,43]

Ve-gVfgC VgbVgCe^-™/48*^^ (4.15)

The path integral we want to study is

Z= f[dT]Vg<j>0VgbVgcVgXe-(SM+S^+M2^Id2^) (4.16)

The first difficulty we find is with the integration over <f>0: the measure depends implicitly

on <f>0:

WWoWl J vWo)2 j fiyfieHS**? (4-17)

We would like to transform this metric into a free field metric,

J d2i^g(8<j>0)2 (4.18)

After choosing the slice g, the measure changes:

Ve^-g<j>0Ve^-gbVe^-gcVe^~gX Vg<j>0VgbVgcVgXJ(<j>0g) (4.19)

The Jacobian was easy to compute for the system containing matter and ghost fields, but

some extra information is needed to evaluate the contribution of the <f>0 field. David, and

Distler and Kawai (DDK) made the plausible assumption that J((j>0,g) is the exponential

of a local action similar to the Liouville action. Some justification for this hypothesis is

provided in [44,45]. For some applications of the DDK prescription, see also [46]. Since

this assumption has very important consequences, we shall present DDK's arguments in

detail.
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In terms of the slice g and the measures defined in (4.2), (4.4) and (4.18), the partition

function is of the form

;bVzcVAXe-SM(-X'iï-Ssh(b>c'iïJ[dT]Vè^oVlir, n1 (4-20)

exp
I - J d2Ì^j (agabda<t>db<l> + bR^<f> + pe*)

Notice that a rescaling of <j> is implied in the term e*. At the end of the argument,

therefore, we will find that the physical metric has been changed to e^g. But recall that

we defined the path integral in a reparametrization-invariant way, and Z is only a function

of e^g g (up to diffeomorphisms). Hence, (4.20) must be invariant under the change

6g e(0g
(4.21)

H -<0
The answers to physical questions should not depend on how the slice g is chosen. We can

use the computed conformai anomaly for <j>, X, b, c together with the explicit variation of

the last exponential in (4.20) to determine the values of a b, c. We first determine the

coefficients a and ò.

The transformations (4.21) produce two terms, one proportional to eA</> and another

one proportional to eR (see the Appendix). The contributions of the form eA(f> come

only from the variation of <fi in the term of (4.20) proportional to a, and from the metric

variation in bR^/g<j>. They yield

(2a-6) [ d2(y/i)eA<j> (4.22)

The term e^/gR receives contributions from all the fields. The combined conformai anomalies

of the matter and ghost sectors yield (d — 26)/487r. From the measure Vg<f>, we obtain

an extra 1/487T, and finally from the variation of <j> in the term proportional to b in (4.20),

we get a contribution of precisely 6. The total is



432 Alvarez-Gaumé H.P.A.

Invariance under (4.21) implies then

25-d
b

48tt

b

a~ 2
(4.24)

Since the coefficient of the total Liouville action is proportional to (25 — d), the effective

coupling constant behaves as (25 —d), and therefore the classical limit is obtained as d —»

—oo. This will prove useful later on. Furthermore, we can rescale <j> —> fal2/(25 — d)<f> to

have a canonical kinetic term of the form (8ir) f(d<f>) so that, on the sphere, <f>(z)<f>(w)

-log(z — w)-\ :

S* -

~*
8tt̂ J d2i^g (gahda4>db4> + QR<t)

(4.25)

with

Q - J2-^ (4-26)

The contribution to the energy-momentum of <j> coming from (4.25) is obtained by

computing 6/6g All we need is 6/6gzz. The result follows if we take two identities

into account. The first one simply states that the two-dimensional Einstein equations are

satisfied identically. In two dimensions, the curvature tensor for a metric gab takes the

form

Rabcd
g"

(gacgbd - 9ad9bc) (4-27)

with R the scalar curvature. Then Rac Rgac/2. We also need the general metric

variation of the Ricci tensor:

SRab U~ VCVc^a6 - VaVbgcd6gcd
2 V

(4.28)
+ VcVa%6 + VcVb8gca)

Therefore,

8 J ^R<f> j^ (±Rgab - Rab^j 6gab<}> + J ^gab6Rab<t> (4.29)
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The term proportional to the Einstein equations vanishes and, after partially integrating

by parts, we are left with

J Vg (-gabSgabVcVc<t> + s9abvavb<j>) (4.30)

Since Sgab —gacg 8gbc{, the variations of the form 6gzz, 8gzz about a metric ds2

gzzdzdz are such that only the second term in (4.30) contributes. The energy-momentum

tensor is then

with Virasoro central charge

\d,*dz+ + ^%T ~-dz(j>dz<j> + ^-d2z<j> (4.31)

CLiouville 1 + 3Q2 (4.32)

Adding now d — 26 from the matter and ghost sectors, and requiring that the total central

charge vanish leads again to (4.26) for Q, thus providing a consistency check on the previous

arguments.

Next, we determine the coefficient c in (4.20). Since we have rescaled cj>, we can write

this term as e^. Geometrically, J e^y/g represents the area of the surface for the metric

g. The coefficient 7 is determined by requiring éA® to behave as a (1,1) conformai field

in order to implement the symmetry (4.21), or rather its renormalized forma 8g eg,

8(f> — e/7. Adapting the Coulomb gas derivations in the previous lecture to the present

case leads to

or equivalently,

KJ*) -57(7 - Q) 1 (4-33)

Q - + 7 (4-34)
7

The classical limit d —> —00 can be thought of as 7 —» 0. This classical limit is not the

mean field theory limit, which corresponds to d —> +00. It should also be pointed out that

we have tuned the bare comological constant to cancel the exponential term ß e"1^ in the

action. This is not strictly necessary, and in fact the Liouville energy-momentum tensor
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is still given by (4.31) at the classical level if one uses the equations of motion for the field

In (4.33), we may instead solve for 7 in terms of Q:

Q ± faQ2 - 8 V25=d±VTAd
7 2 7ü (4-35)

To recover the classical limit Q —» 00, 7 —> 0 we must choose the minus sign:

q-^tt% V25^-yT^
2 7Ï2

y ' '

There are three regimes to consider:

a) d < 1: 7 is real and the theory is well defined. With the choice (4.36), Q is real and

7 < Q/2.

b) d > 25; 7 and Q are purely imaginary. In order to have a real metric (A^g, we have

to Wick rotate <f> —> —i</> and this changes the sign of the kinetic term. The quanta of

the <j> field in perturbative quantization have negative metric. Exactly at d 25 one

can interpret the continued field X — i<\> as a time co-ordinate in space-time. More

precisely, if we start with a free field theory describing the embedding of the string

histories in flat 25-dimensional euclidean space-time, then the Liouville field becomes

effectively a time co-ordinate and the full theory is equivalent to the 26-dimensional

string in Minkowski space-time [47]. This is very intriguing, and one is immediately

led to speculate whether the signature of space-time with its causal structure could

arise as a result from quantum string theory.

c) 1 < d < 25; 7 is complex and Q is purely imaginary, very little is known about this

region. What kind of phase transition describes the passage from c < 1 to c > 1 is

anybody's guess. We mentioned in lecture 1 that the three-dimensional Ising model

and the confined phase of four-dimensional gauge theories are closely related to theories

of fluctuating surfaces or, equivalently, sub-critical string theory. Although it is a
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very hard problem, the reward for solving string theory is indeed a hefty one. Much

physical knowledge is likely to be gained once this range of d is understood in Liouville

theory. When d 7, 13 or 19, there seems to be a consistent description (a unitary

truncation) of the quantum Liouville theory which can be used to construct strings in

those dimensions [48].

There is one more puzzling aspect of sub-critical strings worth mentioning before closing

this section. One of the basic and universal features of critical strings is the existence

of massless spin-two excitations. In an interacting theory, this is equivalent to having a

theory of gravity. Friedan proved in his doctoral thesis that the Einstein equations follow

from critical string theory. When the string is sub-critical, however, no trace has been

found yet of the graviton. We lack some basic understanding in this regard.

After Polyakov's papers [21], Curtright, Thorn, Braaten and Ghandour studied [49,50,51]

the quantization of the Liouville theory preserving conformai invariance. They were the

first to derive the results (4.34,4.35,4.36) and they also found an explicit operator solution

to the Liouville equations of motion by expressing the Liouville field in terms of a free

field through a quantum version of the classical Bäcklund transformation which solves the

classical equations of motion. Their results also shed light on the properties of the

spectrum of the theory. They were not able, however, to obtain a prescription for evaluating

general correlation functions in the theory. The study of the quantum Liouville theory was

also carried out by J.L. Gervais and A. Neveu [52] with open and closed string boundary

conditions. Whenever the results of [49,50,51,52] can be compared, they agree. There

are also attempts to quantize Liouville theory using quantum groups [53,48,54,55] and,

although the preliminary results are encouraging, much remains to be done. A good and

incisive discussion of Liouville theory can be found in the review by Seiberg [56].

Unless otherwise stated, we shall restrict our discussion in this lecture to the simplest

case d < 1.
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4.2. Critical Exponents

We impose a fixed area constraint on the partition function:

Z(A) j V<j>VXe~S sff eTt'y/g'd2^ - A) (4.37)

We have dumped both the ghost determinant and the integration over moduli into VX,

for notational simplicity. The string susceptibility T is defined by'

Z(A) ~ KAT~S when A -> oo (4.38)

We can determine T using a very simple scaling argument. Shifting <f> —* </> + p/f, p a

constant, the measure does not change. In the Liouville action, only the term proportional

to R contributes:

9-
8tt

• J d2iVg~R<t> - £ j d2iJ~gR<t> + £ ~ /d2^R (4.39)

If the surface E has G handles, the Gauss-Bonnet theorem implies

-I / d2Zj~gR 1 - G (4.40)

and therefore

Z(A) e~^l-G)-pZ(e-PA) (4.41)

where we have used 8(Xx) \X] *8(x). Choosing ep A, we obtain

and hence

Z(A) A~l~^(l~G) Z(\)

rG 2-£(i-G)
7

ical topology),

_^ n Q d-l-y/(25-d)(l--d)
u - r _ -

7 " 12

(4.42)

(4.43)

(4.44)

' The definition of critical exponents of statistical systems is analyzed in some detail in
lecture 7 below.
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When d 0 (pure gravity case), Tq —1/2. If we take d in the minimal unitary series,

d 1 — 6/p(p + 1), then Tq -1/p. For d 1, Tq 0 and we should expect some

logarithmic dependence of Z(A) on the area A.

Next, we compute the dimensions of fields. Let $0 be a spinless primary field of the

conformai theory whose conformai dimension in flat space is h0 h($0) — h($0). The net

effect of the gravitational interactions of the field $0 is to dress it, modifying its dimensions

(h0, h0) so that the total dressed field $ is a (1,1) field (a measure). In this way, the dressed

field can be integrated over S preserving the symmetry (4.21). We write the dressed field

as

$ $0e^ (4.45)

with <f> the Liouville field. The dressing factor e^*1 is the "wave-function renormalization"

which allows the field to couple consistently to gravity. The value of ß is determined by

the requirement that the dimension of $ be indeed one:

ho - \ß(ß -Q) l (4-46)

We can associate a critical exponent with the dressed field $ by considering its one-

point function at fixed area A in the limit A —> oo:

F*(A) j~ j VJ>VXe-s6 (J e^yfgd2^ - a) j^0e^^d2( (4.47)

The gravitational scaling dimension h is defined by

F9(A) -» KAl~h (4.48)
A —> oo

Quite generally, exponents (such as T or h) are physically meaningful quantities even if

the (local) operator product expansions are of dubious validity because they come from

integrated expressions, smeared over the whole surface.

The same scaling argument leading to (4.42) yields

h 1 - - (4.49)
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Writing this as ß — 7(1 — h), substituting ß into (4.46), and using (4.33), we easily obtain

-Y2

h-h0 J-h(l - h) (4.50)

which is the famous KPZ result. Choosing in (4.46) the branch ß < Q/2 yields

-yr.
y/Ï2

ß=^^-^d+24K: ^_^_2+2ho (451)

and

VI - d + 2ÄKI - y/TAd
V25 - d - y/T^Ad

(4.52)

4.3. Gravitational Dressing of the Minimal Series

In this section, we compute explicitly the values hmi„ and ßm,n for the minimal (p,p')

series (recall p and p' are co-prime, and p' > p). Since d 1 — 6(p' — p) /pp',

Q 2-^±Ù (4.53)
V^pF

and

7=7^ Q=- + 7 (4-54)
VF 7

In the minimal series,

.0 2,1/ x2 (mp' - np)2 - (p' - pf
hm,n -«o + -i(ma+ + na-Y -^ (4.55)

From (4.51), we obtain

and finally

ßmtn ^-^M (4.56)

hm>n 1 -^ (4.57)
7

As for the undressed case, we have the reflection symmetry

hm,n hp_mpi_n (4.58)
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In the Ising model, for example, p 3 and p' 4, so h\i h2^ 0, h\2 h22 1/6

and h\ 3 h2 \ 2/3. The exponents (4.56) are in agreement with all the known exact

results of statistical models on fluctuating lattices. So far, there are exact results for self-

avoiding walks, 0(n) models, the Q 1 Potts model, bond percolation, Ising model, and

a few others. They all agree with (4.57).

It is interesting to re-interpret the values of Q, 7 and ßm,n in terms of the Kac table

and the Coulomb gas representation of minimal models:

cL 1 + 3Q2 1 - 24(-^-) 13 + (V + ^) (4-59)

(4.60)

Naturally, we have two fields of dimension one:

J+ e^

J- e2*h

This should be expected because — 37(7 — Q) is symmetric under 7 «-» Q — 7, and e1^

has dimension 1. In striking contrast, the coefficient 7 in the exponent of J+ is < Q/2,

whereas for J-, 2/7 > Q/2^. Define

• Q

"+ - -'à
2v/2

7
V2
V2 (4.61)

ß- -i-
7

ß++ß-=2ßo -i-0=

Then

or, more elegantly,

A»,» V2 (^pß+ + l~^ß-) (4-62)

•7W + !?— (4-63)

' In the operator solution [49,50] to the quantum Liouville theory, it is possible to define

the fields e0"? using free field normal ordering when a < Q/2. Whether these fields can be
defined when a > Q/2 by any other means is not known.
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which agrees with (4.56). Hence, the dressed field is, in the Coulomb gas representation,

$mn ei<*m,ntieißmM (4.64)

Here, r) is the free scalar field we used for the Coulomb gas representation of minimal

models in lecture 3, and <f> is the Liouville field, which we shall manipulate as if it really

was a free field as well.

We already have four dimension-one currents at our disposal:

ei<*±r,
>

el<t>
t

e2<t>h (4.65)

Formally, however, we can construct an infinite number of possible screening charges [4]

i.e., infinitely many unitarily inequivalent representations of the canonical commutation

relations. This is very reminiscent of the picture-changing operators in superstring theory.

The equation determining the possible dimension one fields is, in the Coulomb gas

language,

1 h (e^e^) -±ß(ß -Q) + ìa(o - 2a0) (4.66)

consistent with an energy-momentum tensor

T ~d<j>dcj> + jd2<j> - Ì977O7? + ia0d2n (4.67)

(4.68)

Using the identities

a±=a0 + —

1 7
«o - - ¦?

7 2

we can find many solutions to (4.66). For example, we can generalize the minimal model

screening currents:
j(b) _ eî(6a0+a+)7)e-6a0(£
+ bez (4.69)
j(b) _ ei(ba0+a^)rieba0<t>

Similarly, we can start with e"1"*1 and get a whole family of dimension-one operators:

jfyeb+^)* 6eZ (4.70)



Vol. 64, 1991 Alvarez-Gaumé 441

It is not difficult to find all solutions to (4.66) giving all possible screening operators. Now

the conditions for screening the charge in correlation functions are

> a, — 2a0
(4.71)

Yßi Q

and in principle there may be several ways of satisfying them, depending on the choice

of screening operators. Although this is a sensible prescription, it is not clear whether it

agrees with other methods of defining Liouville correlation functions.

The arguments of this lecture can be extended to the supersymmetric case. This was

done originally using SX(2|1) current algebra by Polyakov and Zamolodchikov [57] and by

Distler, Hlousek and Kawai in the superconformai gauge [58].

Exercise. Following the steps in lecture 3, compute the fusion rules for minimal

models coupled to gravity.

This concludes our study of the minimal (p,p') models coupled to gravity in the

continuum. The basic formulas to remember from this lecture are (4.44), (4.49), (4.50), (4.52)

and (4.57), which give the string susceptibility T and the critical exponents /im,n in the

presence of gravity.

Appendix

We collect here a few details of the computation of determinants and conformai anomalies.

Further details can be found in the literature. The identity

*i~n (•-*¦-¦") <«¦»

suggests the definition of the determinant of an operator O:

logdetO -/ -tre"'0 (4A.2)
Je t

where we assume e very small. If the operator Ö has no zero modes, the trace in (4A.2) is

unrestricted. When the operator has zero modes, however, we must modify this prescription.

The basic example to study is the determinant of the scalar laplacian on a compact
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Riemann surface E with metric <7;,-. We showed in lecture 3 that the correct treatment of

the zero modes leads to the computation of

/det/A\
\IVâ) (4A.3)

with the laplacian operator given by A —(y/g) ^di(y/ggl3dj). Using local isothermal

co-ordinates, the metric can be written as

ds2 e"dzdz gzz )re" (4A.4)

The non-zero Christoffel symbols axe

Tzzz=dza Tlï=dza (4A.5)

The curvature tensor is

Rzzz-Z -d.dta (4A.6)

The Ricci tensor is

Rz-z -dzdbarza R-zz (4A.7)

and the scalar curvature is, finally,

R 2g"Rzz -4e_0'ö2aFo- (4A.8)

In these co-ordinates, the laplacian of a scalar function takes the form

Aa -^-di (gijy/jdja) ^-"d&o (4A.9)

and therefore

R 2Acr (4A.10)

Under a one-parameter family of conformai transformations

g(t) el°g (4A.11)
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we can compute the changes in T and R from the above formulae and obtain

Tzzz(t) Tzzz+tdza

Rzzz-z(t) Rzzz-z-tdzdza

Rai*) Rzz - tdzdz* (4A.12)

R(t) e~t(TR - 2te-tagzldzdza

e-t<TR + te-taAa

Then we compute

Ì log det O, - f" d, »-1 trie"«0' - f°° dy 'r^fa"0, (<*•")

In our case,

jt log det 'At J°°dytT'jt&te-VA< (4A.15)

where the prime in det' and tr7 means that the zero-mode is removed. Since At e A,

we have

-7- log det 'At - / dyti/aAte-V** / dy-£-tr'ae"^« -trVe-£A<
a* A 7e dy

-trae"6*« + ydHy/9i4)a4]
(4A.16)

Now tr has no constraints and <pk (J y/gt) ' is the normalized zero mode. Thus

d_

dt
log det 'At -trae-£A> + jf log / ^ftd2( (4A.17)

and we obtain

rf.i0gË!!^i _tr(Te-£A( (4A.18)
a* J V«

We can now use the Seeley-DeWitt coefficients to evaluate the right-hand side:

trae~eA> à/^ + ^/^ff+)(e) (4A-19)
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Therefore, if we want to compute the infinitesimal form of the conformai anomaly for

the determinant of the laplacian

6^T^-Ûl^-i-J ***>+ °(£) (4A-20)

The effective action for d scalar fields was written in lecture 4 as

'det'A\-rf/2
JgJVg

Therefore,

(4.8)

/ V{US<,)gXe-S(W°)9) jVgXe-^).e,P \±j yf98a + ±- J yfgR8a + 0(e)

(4A.21)

If we want to compute instead the integrated change:

log

f det' Aeg, \
fe'y/B
det'A^

-d/2

d

8tT£ J dt f d2Ç^fta + -±- J dt J d2(^ftRtcr + 0(e) (4A.22)

VTvf /
Using (4A.12), we obtain

(4A.23)

which is the result quoted in section 4.1.

Similar results can be obtained for the (6, c) ghost system or for any set of anticom-

muting fields (b,c) with spins (j, 1 — j) respectively. See for example [21,22,43].
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Lecture 5. Random Surfaces and

the Large N Limit in Field Theory

5.1. Introduction and Examples

Previous lectures have dealt with the study in the continuum of conformai field theories

and their coupling to two-dimensional gravity. We would like to find now some explicit

ways of computing effectively the integration over metrics on a two-dimensional surface,

which was reduced in lecture 4 to integrating over modular parameters and solving the

Liouville theory. We want to write the sum over geometries modulo diffeomorphisms

on a fixed topology in terms of discrete random triangulations (or mixed tesselations with

irregular polygons) of a surface. Furthermore, we want to include some statistical variables

on the sites or links of the lattice and study the critical behaviour of the combined matter

plus gravity system.

The model of discrete strings and two-dimensional gravity presented were introduced

in [59,60,61]. They were inspired by Regge calculus [62]. This work generated a good

deal of activity [63,64,65,66,67,68, 69] together with some numerical work to explore

the non-perturbative properties of string theory. These studies also included in some

cases the contribution of the terms in (1.50) describing the extrinsic curvature. Since we

are not going to review the results of numerical simulations, a partial list of investigations

and reviews which could help the reader find her/his way through the literature is

[70,71,72,73,74,75,76,77,78,79,80,81].

Before the results of KPZ appeared [2], there were several lattice models out of which

exact critical information was obtained which agree with the later work in [2]. These

include the pure gravity case [59,60], the Ising model on a random planar lattice [82,83],

the Q-state Potts model [84,85], and an 0(n) cr-model [86]. The D — 2 string theory

in the planar limit was solved in [65,67,87,88]. After [2], exact results were also obtained
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for other values of c of conformai field theories in random planar lattices, for example

[89,90,91,5,9,92,86,93].

Obviously, we cannot give a thorough account of all these developments. To illustrate

the main ideas and technique, we have selected as representative examples in the rest of

these lectures the cases of c 0 (pure gravity), the Kazakov critical points [5], c 1/2

(Ising model), and c 1 string theory [91]. Even for these examples we shall not give a

full account of their properties. Further details can be found in the literature.

After this long digression on references, we start with the main theme of this lecture:

how to simulate random triangulations using large AT field theory methods.

We begin by exploring the rudiments of simplicial geometry. Let 5 be a triangulation of

a surface with the topology of a sphere S2. We define V(S) {vertices of S}, L(S) {links

in S}, F(S) {faces, or triangles in S}. If ny (respectively n^, nf) is the number

of vertices (respectively links, faces) in S, the Euler number (a topological invariant) is

defined by X(S) nv — ni + np 2, independent of S. If we change the topology of

the underlying surface, then X(S) changes. A given simplicial complex S may have a

non-trivial symmetry group G(S): the group of permutations of lines and vertices leaving

S unchanged. In continuum geometry, G(S) is the isometry group of the manifold. The

order of G(S) is denoted by |G(5)|, a standard notation in finite group theory. We define

an intrinsic metric on S by assigning the same length (=1) to each link of S, namely by

considering all triangles to be equilateral. If Nj is the total number of triangles meeting at

site i, one can define the analogue of y/g as <Tj Ni/3. The total area of the surface S is

|5| — 2_j fy — number of triangles (5-1)

iev(S)

The intrinsic curvature is concentrated at the vertices, and it is equal to the deficit angle.

At vertex i, the curvature is

Ri ^^p (5-2)
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For a regular triangular lattice, Nj 6 for any i, and therefore Ä,- 0. In this case, we

can certainly draw the lattice on a flat plane. The deficit angle at vertex i is clearly

y/gRi 2n (l - ^j (5.3)

and the discrete form of the Gauss-Bonnet theorem becomes

]>(l-f)-4, (5.4)

We can discretize the free string by including an action

H(S,X)= Y {Xi-Xjf (5-5)

taeL(S)

where the sum runs over all the links of S. Hence, the discrete form of string theory is

Z ye-ß\S\_L_ /TT_^e-E(,j)eS(^-^)2 (5.6)Y \G(S)\] U(2irfß K

We sum over all the simplices S and in the last exponent the nearest neighbour pairs

(i,j) depend on the simplex S. This can also be written in terms of the connectivity (or

adjacency, or incidence) matrix Gij(S) of the simplex S:

Q..( c\ _ / 1 i, j nearest neighbours on S (5 7)'•^ ' 10 otherwise

Other examples axe easy to construct. For instance, the Ising model on a random

planar lattice is

x
{"} (5-8)

E*-ßiSiTGhs\E(^ß)iLiS)i II (1 + tanh^-a,.)
S

' l ;l{<r,} (i,j)eS

The sum over S can be defined by summing first over simplices with n sites and then

summing over n, in principle with some other chemical potential for the number of sites.

In the thermodynamic limit, we want n —+ oo. Later, we will also remove the constraint
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on the fixed topology of the simplices and this will bring us into string theory. For more

details and references on this subject, see [89,94,95,96].

Another example which is important in the study of polymers is the 0(n) model. In

the limit n —> 0, one obtains the statistical mechanics of self-avoiding random walks. In

this model, one assigns spins J*j to each site, subject to the constraint sj — n. On a regular

honeycomb lattice (see figure 5.1), the partition function is

Z0(n) J û dS< II (X + k*< ' *J
» (>,J)

(5.9)

Figure 5.1. A possible configuration contributing to (5.9).

The spins Sj have each n components, and each link appears only once in (5.9). It

is clear from (5.9) that only closed loop configurations can contribute, otherwise the dsj

integral over the boundary spins would vanish. Furthermore, if three links meet at a vertex,

again the 0(n) integration with respect to the vertex spin will vanish. Hence, the closed

loops cannot intersect and (5.9) is an expansion in closed non-intersecting loops.:

Z Y kNhnksnNlo°Ps (5.10)
loops

One can consider correlation functions in this case of fields $p(x) representing a source

of p infinite non-intersecting lines at a point x. If we consider a random lattice with co-
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ordination number 3 (only three lines at each vertex), for any graph S we can define the

0(n) partition function as in (5.9), and the total partition function becomes

Zn(ß, k) Y ]G(sY\e~ßiSiZ0(n)(S) (5.11)

A configuration contributing to (5.11) appears in figure 5.2. The parameter ß is the

cosmological constant, the variable conjugate to the area of the surface. The system has

two fugacities: k, related to the inverse temperature of the model, and e~P, the lattice

fugacity.

Figure 5.2. A configuration contributing to (5.11).

One would like to compute the partition functions and critical exponents of the models

considered so far and many others as well. Anyone familiar with the solution to the Ising

model or other solvable models on a regular lattice may be ready at this point to give up and

abandon a problem where in principle one would have to solve first the Ising model (say)

for an arbitrary simplex S, and then sum over simplices. Since, generically, S will have no

symmetries, we do not worry now about computing |G(5)|. Actually, the apparent curse of

having to sum over simplices is a blessing in disguise. There are very powerful techniques

in quantum field theory to enumerate systematically graphs of arbitrary topology and

complexity, they are based on the large N limit of matrix field theories. Before returning

to models such as (5.6), (5.8) or (5.11), we present the tools in large N technology that

will be needed. These methods are so powerful that it is possible to solve the Ising model
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on a random planar lattice in the presence of an arbitrary constant magnetic field. We

will later analyze in some detail the correlation functions and the type of exponents used

in these theories.

5.2. Large N Expansions. Orthogonal Polynomials

The use of large N expansions in field theory is a rather large subject. It was started

by the seminal paper of G. 't Hooft [97]. The application to 0+0 and 0+1 dimensional

models was first carried out in [98]. A good reference on the the theory and applications of

random surfaces is [99]. The use of orthogonal polynomials to solve this problem appears

in [100,101,102]. We will follow mainly the very lucid presentation in [100]. The case

of two- and more- matrix models in the large N limit appears in [101,103,104,105,106].

Many details and references on orthogonal polynomials can be found in [107].

To make the arguments as transparent as possible, let us study the simplest possible

case: a matrix field theory in 0 + 0 dimensions. The "field" is just an N x N matrix Mjj

(i,j 1, • • • A''). We take M to be hermitean, although the arguments can be generalized

easily to M complex, symmetric or antisymmetric. The partition function is just an

ordinary integral

Z f dN2M exp[-ßtrV(M)]

V(M)=l-M2 + YdkMk
*>3

We can compute Z using Feynman rules. For this, it is useful to introduce a double line

notation corresponding to the two indices of M. The lines are oriented because M is

hermitean and from a group-theoretical point of view, M can be thought of as a quark-
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antiquark pair. The Feynman rules will look as in figure 5.3.

^// JL^ nr
Figure 5.3. Feynman rules for (5.12).

The advantage of the double line notation is that we do not have to write explicitly

all the indices on the matrices. To follow a particular index, all we have to do is to follow

the arrows. In perturbation theory we expand the interaction term in (5.12) and compute

the gaussian integrals:

fa N2*, „-i/?trM2 TT / v^ l n,Z= d" M e" n E ^>*MPr>
p>3 \np=0 p

The propagator is

(MijMke)=ß-16i6ik

(5.13)

(5.14)

A generic graph for Z will have Vp vertices of type p (gp tr Mp). Since there are no

external fines, all lines will close to form a loop and for every loop the traces appearing in

the vertices will produce a factor of N (some graphs are shown in figure 5.4).

<
>¦

Figure 5.4. Some graphs appearing in (5.13).



452 Alvarez-Gaumé H.P.A.

We want to show now that in the large N limit, if we expand Z in inverse powers of

N we obtain a topological expansion. A graph with V3 vertices of type 3, V4 vertices of

type 4,... will give a contribution proportional to

where J is the number of "index" loops, P is the number of propagators and V ^Vp
is the total number of vertices. Now think of the diagram geometrically, as an abstract

simplex where the vertices are the vertices of the graph, the edges are the propagators and

the faces are the index loops. The Euler characteristic of this particular simplex is

X 2-2h V -P + I (5.16)

where h is the number of handles of the surface. For every closed graph, the total number

of lines emanating from all the vertices must be equal to twice the number of propagators:

2p yvp (5-17)
P

(g?g?...)N2-2h+p-vßZMi-i)= YI (gpNÌ-l)Vp N2-2hß£Ml~V (5.18)

Then (5.15) becomes

p>3

If we define gp ^gpN p' i.e., if the potential V(M) takes the form

lpV(M) YTAr^i*MP (5-19)
P>2*>

we can write the partition function as

z YN2-2hEß^Vp{i")wk)lmVp (s-20)
h Sh

Equivalently, since we have not fixed the behaviour of ß as N —» 00, we can write

h Sh-ç—ç^Cff^n** «
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Several things are worth pointing out about this formula:

1) For a fixed order in AT (fixed h) we sum over all graphs 51/, in the theory. We know

from standard field theory that the factorial factors in (5.13) do not cancel completely if

the graph £/, has some symmetry. What remains in the denominator is the order of the

symmetry group of the graph. This factor, needed in (5.6) and subsequent formulae is an

outcome of the large N computation.

2) The large N expansion is an expansion in genera. Thus if we want to keep only

spherical (planar) topology, it suffices to keep the leading term ft 0 in (5.20).

Figure 5.5. The solid line is a portion of a triangulation. The broken lines represent
the dual simplex.
3) There remains to understand the exponent in ß in (5.20) and why this expansion

is counting metrics modulo diffeomorphisms. This is clarified by noticing that the large

N expansion gives us the dual simplices to those considered in the previous section. Take

ff4 9ò • • • O- Now we only have <j> vertices. If we consider an arbitrary triangulation

of a surface (as in figure 5.5), its dual graph is a <j> diagram. In this case, the exponent

of ß in (5.20) is -j ^ Fp. However, the number of vertices in the <jr graph is equal to

the number of triangles in the dual triangulation, and therefore it represents the area of

the surface if we let the length of every side of the triangles to be equal to 1. Thus the

factor E Vp(p/2 — 1) l^l is the area of the triangulation. We can also define a distance

between triangulations. If Gij(S) and Gjj(S') are the adjacency matrices for the graphs
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S, S' we define their distance as j ^-• \Gjj(S) — Gij(S')] Configurations differing by the

flip of a single link as in figure 5.6 have d(S, S') 1. By flipping links, one can move in the

space of triangulations. This procedure has been implemented in Monte Carlo algorithms

to simulate random surfaces numerically.

Figure 5.6. Two configurations differing by the flip of a single link.

Finally, we should mention that the factor 1/|G(S)| is expected also in the space of

metrics modulo diffeomorphisms. This is due to the existence of orbifold points in the

moduli space of Riemann surfaces. In other words, some diffeomorphisms may have fixed

points for some metrics. If we have some manifold M and a group G acting on it, the

quotient space M/G, i.e., the space of orbits of M in G is again a a manifold, as long as G

acts freely on M. If G has fixed points, the quotient space will have singularities at these

points. Think for instance of M as the two-dimensional plane and G as the group with two

elements {1,P} where P(x) — x. The quotient M/G is a cone with a 30° opening angle.

The origin of the plane is a fixed point under G and this generates a conical singularity

when modding with respect to G.

There are also multi-matrix models, with a similar interpretation. In (5.12), there is a

single matrix field M. Take instead Ma a 1,2,..., n. later, we will need also models of

the form
r "

fan'J a=l
dN Maexp

P-1

Y Va(M) - Y c<* tr MA+1
a a=l

(5.21)
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The Ising model on a random lattice, for example, is given by (5.21) with p 2.

The most efficient method to evaluate (5.12) and (5.21) is in terms of orthogonal

polynomials. The theory has U(N) invariance, and the observables are simply the operators

trMp. Therefore, we would like to transform the integral in (5.12) over M into an integral

over the eigenvalues of M. Since M is hermitean, it can be diagonalized by unitary

transformations. We can parametrize M as

M U-1i -. \u U~1DU (5.22)
V W

An infinitesimal change in M is

UdMU'1 =dD + [D, duU~l] (5.23)

or, in components,

(5.24)
(udMU-1) dXjSjj + (Xi - Xj)wij(U)\ ij

uij(U)= (dUU-1)..

The differential u>ij(U) involves only angular variables. If Eij denotes the matrix unit

whose single non-vanishing entry is a 1 in position (i,j), we can write (5.24) as

dXiEu + (Xj- Xj )wijEij (5.25)

Then the volume element d M will take the form [99]

N
dN2M Y[ dXiß(U) Yl(Xi - Xj)2 (5.26)

j=l i<j
The measure over the angular variables ß(U) will be ignored in the computation of Z and

in the computation of [/(Af)-invariant expectation values. We obtain

z=/ndA»A2(A')e^E<m)

V(X) \x2 + ygpXr (527)
p>3

A(A,-) Y[(*i - hf
'<j
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The free energy or ground-state energy E^(g) is defined by

Z e-N2E"(9) (5.28)

where we have factored out a power of AT in the exponent to normalize the planar (genus

zero) diagrams:

exp -N2En(g) ^lirn^ / J] dA,- JJ(At- - A;)2 exp -ß Y v(xi) (5-29)

In the large N limit, we can use steepest descent to evaluate the integral. Equation (5.29)

should be thought of as the statistical mechanics of N charged particles on a line in the

presence of a potential:

exp -N2En(g) jf] dXj exp 2 £ log \Xj -Xj]-ßY ^(fa) (5-30)

The steepest descent equations are

ßv'(Xi) 2Yr-Lr (5-31)

& Xi ~ Aj

This problem can be solved in the large N limit by going to a continuum approximation

[98]. We will use a different method to find Z. This is the method of orthogonal

polynomials [100,101].

The interpretation of (5.30) as a Coulomb gas is due to Dyson. We have a Coulomb gas

at a temperature ß in an external potential ^(A;). At very low temperature ß ~ 1/N,

N —* oo, the charges are very weak and the attractive potential balances the Coulomb

repulsion. In this situation, the Dyson gas freezes into a solid whose equilibrium positions

are given by the minimum of the energy E(g) and satisfy (5.31).

To evaluate (5.27), we introduce orthogonal polynomials with respect to the measure

dß(X) dXe~ßVW (5.32)
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By Gramm-Schmidt orthogonalization, we start with the basic monomials 1, A, A2, •••

and construct monic polynomials (a polynomial is monic if the coefficient of the leading

term is 1):

Pn(X) A" + an.n-iA"-1 + a„,„_2An-2 + ¦ • • (5.33)

Then

J dß(X)Pn(X)Pm(X) hn8n,m (5.34)

It is clear then that Pn(X) is orthogonal to Am (m < n). These polynomials satisfy a

two-step recursion relation

XPn Pn+l + S„Pn + RnPn-l (5-35)

To prove this, we write
n-2

(5.36)Ain -Pn+l + SnPn + RnPnx + Y, ^-aPa
c*=0

Multiplying by Pa (a < n — 2) and integrating with dß(X), the integrals of Pn+\Pa, PnPa,

Pn-\Pa vanish, and XPnPa Pn(Aa+1 + •••). Since a < n — 2 and Pn is orthogonal to

Xm m < n — 1, we obtain Aa 0, a 0,1,..., n — 2. An explicit representation of -Pn(A)

once Rn and Sn are known is

A-S0 t

Pn+lW

0

fil A-Si 1 0
0 R2 X-S2 1

Rn-1 A - 5„_i 1

Rn A — bn

(5.37)

Expanding in minors with respect to the last row,

A-S0 1

Pn+l =(A - Sn)
Ri A - Si 1

Rn-l A - Sn_i

— Rn

A-S0 1

Ä1 A - Si 1

Rn-2 A - Sn_2

(5.38)

=(A — Sn)Pn — RnPn-l
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Next, notice that A(A,-) is a Van der Monde determinant

1 1 1

n<A* - xj)=
Ai A2 • XN

i<j v^-l
Al \N-iÄ2

xN-1

From (5.33), we can write the above expression (5.39) as

A(A) det Pj-l(Aj)
i,j l,-.-,N

Define the "one-body" wave functions

*<a) Pi(x)e-pnm

Then we can construct the N-hoày fermionic wave-function

*Ar(Aj) detV',_i(Aj)

corresponding to the ground state of N fermions. Then Z is the norm of \tjy:

Z (*N]*N)= JY{dXrt(Xj)^(Xi)

In this form, Z is the norm of a Slater determinant:

N-1
Z N\ YI hi

i=0

Using

(5.39)

(5.40)

(5.41)

(5.42)

(5.43)

(5.44)

hn J dß(X)Pn_lXPn f dß(X)Pn-l(Pn+l + SnPn + RnPn-l) RnK-1 (5.45)

we obtain
hn -Rn-Rn-1 • • ' R?.R\hQ

N-1
N TT TfN-1z=mug n Ri

i=\
Finally, we obtain two basic identities:

(5.46)

0 J dß(X)Pn(X)±Pn(X) \j dß(X)^-P2(X) ßj dß(X)V'(X)P2(X) (5.47)
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and

Jdß(X)Pn-i-^Pn=nhn_l (5.48)

Integrating by parts and using the orthogonality of Pn and dPn-\/dX, we obtain

j dß(X)Pn-lV'(X)Pn ^hn-l (5.49)

The two equations

fdß(X)V'(X)P2 0
J (5.50)

J dß(X)Pn-lV'(X)Pn jK-\
are known as the string equations [6,7,8]. Combining (5.35) and (5.50) we can obtain a

set of equations for R„ and Sn known as the staircase equations [100]. Let us consider

some examples first.

In the simplest non-trival case, V(X) X /2 and Pn are the Hermite polynomials:

j dß(X)Pn_lV'(X)Pn J dß(X)Pn-lXPn Rnhn-1

and hence for the purely Gaussian theory

Rn
~ß

(5.51)

Also, Sn 0, which is generic for the case of even potentials V(X) V(—A).

Consider next the potential V(<j>) — g2<j> + 34<j> which is also even and thus Sn 0.

We need

/ dß(X)-^—Pn-iV'(X)Pn f dß(X)-^—Pn-i(2g2X + 4gAX3)Pn (5.52)
J «n-1 J "n-1

The first term is easy to compute and it yields 2g2Rn. For the second one, we have to

use (5.35) three times; we always have to start with Pn and end with Pn-l, so as to make

(5.52) different from zero. The answer is

4giRn(Rn+l + Rn + Rn-l) (5-53)
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and hence

2g2Rn + Ag±Rn(Rn+l +Rn + Rn-l) 7j (5-54)

The general pattern can be understood if we define an operator n such that hPn nPn

and shift operators. Similarly, we also define R(h) and S(h). If U± \n) — \n ± 1), then

(5.35) can be written as

X (U+ + U-R(n)) (5.55)

Notice that the operator is defined acting on the monic polynomials Pn- We can define

the operator also with respect to an orthonormal basis

Vn h~l/2Pn (5.56)

In this case,

A>„ h~l/2(Pn+1 + SnPn + RnPn-l)

kn+1Vn+l + SnVn + Rn\R^Vn-l (5'57)
hn V hn

yjRn+lVn+\ + S„V„ + ^fTnVn-\
Hence, in this basis

Â y/R(h)U+ + S(n) + U- y/R(h) (5.58)

and the string equations become

jdß(X)Vn-lV'(X)Vn jj=
Jdß(X)V'(X)V2(X) Q

Define the states \n) and \n) according to

(A|n) Pn(X) (X]n) Vn(X)

]n) h„ \n)

Therefore, we can write (5.50) as

(n|V'(A)|n)=0

(n-l|nÂ)|n)= n

ßy/Rn

(5.59)

(5.60)

(5.61)
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Graphically, these expressions can be computed in terms of a "staircase" diagram. Think

of a staircase where each step is labelled in order 1,2,3 n, n + 1,... To compute the

contribution (n — 1| Xp ]n), we start from step n and apply A p times in such a way as to

end up at the (n — l)-st step. The rules of this ladder game are

R + l n/ y/Rn+i \ =V-R„ n^n Sn (5.62)
n n + 1

For even potentials, the last term is not there.

Acting instead on the basis \n), we have equivalently

n + 1 n/ =1 \ =Rn n —>n Sn (5.63)
n n + 1

Consider for example the graphical computation of (n — 1| A \n) with even potentials.

The contributing diagrams (paths) are shown in figure 5.7.

n+3 • • •

n+2 • •

n+1 • j
n-1 •

IE

n-2 • •

Figure 5.7. Staircase paths contributing to (n — 1| A \n).

Using the rules (5.62), we find the contributions

I : y/Rn+1 y/Rn+1 V%

II : VKy/KVK (5-64)

III : yRny/Rn-iy/Rn
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Inserting these expressions into (5.61) leads immediately to (5.54).

Our third and last example is based on the cubic potential V(X) g2X + g$XA;

V'(X) 2g2X + Zg$X2. Now we have to use (5.62) with S„ ^ 0. As before, the 2g2X term

contributes 2g2y/Rn. The staircase graphs contributing to A are shown in figure 5.8.

n «.>-

-*-* n-1

Figure 5.8. Paths contributing to (n — 1| A \n).

The two of them together yield 6g^Sny/Rn, so the total is

(2g2 + &g3Sn)^ jj= (5.65)

We also need to compute (n\ V'(A) \n) The staircase paths now start and end at level n:

(n\ V'(X) \n) 2g2Sn + 3ff3(S2 + Rn+i + Ä„) 0 (5.66)

In general, if we take V(A) — V(—A), the form of the string equation is

n
~ß̂

2g2Rn + Y2P92p Y Rsi-Rsp (5-67)
P~> 1 staircase

paths

The staircase paths are obtained from (n — 1| Â2p_1 \n) or from h~_y(n — l\Xp~]n). Using

(5.63):

X2P~l (U+ + U-R(n))2p-1 (5.68)

In order that the expectation value (n — 1| A p ]n) be non-vanishing, p steps must be

taken downwards and (p—1) upwards. The number of contributing terms is I ^
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(2p — l)!/p!(p — 1)!. If we can solve the staircase equations for R„, then the free energy

follows from
-1 ZN(g)

EN =770 log-N2^ZN(Q)
-1 Ä / k \ Äi(s) 1

» ' - — - *„<»)
(5'69)

where the argument g 0 means the restriction to the gaussian model.

Before concluding this lecture, we quote a result due to Mehta which allows us to work

also with multi-matrix models of the form (5.21). (The proof can be found in [103] and

[104], although the result was also found in a different form in [101].) The result is

JdN2Be-vW+2ct*AB=conSt. x j dXx ¦ - • dXN^-exp (-V(X() + 2c^ AiW

(5.70)

where the A,'s (respectively the ßi's) are the eigenvalues of B (respectively of A), and

A(A) Y[(k - Ai) AO*) n> - N) (5-71)

i<j i<j

Now we have the tools to analyze statistical models on random triangulated surfaces.
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Lecture 6. Pure Gravity. Kazakov Critical Points.

A First Look at the Double Scaling Limit

After all the machinery built in the last lecture, we would like to obtain a number

of interesting results concerning pure gravity in two dimensions and also verify some of

the formulae of Knizhnik, Polyakov and Zamolodchikov (KPZ). The arguments in this

lecture will be rather elementary, but conceptually they are important for understanding

how the continuum two-dimensional gravity theory is obtained from the sum over random

triangulations. In the following lecture, we will explain in more detail the critical exponents

and ambiguities in the construction of the coupling of matter to 2D-gravity.

6.1. Remarks on Asymptotic Estimates

In lecture 4 we introduced the string susceptibility jst in terms of the "microcanonical"

partition function with fixed area A. This coefficient also determines the divergence of the

partition function Z(ß) as the cosmological constant approaches a critical value ßc. For

later convenience and also to agree with standard notation, we define the bare cosmological

constant Aß as

ß eKs (6.1)

Since we have set the length of the elementary links to one, there are no units in the

exponent in (6.1). The full partition function can be written as a sum:

oo

Zh(AB) Y Zh{N)e-KsN (6.2)
N=0

where Z^(N) is the partition function for fixed area A, and h is the genus of the surface

considered. In general, (6.2) will be convergent for some values Aß / Ac, and it will diverge

at the critical cosmological constant Ac. The asymptotic behaviour of (6.2) is determined

by the behaviour of Z^(N) as TV —» oo:

Zh(N) ^-.oo ANNT* (6.3)
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Then A eAc and the behaviour of Zn as Ag —? Ac is

zh(AB) ~YANN7~3e~A"N YN7~h~{AB~Ac)N
N N

/oo dxxTh-l*"-*')* ~ (Aß - Ac)2-T"
(6.4)

The string susceptibihty is defined as

Ar ^-~(AS-Ac)-T" (6.5)

The average area of the string world-sheet behaves as

(Area) -j£-Zh ~ (AB - Ac)1^' (6.6)

If instead we look at the two-point function of some operator $, in the limit of large

area N:

e-ABNZ^(N) ~ Nl-Mi+i,t-3e-(AB-Ac)N (67)

and the behaviour of Z$$(Ag) near Ac is

Z**(ß) ~ (AS - Ac)2/,*-T" (6.8)

where /1$ is the dressed dimension of the operator $ according to the KPZ definition. For

pure gravity (D 0) the formulae of lecture 4 imply

_ D-l-y/(D -!)(£>- 25)
_

1

£>=0 2
y ' '1st - 12

Hence, the string susceptibility is directly related to the divergence of the partition function.

We want to derive (6.9) starting with one-matrix models in the large N limit.

6.2. $4 Planar Theory

To derive (6.8), we begin with the staircase equations for a quartic potential:

- 2g2Rn + Ag4Rn(Rn+l +Rn + Rn-l) (6-10)
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Dividing by N as N —? oo, using ~g2 g2,~g4 g^/N and redefining R„ —* R„/N, with

x n/N and e 1/N, we find

I 2sr2-R(x) + 4ff4iZ(x)[Ä(a; + e) + Ä(x) + R(x - e)] (6.11)

In the large N limit, we can neglect e and we end up with an algebraic equation for the

coefficient R(x):

e_Aflx 2g2R(x) + 12gAR2(x) (6.12)

whose solution is

-2g2 ± J4gJ+48g4e-^x
*¦>-—y--k (6-13)

We can normalize g2 1, and we see that the critical behaviour is found for «74 —1/12,

Ac 0. The scaling region appears for x ~ 1:

R=l- Vl-e-A-Bx (6.14)

The sign choice in (6.14) is due to the fact that R is always positive. This solution follows by

requiring the polynomial in (6.12) to have a double zero at x 1 for Aß ~ 0. Substituting

(6.14) into (5.69) we obtain the free energy [59,60]:

S W2^72)(Aß-Ac)2+" + analytiC (6-15)

and we disregard the analytic terms, which can be accounted for by the appropriate coun-

terterms. We have also included Ac in the final answer (6.15), from which we can read

immediately *fst(D 0) —1/2 in agreement with the KPZ formula.

6.3. Kazakov Multi-critical Points

We can consider now an arbitrary potential V(4>) and study other possible critical

behaviours as we tune the couplings [5]. In the naive large Af (planar) limit for an even

potential of order 2k, the staircase equations will give in (6.12) a polynomial of order k.
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From (5.67) we can write

^ t2P92P(2P;1)RP (6-16)

Again redefining R —? R/N, x n/N, g2p g2p/Np~l, ß eAfi, we obtain

e-ABx wk(R)

Wk(R) Yg2p(*-l)Rp (6-17)

P=l v /
We can write W(R) in terms of the original potential via an integral representation,

which the reader is invited to verify:

W(R) f£-V'(z + j) (6.18)

and its inverse

VU2)= [ —W(u(l-u)<f>2) (6.19)
Jo «

In the pure gravity case, x ~ 1 is the critical point, where W(R) has a double zero. Tuning

the couplings, we can require W(R) to have a zero of order k. Hence, the fc-th multi-critical

point appears when

W(R) [l - (1 - R)k] F(R) (6.20)

Since F(R) is analytic and non-vanishing in the critical region, for all practical purposes

we may ignore the explicit form of this effectively constant term. Now we have

e~ABx l-(l-R)k (6.21)

R(x) 1 - (1 - e-kBx)llk (6.22)

Note that we can absorb ^(0) into the definition of Aß. Substituting (6.22) into (5.69),

we obtain

E
(2 + t-lXl + t-l)^ - Ac)2+fc_1 + analytÌC (6'23)

Therefore, in this case we obtain

Ik - 7 (6-24)
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When W(R) takes the form (6.20), we cam compute the potential Uk(4> according to

(6.19):

W)fa(-')-'i*i^ (6.25)

For instance,

(k-n)\(2n)\n=l

1.2
u2(<t>) -</>¦

W) <t>2- ^ (6-26)

Several comments are now in order:

1) It si very important to realize that the sum over triangulations is playing the role of

a dynamical variable, namely the world-sheet metric jr,-,-, and also that our main goal is to

reproduce the sum over geometries in the continuum limit. Therefore, it is not sufficient

to compute the partition function in the large N limit, we have to look for critical points.

Near them, we find scaling behaviour and the onset of the continuum limit. This is an

illustration of the arguments advanced in lecture 2 on the renormalization group. Near a

second-order phase transition, we find scaling behaviour and the memory of the discrete

structures is lost. If we look only for W(R) or R R(x), then we are only counting graphs

in the large N limit. This is an important problem solved by Bessis, Itzykson and Zuber

[88] using orthogonal polynomials, but it is not the problem we wish to solve. We are

not only using the large TV methods to simulate triangulations, we also want the sum to

become critical in order to recover the original continuum theory we were interested in.

2) We have not yet specified how Aß approaches Ac. This would require introducing

some scale, a renormalized cosmological constant and various scaling variables. Often, we

are not interested in any relation between the two limit Aß —> Ac and N —> oo; thus we take

N —> oo, restrict ourselves to planar graphs and then look for possible continuum limits.

For the applications to statistical mechanics this suffices. One is most often interested

only in planar topology for the fluctuating surfaces. If one also wants to obtain solutions
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to string theories, then one has to sum the partition functions for each genera to obtain

the full string partition function. This is the beauty of the double scaling limit. By tuning

carefully the two limits N —> oo and Aß —? Ac, we obtain the sum over all genera in a

single step. The next section is devoted to a first exploration of the double scaling limit.

6.4. A Primer on the Double Scaling Limit

Before taking the N —* oo limit, recall from the previous lecture that the free energy

has an expansion

E(AB; g) N2Eq + Ei+ N~2E2 + ¦¦¦ + N2~2hEh + ¦¦¦ (6.27)

where E^ is the sum over all graphs with the topology of a Riemann surface of genus h. If

we consider the dependence on a single coupling, for instance Aß, the singularity nearest

to the the origin occurs at the same location ßc at every order in 1/N. Its position depends

only on the potential V. This is the behaviour we found in lecture 4, where the partition

function for fixed area A and fixed genus h in the limit A —> oo behaves according to

e-ABAZh(A) A-1+^-h)e-^-^A (6.28)

Hence the singularity in (Aß — Ac) for Z/j(Aß) is

ZA(Afl) ~ f* dxx-l-^l-h)e-(AB-A')x

fa Aß - Ae)^1-")

(Aß - Ac)(2-yo)(l-h)

70 1st 2 - Q/-y Q

In the discrete case, the behaviour

(6.29)

25 -d Q - yjQ2 - 8

2-7A (2-70)(l-/0 (6-30)

has been verified in several explicit examples. Hence the behaviour of a generic term in
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(6.27) for large N and small (Aß — Ac) is

Eh(AB) JV2"2fc(AB - Ac)(2-*')(l-»)
™-2 (6.31)

Lat(As-Ac)1-W2J
The term in brackets is therefore the string coupling constant i.e., the parameter which

counts the number of string loops in

String » Y KÌh~2Zh (6-32)
h

1
(6.33)

iV(A5 - Ac)1-?«/2

Thus if we want to obtain a sum of this form, we have to take the limits N —* oo and

Aß —> Ac in such a way as to leave the string coupling constant k different from zero.

To take the continuum limit, we introduce an explicit constant a with dimensions of

length to play the role of the cut-off. This means that the length of the basic links in

the triangulations are taken to be all equal to a a instead of 1. Next, we introduce a in

the expressions above and then take the dominant terms as a —» 0. The renormalized

cosmological constant is defined according to

A* ^^ (6-34)
or

and Aß is kept fixed by tuning (Aß — Ac) as a —> 0. We can think of Aß as the action

per polygon and a as the area per polygon, so that Aß represents the action per unit

area. The continuum limit is taken to be the first non-analytic term in ßR which satisfies

the correct scaling relations. There are some analytic contributions in /iß to Eq. These

are the remnants of the cut-off and can be subtracted if desired in the definition of the

renormalized free energy. The double scaling limit is obtained by requiring [6,7,8]

/c"1 JV(a2)1-^/2A^7st/2 (6.35)

to remain constant, i.e.,

Na2-*" A-1 constant (6.36)
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For critical strings, the string coupling constant is dimensionless (it is just the dilaton

expectation value), while here it has a well-defined dimension. This is one of the many

features distinguishing between critical and sub-critical strings. It also makes clear the

fact that we cannot expand about Aß 0. Since physical quantities will depend on k, we

see that a change in the string coupling constant A can be compensated by a change in

Aß. To obtain the equations governing the continuum limit, we first blow up the scaling

region (x ~ 1):

e-a2ARx _ e-ABx i__a2t (6.37)

Now, for x £ [0,1], t g [a-2, Aß], and the derivatives with respect to x become

1 d Id _-, d ._ „„.—— ~ .r-- -Xa lst— (6.38)
N dx Na2dt dt

In the planar limit, we would have

W 1 - (1 - R)k e~kBx l-a2t (6.39)

It is convenient to introduce the scaling function

1 - R a2lkf(t) (6-40)

and now we solve the string equation to leading order for the case of pure gravity, k 2:

xe~Kß =R + 4g4R(x)(R(x + e) + R(x) + R(x - e))

a -/ d\2 „, x
(6-41)

R + 12g4R* + 4g4R e— j R(x) +

(recall e 1/N). For k 2, we have

R(x) 1 - af(t)
d i/, d 1 (6-42)

£Tx=-Xa dt ' 54 -Ï2

1 - a2t 1 - a2f2(t) + ^A2a2^Y + 0(a3) (6.43)

Finally.

t _ f2(4\ _. _

3 dt"2
* - /2(*) -\^ (6-44)
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we obtain the Painlevé equation of the first kind, or Painleve-I for short. This is a re¬

markable result [6,7,8]. In quantum field theory, we should not have any right to expect

such a simple answer. It should be wonderful to be able to compute the (g — 2) factor of

the electron as a function of the fine structure constant a in terms of the solution to a

non-linear ordinary differential equation. The double scaling limit has shown us, however,

that the free energy of string theory can be obtained from (6.44).

In the derivation of (6.44) we have made some simplifications. For example, we have

taken the k-th. Kazakov critical point to be of the form Wk(R) 1 — (1 — R) We could

instead choose a more general parametrization Wk(R) 1 — a(Rc — R) but by redefining

/ and t the final result would again be (6.44). This is expected from universality. It is

a good exercise to verify it. We can solve (6.44) as a power series expansion. Since the

expansion parameter is « from (6.35) it follows that k A A„ and, in the planar

limit f(t) t I2 we can write

h=0

Upon substitution into (6.44), we obtain a recurrence relation for the coefficients Afc.

OO i

f(t)=tV2YAh(x2t-V2)h (6.45)

Ah+i ^(25h2 - l)Ah - \ Y A™A» (6-46)
m+n h+l

m,n>0

and asymptotically A^ « (24/2b)~h(2h)\. This series is divergent, and its behaviour is such

that non-perturbative effects are expected to be stronger than in field theory. In field theory,

large orders of perturbation theory grow like h\, which can be traced to singularities of

the form exp—A/g2, with g the coupling constant. The behaviour (2h)\ leads, on the other

hand, to singularities like exp—A/g. For small g, this is much stronger than exp—A/g

and hence one should suspect that non-perturbative effects in string theory play a very

important role [108]. In the next two lectures we will pursue in more detail the properties

of the double scaling limit. Since the series (6.45) is divergent and not Borel-summable, it
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is an important question whether 2d-gravity can be defined non-perturbatively. Several

attempts towards this goal can be found in [109,110,111,112,113,114,115,116,117,118].

The universality properties of the double scaling limit for the one—matrix models are studied

using heat kernel methods in [119]. We will have more to say about some of these

topics in the last lecture.
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Lecture 7. Statistical Systems on Random Surfaces

7.1. General Considerations. Critical Exponents

In this lecture we want to explore in more detail the properties of statistical systems

coupled to random triangulations. In lecture 5, we presented the basic definitions but did

not study in detail either the critical exponents or the many subtleties associated with the

integration measure, or the role of irrelevant operators, etc. The first part of this lecture

is devoted to these issues: we follow closely [64]. Later we whall turn to some examples

other than pure gravity.

We begin with an arbitrary triangulation S with adjacency matrix Gij(S). Recall that

we have analogues of several geometrical quantities in the continuum limit. If at site i

there are Ni incident triangles, the volume element ^/g and curvature R axe defined at i

according to

vg-K7i Y
R —? Rj 7T

y/gR —? <T(Ri 27T

Ni
6-Ni (7.1)

6

-2 2VgRz - 3^(6 - m
The discrete action for a D-dimensional string on the triangulation S is

S=\Y{Xi-Xjf + AY^i (7-2)

<»J>

If instead of triangulations we look at more complicated simplicial approximations to the

surface, Nj in (7.1) has to be replaced by the co-ordination number g,- of the point i. For

triangulations, g,- Nj obviously. The pure gravity action may contain terms other than

the surface area:

Sgravity A|S| + ßX + Y \°iRì + ' ' " (7-3)
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In this expression, |S| is the area of the triangulation and X its Euler number. The measure

over Xi is

IKD/2 dPXj
(7.4)

(2tt)0/2

D/2The term or. has to be included in the quantization of a scalar field in the presence of

a gravitational background to account for the correct conformai properties. As pointed

out by David, we can combine the measure factor and the higher curvature terms in (7.3)

into an arbitrary exponent for aj. We can replace D/2 by some exponent a, and up to

constants we may write

Ri, Ri,y log *,72 Y ^1 + —) M1 + t) (7.5)

The first term in the expansion of (7.5) is proportional to the area of the triangulation.

The second term gives a correction proportional to the Euler character. Next, we have

CiRf, etc. One expects that the continuum limit should not depend on curvature squared

and higher-order terms. This is difficult to test analytically, but there is some evidence

based on strong coupling expansions and Monte Carlo simulations. We can write for the

partition function

Z(a,ß,D) =Yck\I[°ie~ß'TiZ(S>D)

oo

Ye~2ßNZN(a,D)
N=l

(7.6)

z(s) =/nT d°Xi
ks^)Dß

exp J-YiXi-Xjf
(ij)

The prime in the last measure indicates that we should remove the zero mode 6Xi C.

We found a similar phenomenon in the continuum version in lecture 4. In lecture 5, we

argued that we can replace the sum over triangulations by a large N <jr or <j> field theory.

Let us make these arguments more concrete now.
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By a duality transformation, we can write Z(S) in terms of the dual lattice S* which

is a (j> diagram. This is done as follows. First introduce a new set of link variables

V(ij)=Xi-Xï (")
For any triangle (ijk) in S, the variables V,... satisfy

^o+vS*>+v&r° (7-8)

Denoting by i*, j*, etc. the sites of the dual graph S*, we can define link variables in the

dual graph by the identification V/?, .„> V,fa whenever the links (ij) and (t'j*) are dual

to each other. Since the three dual links to those appearing in (7.8) meet at the point

dual to the tringle (ijk), (7.8) can be written in terms of a set of Lagrange multipliers Xj,

associated to each site of the dual lattice:

'(e^))=(^IdDXiJXi"EiV{"jt) (7-9)

Now (7.6) can be written as an integral over the link variables V,.., or V,.,.,,) subject

to the constraint (7.9). Performing the gaussian integral over Vij, we obtain a gaussian

action on the X^ variables i.e., a free field action on the dual lattice. Thus the string

partition function becomes

lim [vXexp-NTrl^ f dDxdDye(x-yf/2^x)$(y)-]-g [ dDx<è3(x)\ (7.10)

Similar arguments can be carried out for other simplicial lattices. The difference between

the theory defined on the $ graphs and the original one (7.6) stems from the measure

contribution fj,- cf or more concretely, in the higher curvature terms. Hence the theories

we can solve using large N techniques are those with a 0 in (7.3). To include an

a-dependence, other methods have to be invoked.

Another example of the same duality transformation is the Ising model on a

triangulated (or "quadrangulated" surface. The duality transformation then transforms the
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theory into an Ising model on a lattice with fixed co-ordination number. Suppose we have

a lattice with n vertices and planar topology, built out of irregular squares. The partition

function is

Z(ß,S)= Y eß£<iGii{S)<ritri (7.11)

;ev(s)

Using the strong coupling expansion, we find

Z(ß, S) Y II(cosh ß + sinh ßaiaj) (7-12)

M (ij)

The product can be expanded in terms of closed loops, where each link is traversed only

once. Then
Z(ß,S) Y(coshß)NL Y[(l AtanhßcjCj)

{<Ti) {ij) (7.13)
2Nv (cosh ß)N* £(tanh/?)lenSth

loops

In the dual simplex S* we introduce spin ßi* ±1, and we assign the relative value of two

nearest neighbours ßi*, ßj» to be —1 if the link dual to (i*j*) is occupied by the contours

and +1 otherwise. Then we can write

length- Y \0--t*P?) (7.14)

(fj')
and hence

Z(ß,S) 2^(cosh/?)^(tanhy<fa2 Y e-"logtanh/?^*> W
\^l/22^(| sinh 2ß)

L

Y ^"»^
(7.15)

{^65*}

with

tanh/? e~2ß* ; sinh 2/? sinh 2/?* 1 (7.16)

Then using Ny Np*, Ni Ni*, Nf Ny, and the formula for the Euler number

X Ny — Ni + Np Ny* — Ni* + Np*, and since the dual graph is a 4r graph
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4Ny* 2NL*, we can cancel 2Nv and 2~NlI2, leading to

Z(ß, S) (sinh ß*)~N<A2 Y eß' ^W1 mi (7-17)

again showing that (7.12) is equivalent to a theory on a simplicial lattice with co-ordination

number four.

The correlation functions for a string moving in D-dimensional space are defined by

pinning down N points to pre-assigned positions X\,X2,... ,Xn- We can carry out the

argument in the continuum because it is essentially the same as in the lattice. By definition

then

G(X1,...,Xn)=/jd2(ly/^)...d2^nyM^Y[6D(X^l)-Xi)) (7-18)

Assuuming the D-dimensional space to be flat euclidean (or Minkowski) space, we compute

the Fourier transform of F(X\,... ,Xn). The integration over the zero mode of the Jf(^)
field enforces momentum conservation. Hence

Gn(Pl, ...,Pn) J IJ dXjeiP<-x'G(Xu. ..,Xn)

(2,)D8(YPi) (Jftiy/m- -^^(W^^6
(2*)D8(YPi)(f[V(Pi)

i=l
(7.19)

Where we have introduced the operators

V(Pi) J dHyMÖeiPX^ (7.20)

which are known in string theory as vertex operators. For example, the two-point function

takes the form

S ' ' ieV(S)J yi*> k,l
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Since Ylr°k |S|, we learn that the string susceptibility X is given by

d2Z(AB)
X(AB) G(P,AB) dM

(7.22)
P=0 <™ß

Another important quantity is the m,ass gap m(Aß). It determines the behaviour of

the two-point function at large X:

G2(X) ~ e-m(AB)]X\ (723)
]X] ->oo

At the critical point, the mass gap may or may not vanish. If it does, then we define the

critical exponent v accodring to

m(A) ~ (A-Ac)" (7.24)
A^AC

Then for Aß ~ Ac, m(A) is small, and for \X] large we expect

G2(X) ~ \x]2-D-le-mW\X\ (7.25)

which defines the critical exponent r\.

Finally, other interesting quantities are the mean square extent of the surface and its

Hausdorff dimension. The mean square extent of the surface is defined as

4 ^2 E °i°j{Xi-Xj? (7-26)
1 '

hjev(S)

where the average is taken with respect to the matter action. The sum over X with fixed

S amounts to averaging over the embeddings of S in space-time. To eliminate the zero

mode, the center of mass of the embedded surface is fixed i.e., Xçy[ |S|_1 E Cj-X^ 0:

-y_ 1 J IL J0fre-S{X'S)6(XCM) [Eg °i°j(Xi - Xif]
Xs~\S\2 frr dDXi T^SxTy ï

^?'27)

Next, define a generating function

«*.*>-ç ick<-A-lsl/rR<0faW) ^ (7'28)
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which we can expand in terms of the area,

Z(A,X2) Ye~nkB Zn(X2) (7.29)

For large area n:

Zn(X2) ~ AW''3 (7.30)

Considering the ratio of the asymptotic behaviour (7.30) to that of the partition function

Xf~™rfa-T (7.31)

; find

x2~|5Hto|s|2/^ dH — (7.32)
7-7

with djj the Hausdorff dimension of the surface. If we define correlation functions for fixed

area |S|, then Xi can be constructed from

1 log(*2)g
dn -x hm ,„,2\s\^oo log|S|

-^ JdDXX2G,sl(X) d o

where Gigi(X) is the two-point function for fixed area.

We can derive a scaling relation among rj, 7 and v as follows:

G2(P) fdDXG2(X)
p=o J

~ [°° rD-ldrr*-D-ne-m(k)r

~ m(A)r>-2

Near Ac,

P=0

(7.33)

(7.34)

(7.35)

G2(P)
P=0

X (Aß - Ac)-T ~ (AB - Ac)"("-2) (7.36)

and therefore

7 "(2 - »?) (7.37)
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which is one of the standard scaling relations. Similarly.

d

dP2

and

G2(P)
P=0

JdDX\X\2G2(X) ~ (Aß - Ae/)^"-4) ~ (Aß - Ac)"?' (7.38)

7 u(r — rf)

7 1/(2-1/) (7.39)

dH j -7 — 7' v

These relations are independent of a.

Next, we will become more acquainted with the large N methods developed so far.

In lecture 4, we learned that c 1 is a very special point. It is the boundary between

two very different regions. For c < 1, we have a reasonably good understanding of the

coupling of conformai field theories to gravity. For c > 1, on the other hand, it seems

that the analytic methods presented are incapable of leading to any physical insight. We

know from rather simple arguments that an instability must set in beyond c 1. In string

theory, the lowest-lying state has a square mass proportional to (1 — d). For d < 1 this

state is massive. At d 1, the state becomes massless (signal of a Kosterlitz-Thouless

phase transition) and for d > 1 the state is tachyonic. This is a signal for an instability.

In spontaneously broken field theories we have learned how to deal with similar situations.

When a scalar field has a potential energy V((f>) X(cj>2 — a) expanding about (j> — 0

would imply the appearance of a tachyon in the spectrum. No one in her/his right mind

would insist on defining the full theory about the <f> 0 unstable state. The true ground

state appears at |<^| a. If we prepared an initial state concentrated about <j> o in

a large space-time region, it would decay to the true vacuum via the emission of some

radiation. Our understanding of string theory is so incomplete at the moment that for

d > 1 we do not know the stable ground state. However, it seems likely that the picture of

a world-sheet looking like a smooth surface will have to be given up. What are the correct

variables describing the c > 1 phase is a deep outstanding problem which remains to be
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solved. Since we cannot yet venture into the uncharted c > 1 territory, we will consider in

some detail the c 1 theories.

7.2. Strings at c 1. Planar Limit

In many respects, this theory is simpler than the c < 1 theories and the Kazakov critical

points for one-matrix models. As we showed in the previous section, at D 1 we have

to consider a matrix-valued field $(<) with a gaussian propagator simulating the string

action y/gg^diXdjX. In this form, the model cannot be solved. If instead of a gaussian

propagator G(X) ~ exp —X2 corresponding in momentum space to G(p) ~ expp we

choose G(X) exp — \X] (i.e., G(p) (1+p in momentum space), the discrete action

would contain a sum over links of [Xi — Xj], whose continuum form is \gt]djXdjX\ '

This change should not affect the critical properties. Since field theories in 0+1 dimensions

are well-behaved in the ultra-violet, only the short distance non-universal behaviour of

the theory will be affected. It should be legitimate to invoke universality to believe that

at the critical point the two actions lead to the same physics. In spite of these plausibility

arguments and the compelling use of universality, there is no proof of equivalence, and

although unlikely, surprises might arise. The large N analysis of this model was carried

out in [98], and its critical properties in the planar limit were first studied in [91]. For

a detailed recent study of the c 1 theory in the planar and double scaling limits, with

references, see [120].

The partition function is taken to be

Z(g, 9j) jD$(r) exp - j dt-tr fh2 + U(*)

U(gj,^) Y^P
p>2

(7.40)

To write Z in a tractable way, we diagonalize $:

fìftt 1 A diag(Ai,...,AAr)
(7.41)
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Then
fiènt À + [A,fììr1]

tr*a EÂ? + D^-*i)2lV (7.42)
» tj

A0 -(nn-%- / |
The change of variables in V$(t) again takes the form of a van der Monde determinant:

V*(t) YI VXi(t)VÜ(t) YI J[(Xi(t) - Xj(t))2 (7.43)
i t i<j

The invariant measure X>n(r) is just an integration over A,-j (an anti-hermitean N x N

matrix):

Z(g, gì) i VX(t)VQ Y[ n(A«(*) - W)2
J t i<j

ew-jJ^dtlfeq + ^MQ-XjWflAij
(7.44)

If we naively carry out the integration over A,,-, it seems that all the van der Monde

determinants drop out of sight. To obtain the right answer, however, we should discretize

t. The kinetic term will have a contribution of the form

£tr*(n)*(n + l) (7-45)
n

Diagonalizing $(n) at each time step,

*(n) n-1(n)A(n)fi(n) (7.46)

and then

tr$(n)$(n + 1) tr (A(n)n(n)fi-1(ra + l)A(n + l)fi(n + l)fi_1(n)") (7.47)

Near the continuum limit, T Me with M —? oo, e —> 0, and we can define the gauge

field A(n) as

fi(n)fi-1(ra + 1) ä 1 - A(n) + \A2(n) + ¦¦¦ (7.48)
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with A(n) anti-hermitean. Substituting into tr$(n)$(n + 1), we find

tr A(f») fl - A(n) + \A(n)2 + ¦ ¦ ¦ J X(n + 1) (l + A(n) + ±A(n)2 +

tr X(n)X(n + 1) + tr [-X(n)A(n)X(n + 1) + XnX(n + l)A(n)]

+tr
1 2w„ ^ fa,„w„ ,^,^2-X(n)A(n)X(n + l)A(n) + -X(n)A(n)zX(n + 1) + -X(n)X(n + l)A(n)

(7.49)

tr A(n)A(n + 1) + Y[X{(n) - A_,-(n)][A;(n + 1) - Xj(n + l)]\Ajj[2

ij
As e —» 0, M —» oo, we can write A,(n) At-(t), Xj(n + 1) Xj(t + e). The coefficient of

\Ajj\2 is then

J>,-(t) - Xj(t)][Xi(t + e)- Xj(t + e)]]Ajj]2 (7.50)

ij
Therefore, integrating over Ajj produces A(A(i)-1A(A(i + e))~ But from the measure

we have a factor Y\t A(X(t)) so all the van der Monde determinants cancel except for the

ends, at t 0 and t T:

ZN(g, gi) const. J VX(t)A(X(0))A(X(T)) exp-j j\ti\Y "^W + E E^i
'

(7.51)

Two things should be noticed in (7.51):

1) The eigenvalues A,(<) decouple completely, so the system described by Z^(g,gi) is

equivalent to a gas of non-interacting particles subject to the potential V(A).

2) The statistics of these particles is fermionic as a consequence of the initial and final

van der Monde determinants, which are totally antisymmetric.

A simple consequence of 1) and 2) is that there is no need to use orthogonal polynomials

to solve (7.51). We have to study a non-interacting Fermi gas where every "electron" is

subject to the same one-body potential V(A). The lagrangian for each particle is

*-?(Kf)'-™i
with hamiltonian

* 2^2 + 7y(A) • p Jk (7-53)
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If e\,... ,eff are the AT lowest energy levels of H, the ground state energy is simply E eii

and ejy ep is the Fermi energy (e\ < e2 < ¦ ¦ • < e^f ep). For large T and large N,

the leading term in logZ is —N2E0(g):

N2E0 Yeke(eF-ek)
* (7-54)

N Y^F-ek)
k

where 0(x) is the Heaviside step function.

Next we want to evaluate (7.54) and find the values of the coupling constants leading

to non-analytic behaviour of the partition function and to the continuum limit. This large

N problem was first solved in the pioneering paper of Brézin et al. [98] and their result

was used to study a c 1 theory coupled to gravity by V. Kazakov and A.A. Migdal

[91]. Notice that in writing (7.40), we have changed the conventions of previous lectures

slightly. There is no need to rescale the couplings gp with powers of N, and a graph with

V E Vp vertices, P propagators and F index loops has automatically a factor

N2Xg^v Vf{^_1) YI gpP x propagators (7.55)
P

In the large N limit the potential energy becomes large, the characteristic length scale

becomes of order N ' and the enrgy scale is of order A''. This is a typical situation in

which the WKB approximation can be used. To find the critical behaviour, we proceed as

follows. Define the hamiltonian

h=-w£-2+nx) (7-56)

The N first energy levels of h are ej < e2 < < e^r ßp (notice that Ei ßej).

Introducing the density of states

g(e) \Y8^i-e) (7-57)
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The constraints (7.54) become

TV tßF

ß II (7-58)
E0 ß2 / ep(e)de

As in previous cases, the signal for reaching the continuum limit is that Eo becomes a

singular function of the cosmological constant. This can be achieved by adjusting the

couplings of the model. If V(X) has a local maximum ßc Vmax, off criticality we start

with a Fermi level below ßc. As N —> oo, the probability of tunnelling through the barrier

is suppressed with an exponential proportional to TV, hence in the planar limit the system

is stable under tunnelling. If we let ß ßc—ßp —> 0+, in the limit the state can simply roll

to the other side of the barrier and we should expect the renormalized coupling constant

A s <7critical J to be a singular function of ß. Choosing (without loss of generality)

gc 1, we find ffArea ~ (1 - A)Area ~ e-AArea as expected. Differentiating (7.58) with

respect to ß:

Tß -piflF)

2.. _
dg

p(vf) ß VF dßF

In the WKB limit the total number of states with energy smaller than or equal to E is

given by

N(E) j^6(E-H(p,x)) (7.60)

and the density of states follows from dN(E)/dE. In our case,

dA

-Xc y/2(e - V(X))
Ke) - f -^fafa^ (7.61)

We are very near to the top of the barier ßc, close to the continuum limit, and ±AC

represent the turning points i.e., ßc V(±XC). The singularity at e ßp occurs when

ß —? 0. Near the top of the barier, we have generically V(X) ~ ßc — 2(AC — A)2 (we normalize
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U"(XC) -4 as in [121]). Then

PÌPf) - TT loS P- + regular (7-62)

Therefore dg/dß ~ log//, A ~ —//log//. Then as N —* oo we get the estimates

~-i-log/z
/?2A2 /V2A2

p(ßp) 2^loS^
(7.63)

Eo
log A log A

consistent with the KPZ relation E0 ~2 A2~^st for 7st 0. The logarithmic singularity is

probably due to the existence of a massless mode in the continuum string theory, and one

expects real infra-red divergences to appear in higher topologies when massless tadpoles

can be coupled to tori or other surfaces. Working by analogy with the pure gravity case,

we can identify the string coupling constant from the leading term (7.63) as

2 loSA /7 ha\
«string - 27r/?2A2 VM>

and the genus h contribution is then expected to have a leading behaviour like ffgtrinz^S A) ¦

Hence, the perturbative expansion (topological expansion) will have severe infra-red

divergences and one may wonder whether we have a sensible theory at c 1. It was found by

Gross and Miljkovic [121] that the theory can nevertheless be constructed in a strong

coupling expansion in the the double scaling limit. This could correspond to a new stable non-

perturbative ground state whose physical meaning remains to be elucidated. The result

(7.63) is universal as long as the potential is a local maximum V ßc—2(Xc—X)2. If we tune

the couplings so that the first (k — 1) derivatives vanish at the maximum, then one easily

shows that dg/dß ~ //"+¥ and this leads to a string susceptibility 7st— (k — 2)/(k + 2)

because
9 „, -l+l d -l+l l+l— (fir-l)~// 2 + t —A~// 2 + k A~//2+ A:

d" dp
(7.65)

dE Aj*. d2E A_Tt Ai=2— ~ A*+2 —- ~ A 7st A*+2
dA ' 3A2

The meaning of these critical points is not yet clear.
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7.3. Ising Model on a Random Planar Lattice

Using the KPZ formulas, we know what to expect in this case for the string susceptibility

and the gravitationally-dressed dimensions:

12 1
7st -jj A(21) - A(12) - (7.66)

These results were first derived on planar lattices [82,83].

One of the advantages of working with a random planar lattice is that the Ising model

can be solved exactly, including a constant external magnetic field. We consider a random

lattice with co-ordination number four (a general <j> graph) which we know is dual to a

covering of the surface with irregular squares. The partition function for a lattice with n

sites and co-ordination number four is

Z„(ß,H)=YJ2e2 ^"J=1 Gii{S)(ri(Ti+H£"-»" (7.67)

{S») {a)

Since the graphs are those of a <f> theory, the number of vertices is related to the number of

propagators 2P An, P 2n, and the area of S" according to the definitions in lecture 5 is

n. Hence, Zn(ß, H) can be thought of as the area microcanonical ensemble. Summing over

n with a chemical potential equal to the cosmological constant generates the full partition

function. We have thus three parameters (X,ß,H) in the theory, and depending on how

the continuum limit is approached we may have a point in parameter space where two-

dimensional gravity becomes critical (yielding the exponents of pure gravity) or another

one where both the lattice and the spin system become critical. This is the case we are

interested in to reproduce (7.66).

The computation of (7.67) can be carried out in terms of a two-matrix model in the

large N limit. Define the partition function as the integral

Z(g,c,H)= fdN2$+dNÌ$-expltv -$?, - $1 + 2c$+<£>_ - g^$\ - g^*- \

(7.68)
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There are two types of $4 vertices: we identify $+ with spin up and $_ with spin down.

For a graph with n n+ + n_ vertices, we will have a contribution

ffn++n_e(n+-n_)# _ gne(n+-n-)H (7.69)

There are three types of propagators:

P($_,$_) (ltr$2_ =T±^ P__ (7-70)

P($+,$_) P($_, *+) —Î-2 P+_ P_+
1 — cz

We may identify the propagators with the link factors e~PE++, e~@E—, e~~" +~ e~"E-+,

the Boltzmann factors associated to links. In the low temperature expansion of (7.67) the

lowest energy state is the one with all spins pointing along the magnetic field H. Comparing

the low temperature expansion of the Ising model and the perturbative expansion of (7.68)

we find

Z(g, ß,H) Y (TrS)0 Zn{ß>H) (7J1)

with

c e'2? (7.72)

Using (5.70), we can evaluate (7.68) in terms of orthogonal polynomials. First write

Z(g,ß,H)as

Z j JI (dxidyiw(xi, yi)) A(x)A(y) (7.73)
i

where {xi}, {yi} are the eigenvalues of $+ and $_, respectively, A(x) and A(y) axe van

der Monde determinants and w(x,y) is the measure:

w(x,y) exp [-x2 - y2 + 2cxy - j-e11x4 - ^'"v4}
Hx) Y[(xi - xj)

i<j
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(7.75)

We can define monic polynomials

Pi(x) xi+pV1xi-1 + ---

Qi(y) y'' + ?SV'-1 + ---

orthogonal with respect to the measure (7.74):

/ dxdyw(x,y)Pj(x)Qj(y) hj6jj (7.76)

Since

A(x) det Pi-l(xj)
i,j l,...,N (7.77)

A(y) det Qi-i(Vj)
i,j 1,...,N

we obtain as in the one-matrix model
N-1

Z N\Y[hi(ß,g,H) (7.78)
«¦=o

The recursion relation for Pj, Qj takes the form

xPi Pi+i + r;P,-_i + 5iP,_3 + • • •

(7.79)
yQi Qi+i + tiQi-\ + wiQi-3 h—

Since the measure satisfies w(—x,—y) w(x,y), the polynomials Pt- and Qj have well-

defined parity. If H — 0, then w(x,y) w(y,x) and Pi(x) Qi(x), but when H ^ 0 this

is no longer true. The analogues of the string equations follow from the identities

/ dxdyw(x,y)—^ Q,(y) 0

j dxdyw(x, y)^[Pi(x) - AQi^y) 0 (7.80)

Jdxdyw(x,y)^^-Qi(y) 0

and the equations obtained by exchanging x «-> y and P «-> Q. The equations (7.80) lead

to the recursion relations

Ä,- 1 + 2g-^-(ri+i + r,- + rt-_i) - ctj/ij_i 0

ki-1 S ri + 2g—[si+2 + si+ì + Si + rj(ri+i + r,- + r,-_i)] > - chj -i/ii_i (7-81)

eH
2g-jyhi - cujhj-z 0
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and three other equations obtained by exchanging H «-» —H, ri <-> ti, s,- <-> Uj. defining

fi — hi/Hi_i and taking the large N limit,

(7.82)Xi=N f(xì~N r^~N S^~N '(x)~7V U(XÌ~N

we are led to a set of algebraic equations

/ (l + 6geHr) - ct 0

/ 1 + 6ge~Ht) -cr 0

(2geH/c)f-u=0

(2ge-H/c)f3-s 0

r + 6geH(s + r2) - cf - -x 0

t + 6ge~H(u + t2) - cf - -x 0

Boulatov and Kazakov [83] introduced the parameter z Ggf/c and found an explicit

representation for the free energy:

1 f'ßdz1 1 f/3 dz'

(7.83)

F(z, c, H) - log -iL _
1 P ^.,2(,') +

1 f fL^) (7.84)
ff(z) 2g2(z) y0 « SV) io «

with
1 o ¦> Z \ 1 o «5

rf,) -cV + - ^^_^ - c2 + _-^ (7.85)-zf ' ' (1-fa)2
B 2(coshF-l)

When H 0 (pure Ising) the singularities in the free energy are determined by the zeroes

of g'(z). They are given by

g'(z,H Q)=0^ n,2 1(1 =F i/y/c)
*3,4 |(1 T */Vc)

(7.86)

In the physical interval of temperatures 0 < c < 1, only zq and z\ define the asymptotics

of F. The critical couplings

1 2 o
?0 -Ï2 + 9C

Pl -^(v^-l)2(^+2)
(7.87)



492 Alvarez-Gaumé H.P.A.

become equal at c 1/4. This is the critical temperature of the spin-ordering phase

transition. As z changes from 0 to —oo, 0 < c < 1/4, we encounter first the singularity

at gg. For 1/4 < c < 1 the singularities gQ and g\ are interchanged. The asymptotics of

Z„(c) are

Zn(c) ,-b 4cgo(c)

Zn(c) ~ n -b

(1-c2)2.
4cgi(c) ^"

0 < c < 1/4

1/4 < c < 1

(7.88)

(1-c2)2.
The critical temperature ß* log 2 corresponds to c 1/4. When c ^ 1/4, the string

susceptibility is 7st —1/2 — b + 3 whereas at c 1/4, 7st —1/3 as expected from

(7.66). Similar arguments can be carried out when H ^ 0, and one obtains the dressed

dimensions in (7.66). Details can be found in the original paper by D.V. Boulatov and

V.A. Kazakov [83].

This concludes our analysis of models on planar lattices. Many other examples can

be found in the literature. Next, we analyze these models and some others in the double

scaling limit, where they can be identified as non-critical strings.
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Lecture 8. Double Scaling Limit. Selected Topics

In this last lecture we will explore a number of results obtained during the last year in

the exploration of the properties of the double scaling limit and sub-critical strings. It is

virtually impossible to give a comprehensive review of the vast literature on this subject, and

therefore choices must be made according to the taste and expertise of the author. The only

explicit examples we present are the one-matrix models, the two-dimensional Ising model

and the c 1 theory. We will present the loop equation approach to two-dimensional

gravity and the Virasoro constraints on the non-critical string partition functions. This

result is quite mysterious and it is likely that important progress on the subject will come

from an understanding of these constraints. There is also an important connection

between D < 1 non-critical strings and integrable systems, and we have decided to present

the double scaling limit of the Kazakov critical points from this viewpoint. This approach

gives an alternative understanding of the Douglas equations [9] and the appearance of the

reduced KP (Kadomtsev-Petyashvily) hierarchies in the double scaling limit.

8.1. Discrete Integrable Systems

The aim of this section is to show that the one-matrix models are equivalent to well-

known discrete integrable systems together with some special initial conditions. These

integrable systems are the Toda and Volterra latices [122,123,124,125]. We will follow in this

section the presentation in [123]. If the potential V($) is generic i.e., V($) ^2k>2gk$

we are led to the Toda hierarchy [124,125]. If, on the other hand, we consider only even

potentials, F($) Ejfc>l fffc^2* we obtain instead the Volterra hierarchy. We believe tat

there are some pedagogical advantages to studying the even potential case, and we will

concentrate in what follows mostly on this case. The generalization to Toda hierarchies is

straightforward. All these systems are completely integrable by inverse scattering methods.

Some useful general references on integrable systems and KdV and KP hierarchies

are [126,127,128,129,130,131,132].
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Let H(qi,pi) i 1,... ,n be a hamiltonian describing the dynamics of n particles. A

classic theorem of Liouville states that the system is completely integrable if one can find n

integrals of motion Ii(p,q) in involution i.e., with vanishing Poisson brackets. This means

that we can find the action-angle variables in the problem and write the general solution

to the equations of motion. A useful way to implement iritegrability was found by Lax.

Suppose that we can find two matrices L and B such that the equations of motion are

equivalent to

dÌ [B,L] (8.1)

(For example, L and B are n x n matrices, although this theory generalizes to the case

when L and B are operators.) If L is a symmetric matrix, then B is antisymmetric. In

this cases, the conserved quantities are given by

h \^Lk (8.2)

and the eigenvalues of L are time-independent. We can construct an orthogonal matrix

U, UTU 1, defined by

^- BU (8.3)
dt v '

such that

L(t) UL(Q)U-1 (8.4)

Then

Ln<t>n(t) An^n(i) (8.5)

and An are (-independent. Since <j>n(t) — B<j>n(0), we can write the Lax pair in terms of

an auxiliary iso-spectral problem

L(t)4>(t) X<p(t)

d<t> D„y (8-6)

Requring that the spectrum of A be time-independent we are led to (8.1). For each case

we have to check whether the eigenvalues A, have commuting Poisson brackets. When this
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is the case, we have complete integrability. The basic non-trivial example is the Toda

lattice [130], defined by the hamiltonian

n n
Cn =Pn

pn e-(9n-Çn-l) _ e-(«n+l-«n)

Following Flaschka, we introduce the variables (for references see [130])

an ieK?"-««+i)

K -zPn

Then the equations of motion becomes

àn an(bn - K+l)

k 2(a2_j - a2)

and they admit a Lax pair representation:

(b\ a\
a\ b2 a2
0 a2 63 az

B

V

/0 -01
ai 0 —a2
0 a2 0 a_3

bn-l an-l
«n-1 bn }

(8.7)

(8-8)

(8-9)

(8.10)

(8.11)

0 -o„_i
V a„_i 0 /

This is the case with free boundary conditions. If we want to impose periodic boundary

conditions, then L and B become

0 0 ••• 0 an\
0 0

,an 0 ••• 0 Ò/
B

0 0 ••• 0 ans
0 0

-a„ 0 ••• 0 0

(8.12)

We can write L and B in terms of matrix units,
n—1 n

L Ea'-EM+i+E6^«
i=l i=l

s - y a^>+i
«<n-l

(8.13)
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where
'. ijlmn "im"jn

(8.14)
E-. — E-- + E--ij — y J!

It is possible to show that in this case the eigenvalues of L Poisson-commute, and it is

possible to write the exact solution for <ij(i) and 6t-(i) as functions of the initial conditions.

Since we will not need the explicit form of the solution, we shall not write it down.

To understand the analogy between the Toda lattice and the one-matrix models, we

write the auxiliary linear problem (8.6) in components:

X<j>n (L4>)n an+\<j>n+\ + bn<f>n + an-10n-l

d*"-i. A A
(8-15)

—£¦ 9n~ an-\<pn-\ - an<Pn+l

which is reminiscent of the recursion relation for orthogonal polynomials. We will see

that this analogy is not a mere coincidence. Although we have written the simplest time

evolution equations (8.7,8.8,8.9), after noticing that the hamiltonian H H2 tvL /2,

we could instead define the time evolution in terms of the higher conservation laws Hk.

These evolution equations are known as the "higher flows" for the Toda hierarchy

dan su \— {Hk,an}

» (816)

In the case of even potentials, bn 0 and (8.15) is inconsistent. This means that we must

instead consider the flow equations with respect to a higher hamiltonian. To get some

familiarity with the structures involved, consider the bn 0 case and borrow the notation

from the orthogonal polynomials in lecture 5:

Xcj>n (L(j>)n fa-Rn+l^n+1 + vRn<t>n-l (8-17)

that is to say

L y V*K,k+i <8-18)

fc>i
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Now trZ2p+1 0, and the simplest Lax pair representation for an integrable evolution is

obtained from

b E>/PwVj (8-19)
k

This form of B follows from the second Toda flow where one can consistently set ò„ 0

and still obtain non-trivial equations of motion:

r\

^Rm Rm(Rm+l ~ Rm-l) (8-20)

An important property of (8.20) is that in the naive continuum limit (and up to a galilean

transformation on t), Rm ~ 1 — a u(x), and (8.20) becomes the KdV equation

du du ô3u

m=6ud^-d^ (8'21)

which is a well-known classical integrable system. We would expect that many of its

properties also hold for the system (8.18,8.19), known as the Volterra equation (or Volterra

hierarchy). The first three conserved quantités are

ffl itrL2 J]iïn
n

H2 ìtr L* Y \rI + RnRn+1 (8.22)
n

Hi Y 3^n + "^n-Rn+1 + RnRn+l + RnRn+lRn+2 j
n V /

The hamiltonian structure which out of H\ produces the Volterra equation (8.20) is

{Rn, Rm}\ RnRm (<5n,m+l - ^n.m-l) (8.23)

It is left as an exercise to verify the Jacobi identity for (8.23).

To compute the explicit form of Hk and other quantities we shall need later, we must

have a procedure to evaluate the matrix elements of Lk. This is done by generalizing the

staircase quations. Since Lij ^ 0 only for \i — j\ < 1 and L is symmetric, we say that

L is a Jacobi matrix of locality one. L involves only EÏ, but L will involve E^ 2
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and D^., and L3 will contain pieces proportional to E^j., E~£^.^. *n generalî & has a

matrix structure proportional to Efk+ tk, 2> •••' -^Jfefai-i (^or P °dd), or Ekk (for p

even). To compute the coefficient of Ekk, in Lp, we draw all staircase paths from k to

k + n in p steps according to the rules (5.62).

Using these rules, one easily obtains

i=EÄ% (8-24)
k

l2 Y. \^kRk+îEkM2 + E(Ä* + Rk-l)Ekk (8-25)
k

'
k

LZ Y y/RkRk+lRk+2EkM3 + Y y/Rk(Rk+l +Rk + Rk-l)EtM1 (8-26)

* k

L* El (RkRk+lRk+2Rk+3)>Ektk+4
k L

+ (RkRk+i)kRk+2 + Rk+i + Rk + Rk-i)EtM2 <8-27)

+ (.RkRk+l + Rk-lRk-2 + Rk + Rk-1 + 2RkRk-l)Ekk \

etcetera. Now we prove the following

Theorem 1 [123]. The k-th flow of the Volterra hierarchy can be written as a Lax

pair
dL
dtk

(8.28)|(fa+-
where (L )+ is the antisymmetric matrix whose upper triangular part coincides with

L2*.

A first check that this theorem is reasonable is to verify that the only non-vanishing

entries in the right-hand side of (8.28) are \(L )+,L]mm±i as required by the fact that

dL/dtk only contains matrices of the form E^ ^. The proof goes as follows:

—Rm =-^Rm,^trL2k\
1 r n (8-29)

~2k E {R^(ReA--RiJ"}^EÌA+A--ELeìn+1
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Using the general properties of Poisson brackets, equation (8.23), and the cyclicity of the

trace, equation (8.29) becomes

dRm 1.

dtk - -RmtT I Rm+lEm+l,m+2 ~ Rm-lEm-l,m j L
V J (8.30)

tr-^m+l.r (<¦%-
where the last equality uses only the definition of (L )+. We can also write

lRmti8{S>LL2k-1dR«
_

OTfc 2 (831)
8m L Rm+lEm+l,m+l - Rm-lEm-l,m

Theorem 2. There is a second hamiltonian structure [131] for the Volterra hierarchy

compatible with the first one:

{Rn,Rm}2 =RnRm(Rn + Rm)(bn.,m+\ — ^n,m-l)
(8.32)

+ RnRm(6n,m+2Rm+l ~ f>n,m-2Rm-l)

Since (8.32) is antisymmetric, we have to check the Jacobi identity. This is an unpleasant

algebraic exercise. Using that the only non-trivial brackets are

{Rm+l,Rm}2 RmRm+l(Rm + Rm+l)

{Rm-l,Rm}2 —RmRm-\(Rm + Rm-l)
(8.33)

{Rm+2, Rm}2 RmRm+\Rm+2

{Rm-2,Rm}2 -RmRm-lRm-2

it is not difficult to check that the non-trivial relations implied by the Jacobi identity such

as

{Rm, {-Rm+l,-Rm+2}2}2 + cyclic permutations 0 (8.34)

are satisfied. The compatibility between the two Poisson structures is equivalent to the

statement that

{Rn, Rm}\llM — ^{Rn,Rm}l + p{Rn, -Rm/2 (8.35)

again satisfies the Jacobi identity. Its proof follows after a lengthy algebraic exercise.
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Theorem 3 [123]. The following identity (analogous to the Gel'fand-Diku [133] relation

for the KdV hierarchy) is satisfied:

{Hn,Rmh {Hn+\,Rm}\ (8-36)

Define the flows with respect to the second hamiltonian structure according to

dRm
dTk - {Rm,Hn)2

I [1-Rm tr Rm+1(Rm + Äm+l)-E++1|m+2

1 l
- Rm-l(Rm + Rm-l)E+_lm + RmRm+lRm+2Em+2,m+3

- RmRm-lRm-2Em-2,m-l L "~

(8.37)

iìm tr^LL2n+1 tiL 8Km}L L L2n-1 (8.38)
Otn+l

Writing

-A-Rm tr8ghL2^-^r.^)
*n+l

one obtains after some simple computations

Theorems 1, 2 and 3 capture completely the integrability property of the model. Notice

that given H\ and assuming homogeneity of H2 as a function of the i?n's, we can use (8.36)

to compute H2 from H\. Once H2 is known, we can use (8.36) again to compute H% and

so on. These hamiltonians are all commuting, again as a consequence of the theorems. For

instance,
{^2,-ffl}l-{^l,Hi}2 0

(8.40)
{H3,Hl)l {H2,HY}2 -{Jfi,ff2}2 -{#2,#2}l 0

Hence two compatible Poisson structures satsifying the Gel'fand-Dikïi relation (8.36)

generate all the higher flows from H\. These properties will play an important role later,

when we analyze the continuum limit. We only point out now that the continuum limit of

the second Poisson structure gives the Virasoro algebra, an observation made some years
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ago by Fadeev and Takhtajan in the context of classical Liouville theory [53]. Similar

results can be worked out for the Toda theory.

8.2. One—matrix Models as Integrable Systems

Given some even potential V(X) E#pA2p and a basis of orthonormal polynomials

Pn(A) with respect to the measure e~ ' ', the operation of multiplication by A is

represented by a Jacobi matrix L of the same form as (8.18). As we change the couplings gi,

the polynomials Pn(A) also change:

dP^ (Mj)ntPt (8.41)

Since A is independent of the couplings, differentiating APn LnkPk we obtain

g [M,I] (8.42)

The couplings gi are all independent and therefore, we can vary them independently,

implying that the g,--flows commute. In terms of the matrices M; this implies

£Mj-£-Mj-[Mj,Mj}=0 (8.43)

In the space of couplings A Mjdg' represents a flat 0(n) gauge field and (8.42) means

that L changes by parallel transport in the presence of the gauge connection A(g). The

matrices Mj are antisymmetric and they should be local to have a continuum limit. In

this context, locality means that (M,-)mn 0 for \m — n\ > p finite. We could modify Mi

by adding a symmetric matrix X. However, the symmetry of dL/dgi requires [X, L] 0.

If L is generic (all its eigenvalues are distinct) then X has to be a polynomial in L and

therefore it is irrelevant in the construction of the flows. The matrices M, are determined

by the conditions (1) Mj is antisymmetric, (2) [Mj, L] is a Jacobi matrix of locality one,

and (3) Mj is homogeneous of degree 2i in the matrix elements of L. This is so because

V EffpA p is unchanged under A —* aX accompanied by gp —* gpa~2p. These three
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conditions fix Mj to be given by L+, the matrices defined in the previous section:

The flows are generated only by the even powers L+. We know that the only non-vanishing

matrix elements of [L^_!,L] are (m,m ± 1). If instead we considered [L+ ,L], only the

diagonal matrix elements would be different from zero. Consequently, L+ generates flows

and LÌ provides initial conditions. This canot be seen so clearly in the continuum limit,

where the operators generated by [L^_n,L] and [L+" L] differ only by a total derivative.

In conclusion, L(g{) is an orbit of the Volterra flows. What is left to do is to determine

the initial conditions for the flows. If V(X) is a polynomial, then the operator d/dX is also

local (in the Jacobi sense), and it can be chosen antisymmetric. Write

^Pk YNk,rPr (8-45)

Then

- j dXe-v^V'(X)PkPe + Nkt + Nu

and hence AT — V'(L)/2 is antisymmetric, and if n =degree(F), then A^r 0 unless

]k — r\ < n — 1. We can choose N to be antisymmetric. Therefore, we can expand N as a

linear combination of If,. Since [N, L] 1, this means that only odd powers of p appear,

and therefore [N, L] 1 becomes a set of initial conditions for the Volterrra hierarchy

Y2jgf\L2J-\L] l (8.47)

J=l

In conclusion, the generic one-matrix model is equivalent to a Volterra hierarchy with a

particular initial condition (8.47). It is possible to show that this initial condition does not

intersect any of the multi-soliton sectors of the Volterra equation. To study the mechanical

properties of this system, we may define a Volterra equation with a finite number of points,

(8.46)
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instead of considering the equation on the semi-infinite line. For a finite number of particles

the initial condition (8.47) becomes

[N,L]

/1 0 0 ••• 0 \
0 1 0
0 0 1 (8.48)

\0 -n + 1/
The converse of this result can also be proven. Starting with the Volterra hierarchy and

taking into account that Rn > 0, we can use Favard's theorem [107] which guarantees

that, given a set <^n(A) (AT > 0) satisfying X<j>n <^n+l + Rn<t>n-1 with Rn > 0, we can

always find a measure dAe-"^) making the </>n orthogonal. This measure is unique up

to an overall constant depending on the normalization of the <^n's. The initial condition

(8.47) implies that V(A) Esp A2p. The string equations can be written in hamiltonian

form:

Y^SjRm^2-= rnß~l (8.49)
J

where, as in previous lectures, we have taken the potential to be V(X) ß^gpX2p with

ß — eAB, and Aß the bare cosmological constant. In terms of the partition function

Z Un Rn~ni equation (8.49) becomes

Zfa^'li—-mß
j

dum (8.50)

Mm as log Rm

Next, we want to show that in the double scaling limit the Volterra hierarchy turns

into the KdV hierarchy. In this way, we will reproduce directly the results in the original

papers on the double scaling limit. The strategy is to use the fact that in the KdV

hierarchy we also have a Gel'fand-Dikïi [133] relation giving recursion relations among

different members of the hierarchy. We recapitulate these results here. The original KdV

equation is defined in terms of a Schrôdinger operator

d2
L —j - u(x) (8.51)
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and a Lax pair representation
dL
dt -[B,L] (8.52)

with B a third-order differential operator

B D3 - -uD - -u'
2 4

Dsir u'^dx dx
For the higher flows it can be shown in general that

(8.53)

dtn-[Ln++\L] (8.54)

where Ui is defined as the pseudo-differential operator with expansion

l\ D + giD-1 + g2D~2 + • • • (8.55)

and for any pseudo-differential operator Q, Q+ means that we keep only its differential

part. Notice that in the scaling limit the operator of multiplication by A becomes a

second-order differential operator. The two-step recursion relation is a discrete version of

the Schrôdinger operator (8.51). The equations (8.54) can also be derived from a collection

of commuting hamiltonians Hn. There are again two Poisson structures. The first one is

{u(x), u(y)}1 =\{dx- dy) 8(x - y) (8.56)

and the second one is the classical version of the Virasoro algebra:

{u(x),u(y)}2 Qd3 + 2uD + u'j 8(x - y) (8.57)

These two Poisson structures are compatible and we can construct the commuting

hamiltonians using the analogue of the Gel'fand-Dikïi relation. Using the first hamiltonian

structure,

è'D^rrDR-^ <8œ»

and the Gel'fand-Dikn relation now implies

DRk+1 (\d3 - 2uD - u'\ Rk(u) (8.59)



Vol. 64, 1991 Alvarez-Gaumé 505

Starting with the simplest possible Rq 1, we obtain all others Ri —u, R2 %u2 — yu",

etc. From lecture 6 we know that Rm is not a good scaling variable. For the fc-th multi-

critical point we had
n 2*

X - 1-ß 2M-1*
ß (8.60)

R l - ß-e+if(t)
In terms of the variable um log-Rm and setting A ß-lßk+l^ (.^e grs^ p0iSSOn structure

K,«m} ^,m+1-V™-1 (8.61)

becomes in the continuum limit um —* —A2/TO —? —Xf(t):

{f(t)J(t')h=YimX2{fnJm} (8.62)
A—>U

Next we construct the scaling limit of the second Poisson structure. To obtain a

second Poisson structure with good scaling properties, we have to subtract the first Poisson

structure with a coefficient depending appropriately on the scaling parameter A. This is

legitimate because the two hamiltonian structures are compatible for any value of A. thus

the second hamiltonian structure becomes in the continuum limit:

{/(*), f(t')Ì2 Qö3 - 2/D - /) 8(t - t') (8.63)

and now we can immediately construct the combination of hamiltonians Hn with the good

scaling properties (with respect to (8.60)). These hamiltonians are the ones which will

give the string equations at each of the multi-critical points:
k

Hk YVÌpHj (8.64)

j=l
where <r- are the couplings chosen to give good scaling properties. We actually do not

need to do any work to find the explicit form of Ti.k. It is given automatically by the

Gel'fand-Dikii relation in the continuum limit. For the k-th. multi-critical point the string

equation (8.49) is written as
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which in the scaling limit becomes, up to some constants,

8Hk/6f(t)

and Hk is the KdV hamiltonian containing a term proportional to /*. Hence the string

equation for the fc-th Kazakov multi-critical point becomes

Rk[f] t (8.66)

Defining now D d/dt, we can also differentiate (8.66) to obtain

J£ DRk[f] 1 (8.67)

and using the Lax pair representation of the KdV hierarchy this implies

dL rrfc+l[L+\L] 1 (8.68)

k+i
Hence, in the continuum limit the operator d/dX becomes L 2. If we write

Q L P Lk+% (8.69)

then (8.68) takes the form of a Heisenberg algebra

[P,Q] 1 (8.70)

The string equations were written in this form for all multi-matrix models in a beautiful

paper by M. Douglas [9]t. Once we know the scaling operators Hk, we can perturb the

critical point by adding them with arbitrary couplings

Ypi4\ß)^ mß-1 (8.71)

tjk m

Ik)where the constants a\ '(ß) have a well-defined scaling limit. The answer one obtains is

then
oo

Y(2n + l)tnRn[u] -t (8.72)
n=l

* The string equations (8.70) can be derived from an action principle [134].
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where tk —l/(2k + 1), tn 0 for n ^ k, defines the fc-th critical point.

Before we write explicitly the form of (8.66) for the first few values of k, we sould like

to comment on Douglas's derivation of (8.70) [9]. The starting point is a chain of p N X N

matrix partition functions:

f P I P P-1 \
Zp= Yi MW exP - Etr y<(M(*)) + E e<tr M(*W + 1)1 (8.73)

J t=l \ i-1 t=l /
Using (5.70), Zp becomes

Zp Iû dXi(t)A(X(l))A(Xp))exp -YW
i,t i,t

St[X] Vt(X(t)) + etX(t)X(t + l)
In the basis of orthogonal polynomials Pn(x), Qm(y)

(8.74)

/¦
(8.75)

dß(Xi,..., Xp)Pn(Xi)Qm(Xp) hn8n,m

dß(Xj)=(j[dXj)exp-YSt[X\
t

we can again construct the operators of multiplication by A and differentiation with re¬

spect to it, d/dX. For polynomial potentials Vj(M) we will obtain local Jacobi matrix

representations for A and d/dX, and in the continuum limit they will become differential

operators satisfying (8.70). If we choose two relatively prime integers (p, q) with p > q,

the operator A will be represented by an operator

Q Di + uq_2Di~2 + ¦ ¦ ¦ + UQ (8.76)

and we can take

P [qpIi) (8.77)

since

[qÌ\0\=\ (8.78)

This gives a set of non-linear differential equations in the coefficients uq, Uo_2, which

should represent the string equations for the (g,p) minimal models coupled to two-dimensional

gravity.
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There is a subtlety here which is important to stress. The string susceptibility is the

ratio of the scaling dimension of u„_2 to that of the string equation involving t, equation

(8.66). If we take p q + 1 as in the minimal unitary models, the answer agrees with the

KPZ formula 7st — 1/g. However, if we take p ^ q + 1, matrix models lead us to

7st - J : (8-79)
p+q-1

which disagrees with the KPZ formula

7st --(p-<7) (8.80)

The two values agree under the assumption that the most relevant parameter controlling

shifts of t couples to the operator with the most negative dimension. When p q + 1,

the lowest dimension operator is the identity and there is no problem. For non-unitary

theories, however, a better understanding of the origin of the disagreement between (8.79)

and (8.80) would be most welcome. Very recently, I. Kostov [93] has solved the planar limit

of strings embedded in Dynkin diagrams (the Pasquier IRF or RSOS models [135] coupled

to two-dimensional gravity) and has been able to show independently of matrix models

that the KPZ table of dressed conformai dimensions for the (p, g) models is reproduced

exactly. Hence, in this construction of the non-unitary (p, g)-models, the cosmological

constant is coupled to the identiyy and not to the operator of minimal dimension. It

would be very interesting to work out these models over non-planar topologies to see if

any instabilities set in.

To finish this long section, we give a few examples of string equations. The computation

of the coefficients Rk[f] can be carried out by iterating the Gel'fand-Dikïi relation starting

with the simplest case. They can also be obtained in terms of the coefficients of the heat-

kernel expansion of the operator —dr/dt + f(t). We give only the answer, details can be
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found in the literature:
k l t f
k 2 t f2-\f
*., t f*-ff-\f2 + ^) (8-81)

*=41=f - 2fp - 2f2f+ip+\ffW+\ffM - y^
A very intriguing property of the partition function of multi-critical points is that it

satisfies a set of Virasoro constraints. They were found by Fukuma, Kawai and Nakayama

[136], and by Dijkgraaf, Verlinde and Verlinde [137]. Without going into much detail, the

statement is that Z(tQ,t\,t2,...), i.e., the partition function including all scaling operations,

is the square of the r-function for the KdV hierarchy:

Z(tQ,tl,...) T2(tQ,tl,...) tQ=t (8.82)

A function t(ìq,...) is said to be a r-function for the KdV hierarchy if u 2D logr

(D d/dto) is a solution to the KdV flows du/dtn DRn+i[u]. Hence

D2- log t -D3 + 2mD + Du D— log t (8.83)
OTn+i \2 / Otn

The string equations can be written as

L_1T 0

Y2*/ Iv. d 1.2 (8-84)*-l=5> + -^mg^ + '/o
m=l

Using the fact that r satisfies (8.83), it is possible furthermore to show that

LnT 0 n > -1 (8.85)

with the Ln operators defined as

v~* / Ix d loL_l =Y(m + ol'ms + 0*0

00
1 F) 1

Lo Y (m + ?)im^ + T£ (8-86)

Ö l A d2oo _ n

^=E(-+ö)*-pt— + öE
m=0 _ dtm-l 2^ldtm_ldtn-r
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It is an easy exercise to verify that

[L„,Lm] (n-m)L„+m n,m>l (8.87)

and the conditions (8.85) are due to the fact that the KdV relation (8.83) implies the

recursion relation

d2 fLn±ll\ QD3 + 2uD + D\ D (h^\ (888)

This, together with the string equation (8.84), implies (8.85). The expressions (8.86)

have the same form as the Virasoro generators of a Z2-twisted free scalar field cj>(z) i.e.,

satisfying <f>(e2lr'z) — 4>(z). Expanding <j> in modes,

d<p(z) Y «n+l^"_f (8-89)

n£Z

The corresponding conformai energy-momentum tensor is

T(z) =: \d<t>(z)2 : +^ E ^z^'2 (8.90)

Making the correspondences

«_n_i ^ (n + -)tn

a"H "» Wn

we obtain (8.86) from (8.90). For multi-matrix models, the Virasoro constraints seem to be

replaced by VF-algebra constraints [136,137,138]. It seems that the correct interpretation

of the twisted field 4>(z) is a string field for d < 1 strings. A lot of effort is now being

directed towards the understanding of the Virasoro constraints [139,140,141,15,142].

The double scaling limit for c 1 and the Ising model are presented in the next two

sections. Later, we sill study in more detail the Painlevé equation for pure gravity and the

loop space approach to string theory, which will allow us to gain some understanding of

the non-perturbative constraints fixing the solution to this equation.

8.3. Double Scaling Limit for c 1
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The literature on the c 1 theory in the double scaling limit is large and growing.

THe planar limit [91] was presented in the previous lecture. A probably incomplete

list of investigations on this particular subject is [143,144,121,145], [146,147,148,149],

[150,151,152,153], [154,155,156,157].

After the discovery of the double scaling limit for matrix models, several papers

appeared dealing with the double scaling limit of the c 1 theory. Continuing the analysis

of the previous lecture, we have to take N —> oo and A —> 0 so that gst is kept fixed.

From the pure gravity case we expect the genus h contribution to behave according to

N~2hA~(2~1*t)h up to logarithmic corrections.

In the planar limit we found the singularity in the density of states to be sensitive

only to the behaviour of the potential near its maximum. Now we represent the density of

states by

p(pf) ^J (8-92)
""P h - ßp -te

where h is defined in (7.56). Expanding the denominator about the maximum of the

potential, y Xc — A, we find

1 d2 „2 r,r X,

2ß2 dy2h-VF~ -7^>— Av.-2yl + 0(yA) (8.93)

In the scaling limit ß —» oo, ß ~ 1/ß and hence for y ~ 1/ß the cubic and higher terms

may be neglected and we are left with the computation of p(ßF) for an inverted harmonic

oscillator. A simple way of obtaining p(ßp) is to analytically continue in frequency the

answer for a standard harmonic oscillator. With the convention U"(XC) —4 we have

p(uF) -Re V } (8.94)
*¦

n
2n + -1 + lßV

Even though this expression is divergent, its divergence is //-independent and we can

choose a finite renormalization such that as ß —* oo, p(ßp) ~ —(2ît) log/x as in the

planar case. The answer is then

1 + i/Vp(w) ^R« CL (8.95)
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where

C(z,g) X> + g)- (8.96)
n=0

Expanding in 1/ßß and defining the divergent series E(2n + 1) in terms of ^-functions,

we have

1 / °°
p(t*F) ^[-logß + 2Y(-l)k

V p=i

1

ßß

2k
-,2/fc-l(2*"1 - 1)C(1 - 2fc) (8.97)

which can be expressed in terms of Bernouilli numbers:

p((*f)
2tt ->»*«+Sfa""1-')^^

m=l m (ßß)2m
(8.98)

Since |.B2m| ~ (2m)! as m —> co, we obtain a divergent behaviour similar to the one foimd

for pure gravity in lecture 6. Using

dA
T^ pißF)

dEo a2
-x— ß ß + regular

(8.99)

obtaone obtains

A
2tt Aogß-Yi*™-1-^)^*—> \ m 2ml

[B2m[ 1

m=l (2ml) (ßß)2m
(8.100)

Writing ß —27rA/log/x + f(ßß)/ßlogß iteratively, we can solve for ß as a function of

A:

P - 2ttA
log A

E0

1 + E E *».'¦
n=lm=l

-logAV
/92A2

(-logA)r

1 i+ËEMiy-ioêA)"
(8.101)

^string L n=lm=l

and the coefficients cn,m, £nim can be computed iteratively by inverting the representation
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A A(ß).

~&

Xi_

yy
Figure 8.1. The propagator in the tadpoles behaves as G(p 0) ~ log A as 8 —> 0 in
the continuum limit.

From the point of view of string theory we can identify the infra-red divergences with

graphs having multiple tadpoles (see figure 8.1). The weak coupling expansion is ill-

defined. It cannot be used as an asymptotic expansion because no matter how small gst

is chosen, gstlogA blows up in the continuum limit. Recall that p(ßp) was expanded in

powers of 1/ßß, but in the scaling limit (ßß)~* ~ (log A)//?Agsf\/— log A and there is no

region where this parameter can be taken to be small. One way to deal with this problem

was found by Gross and Miljkovic, who realized that the exact representation of p(ßp)

can be used to explore the theory for large ßß. Expanding p(ßF) as a power series in ßß,

p(pf)
1 1 °°

~0~ loS P + _Re E
1 1

£-" 2n + 11 + «fit.
n=0 ' 2n+l

(8.102)

yields

dA
dß

i i °°
P(PF) -^ log fi + i E(-1)Ì i1 - 2"2*"1) «2k + !)(^)2* (8.103)

k=\

Since ((z) —> 1 when z —> oo, this series is well-behaved and absolutely convergent for

1/3/i | < 1. In the continuum limit we expect ßß to be small. We can invert the previous
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series to find ß ß(A) and E0 D0(A):

2ttA
ß - log A

Ecirc

' + E E **(ê^) (loeA)
n=lm=n+l \ e> /

"string

log A,

1 + E E £».<

oo oo
1

(8.104)

n=lm=n+l ^string loS A_

Both series are very well-behaved, thus, we have found a consistent non-perturbative

solution with no infra-red divergences at c 1. This solution does not admit, nevertheless,

a weak coupling expansion nor, consequently, an interpretation as a genus expansion. The

interpretation in terms of two-dimensional surfaces is probably not appropriate either.

Note also that the original weak coupling series is not Borel-summable: Y^Am(2m)\.

Nevertheless, the strong coupling expansion is convergent. Hence, in the strong coupling

expansion we have found a prescription to analytically continue the Borei transform to the

physical region. The meaning of this prescription remains to be elucidated.

When we look at the double scaling limit of theories with a k-th. order maximum, a

procedure similar to the one outlined here yields an expansion of E0 in terms of G£ ;_ A' " ' "*" ^

which vanishes in the continuum limit A —> 0, and thus these theories become trivial. The

physical interpretation of these models is very unclear.

8.4. Ising Model in the Double Scaling Limit

We will be rather brief in the description of the double scaling limit of the Ising model.

This limit was constructed in [158,159,160]. From the previous lecture we obtain, before

taking N —» oo, the equations

cR(x) f(x) [1 + 2g(R(x - e) + R(x) + R(x + e))]

cf(x) - | + R(x) [1 + 2g(R(x - e) + R(x) + R(x + e))]

+ 2g (S(x) + S(x + e) + S(x + 2e))

cS(x) 2gf(x)f(x - e)f(x - 2e)

(8.105)
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where e 1/N and / is related to the free energy in the scaling limit d2F/dg2 N2f(l)

for g ~ gc. Introducing
Afi (g - gc)/a?

/-Ki+av)
R - (l + aV3R) (8.106)

H(I)V°2/S*)
l-a2z e<kB-K^x

The renormalized strong coupling becomes A a ' /N, which is kept fixed as a —* 0 and

N —» oo. Substituting (8.106) into (8.105) and rescaling A one obtains

z 6/3 + 9//'" + |/'2 + /"" (8.107)

Solving (8.107), one finds again a behaviour ~ (2h)\ for genus h, as for pure gravity. This

is a generic feature of all these theories. Equations like (8.107), Rk[f] t, and their

generalizations can be studied in general using the theory of iso-monodromy deformations

of differential operators ([161] and references therein). Since we know the genus zero

result (lecture 7), we can linearize (8.107) around this solution. This yields a fourth-order

linear equation with two exponentially growing and two exponentially decreasing solutions,

therefore it would seem that there are two free non-perturbative parameters. In the case of

pure gravity, we could have carried out the same argument and we would have found a free

non-perturbative parameter. If true, this would be very important: only non-perturbative

effects could fix these parameters. The way to analyze this question is to study the loop

equation formulation of two-dimensional gravity [162]. This is in fact the way the Kazakov

multi-critical points were found [5]. The Painlevé I equation (or generalizations thereof)

is only a small part of the theory. We want to first write down the Schwinger-Dyson

equations for the theory and see what type of solutions to the string equations are implied

by them. We are also forced to look beyond the string equations because the non-Borel

summability of the weak coupling expansion implies that we must add non-perturbative
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prescriptions to define the theory.

8.5. Non-perturbative Effects in Pure Gravity

The arguments of this section apply in principle to many models, but for simplicity

and definiteness we will restrict our attention to the simplest pure gravity case. We follow

the analysis of F. David [114,115,163]. We have concerned ourselves almost exclusively

with partition functions until now. In terms of matrix models we can naturally think of

microscopic and macroscopic loop operators. The operator tr$p for fixed p represents a

loop (in the direct lattice) made of p links. In the scaling limit this loop has zero length and

tr$P will be proportional to the puncture operator P. If on the other hand we let p —? oo

and N —> oo, a —» 0, we can obtain an operator creating a loop of fixed length £. Since

Na "I* constant, this implies £ pN ' constant. We may consider operators of

the form

W(L) treL* (8.108)

or its Laplace transform

W(p)
1 /°°°

tr / dLe~PLW(L) (8.109)P-* Jo

The expectation value of the product of W(p)'s is

{W(P1) - - - W(pn)) Ì / Jl dAiA(A)2e-^(^) fl (Y -4t7 J C8'110)
J i=l 1=1 \i=l PI V

Banks et a/.[164] introduced a non-relativistic many-body fermionic field

0(A) Y anVn(X)e-^vW Y a„^n(A) (8.111)

where ¦Pn(A) axe orthonormal polynomials. Then the ground state is the fixed Fermi sea

\F) with N fermions, and (8.110) can be written as

(W(P1) • • • W(pn)) (F\ V»t_L_V • • • ^—^—-^ ]F) (8.112)
\ / pi - L pn- L



Vol. 64, 1991 Alvarez-Gaumé 517

and L stands as usual for the operation of multiplication by A. In the matrix model the

correlators of loop operators satisfy the Schwinger-Dyson equation which can be deduced

directly from the representation

_//$ (8.113)

(8.114)

(W(L))= fd<J>e-Pv ti

For a single loop one obtains

V (~\ (W(L)} J dLx (W(L1)W(L - LO)

This equation was written down by Kazakov from phenomenological arguments, thus leading

to the original discovery of the Kazakov multi-critical points. Geometrically, (8.114)

has a simple interpretation which is shown in figure 8.2: a local perturbation at a point on

the boundary of the loop of length I is represented by V. In principle, this deformation

may lead to a self-touching of the loop, and this is represented by the right-hand side of

(8.114).

/c"l

l-l

Figure 8.2. Geometrical interpretation of the loop equation (8.114).

After taking the double scaling limit, the Laplace transform W(p) satisfies

apZ - bpz + (P) (W(p))2 + (w(p)W(p)) (8.115)

with a and 6 constants, and (P) dF/dz the expectation value of the puncture operator.

The subscript c means connected correlation function. One can derive similar equations

for arbitrary n-point correlators. These Schwinger-Dyson equations should be expected
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to be valid beyond perturbation theory. They are the "quantum equation of motion" of

the system. Hence, to understand what solutions to the string equations are physically

acceptable, we should require them to be compatible with the Schwinger-Dyson equations.

Recall that for pure gravity we have the Painlevé I equation. Rescaling the cosmological

constant, we must study
2 1 //u — — u — x

3 (8.116)

u(x) —» y/x I-tOO
This equation has the Painlevé property i. e., its movable singularities are poles. Since the

free energy should be real, we should like to look for real solutions to (8.116). Any real

solution to (8.116) has an infinite series of double poles on the real axis, accumulating at

x —oo (see figure 8.3).

Figure 8.3. Schematic behaviour of u(x).

Near a double pole xq,

9

u(x) ~ + 0[(x-xq)2) (8.117)
(x -xq)2

and hence the partition function has a double zero at each pole. This is a very strange

behaviour in statistical mechanics, where all Boltzmann weights give a positive contribution.

Since we know that u(x) ~ y/x when x —» oo, the position of the largest pole completely

determines the solution. Solutions differing by the position of the first pole will differ as
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x —> oo by exponentially small terms. From the point of view of the Schrôdinger operator

H — -gj + u(x), the singularity of u is strong enough to prevent tunnelling from

one side of the pole to the other. The eigenfunctions of H behave as (x — xq)2 near the

pole. One might be tempted to define the correlation functions (8.112) in terms of the

propagator (x\(p — H) \y) which vanishes at xq. Since there is no tunnelling through

the pole, everything would seem to work well. Unfortunately, it was shown by F. David

[114] that these real solutions do not satisfy the loop equations. The only way out is to

have a potential u(x) with no poles and a behaviour at infinity smooth enough that H has

a continuous spectrum. No real solution of (8.116) exists which satisfies this requirement.

This can be done only if we look for complex solutions. This is not completely surprising.

In pure gravity we are looking at integrals of the form

1(g) j °°
dxexp(-^x2 + gxA\ (8.118)

for Img 0, g > 0. In order to define 1(g), we have to evaluate the integral in the complex

g-plane and then try to analytically continue back to the real, positive g-axis. One should

expect in general that this process leads to non-vanishing imaginary parts.

Introducing the variables X fa:5'4, V(X) x~îu(x), the Painlevé equation becomes

y2-\v" l + Yx-^v (8'119)

For large X we obtain the differential equation satisfied by the Weierstraß p-function,

V2 - V"/3 1. We have three possibilités:

i) The general solution to V2 — V"/3 1 has double poles on an infinite two-

dimensional latttice on the complex plane. This lattice defines a two-torus.

ii) If one of the periods of the lattice vanishes, then we obtain a solution with a single

string of poles.

iii) The trivial solution V2 1 is always good.
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It was shown by Boutroux that these families of solutions to the Weierstrass equation

have close analogues for the Painlevé equation [165]. If u(x) is a solution to Painlevé, then

u(x) e~~ ' u(e /°x) is also a solution. The analogue of (i) has an infinite number

of poles in the complex x-plane. There is a family of truncated solutions analogous to

(ii) having no poles at infinity in two out of five sectors (say for —2tt/5 < Argx < 2w/5),

but an infinite number of poles in the other sectors. There is finally a "triply truncated

solution" which asymptotically contains poles only in one sector out of five. Using the

27t/5 rotation, it corresponds to two complex conjugate solutions U± satisfying

u±(x) ~x_*oo \[i
(8.120)

U±(x) ~I_>_0o ±iy/x

A reasonable conjecture formulated by David is that the loop amplitudes constructed

with this solution satisfy the Schwinger-Dyson equation. Intensive work on settling this

conjecture is in progress.
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