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ON THE BOUND STATES OF
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Abstract

It is shown that the non-relativistic Krönig-Penney Hamiltonian
perturbed by a potential whose integral is different from zero and
whose 1 + (5-moment is finite for some 6 > 0 has at least a bound
state in each sufficiently remote gap of its essential spectrum.

The uniqueness of the bound state in each sufficiently remote gap
is also shown under the further assumption that the sign of the
perturbing potential is constant.

'Current address: Institut für Theoretische Physik der Universität Zürich- CH8001 Zurich,
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1) Introduction

In a recent paper (1), the present author has shown the existence of bound states of

the Schrôdinger Hamiltonian for a spinless particle in a Krönig-Penney crystal with an

impurity given by an ix(!R) function whose sign is constant in each remote gap of the

essential spectrum.

As is well known, the Krönig-Penney Hamiltonian for a one-dimensional lattice A is

formally given by

Ha H0 + aVper -±£-2 + J2<*H--V (Ll)

in units such that ^ 1 In the following we shall assume, without loss of generality,

that A (2% + 1)tt.

It follows from the results of the direct integral decomposition theory that in our case

the spectrum of the self-adjoint operator formally given by the right-hand side of (1.1) is

Ü[^+i(o),£2Vi«]) U O^oo.w)]) (L2)
U=0 / U=l /

and that the Krönig-Penney Hamiltonian has a purely absolutely continuous spectrum see

(2) Theor.ni.2.3.3

The Krönig-Penney model can be made more realistic by introducing a potential

representing various types of impurities which occur in real solids.

The importance of "impurity levels"in solids is due to the fact that such bound states

reduce the width of the gap in which they are situated. This feature has important con¬

sequences from the point of view of conductivity properties of solids. Furthermore, such

impurity levels lead to a selective absorption of certain photon energies which is an important

element in the theory of the colour of crystals see the introduction in (3)).

In this paper we shall consider impurities given by ix(IR) functions whose 1+6—moment
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for some 6 > 0 is finite since we want to give some general results about the number of

bound states of Ha + \W in the gaps of its essential spectrum.

It will be shown that if the 1 + 6-moment of the potential representing the impurity is

finite and the impurity has integral different from zero then there exist bound states in each

sufficiently remote gap of the essential spectrum. Furthermore, if the impurity has constant

sign it will be shown that there is only one bound state in each sufficiently remote gap of

the essential spectrum.

Let us now give a brief description of the content of each section.

In section 2 we compute the Green's function for the Hamiltonian Ha in the gaps of

its spectrum by using weU-known properties of second order differential equations with

periodic coefficients. The expression of the Green's function of Ha will be used in section 3

in order to write the Birman-Schwinger kernel (sgnW)\W\i(Ha - E)~l\W\i explicitly for

E belonging to a gap in the essential spectrum of Ha + XW where VF is a function in i1(IR)

with finite 1 + Ä-moment and with integral different from zero.

We shall basically follow the method used by Zheludev in (4) and (5) in order to

show that the Birman-Schwinger kernel diverges on a one-dimensional subspace when E

approaches either endpoint of the gap. This fact will be crucial in the proof of Theorem

3.2. in which the existence of bound states of Ha + \W in every gap sufficiently far out wiU

be established.

In section 4 we shall be concerned with the number of bound states of Ha + XW located

in the gaps of its essential spectrum when W has a definite sign. In particular, it wiU be

shown that there is only one bound state in every sufficiently remote gap of the essential

spectrum of such an operator. Furthermore, estimates on the number of bound states in

each gap of aess(Ha — XW),(X > 0, W > 0) will be given. Finally, the number of bound
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states in the unbounded interval (—oo,.Ef(0)) will be estimated and it will be shown that

for a 0 one obtains the bound given in (6).

2) The Green's function for Ha —j^s + QEmfz^(' ~ (^m + l)*-) inside the

gaps of its essential spectrum.

In this section we will explicitly determine the form of the Green's function Ga(x, y; E)

for the self-adjoint operator formally given by Ha — -fe + o^m£Z{(- — (2m + l)ir),

(a £ IR, a / 0) for E belonging to one of the gaps of the spectrum of Ha.

For simplicity, let us assume E 6 (E%N(Q), E%N+1(0)), N € IN since everything can be

carried out similarly when E 6 (E^^ir), E%N(tr)).

In order to find the Green's function for the equation

4> E(f> (2.1)-^2+aY,s(--(2m + 1M

with E belonging to the gap written above, we first notice that the gaps of the first type

are characterised by having the discriminant D(E) greater than 2 at all their points, while

those of the other type have D(E) < -2 see (2),(7) and (8)).

It follows from the well-known properties of Hill's equation see (8)) that our problem

is reduced to studying the equation

-£>4> + a6(--K)4>=E<t>
4>(2v) e±e<t>(0)

4>'(2tt) e±V(0)
(2.2)

9 e [0,27t), in the gaps with D(E) > 2, while in the gaps with D(E) < -2 the only

modification is a minus sign in front of the exponential in the boundary condition in (2.2).

Let us choose <fi of the form

f A<*> cos y/Ex + b\9) sin \TËx, 0 < x < jr
4>(x) < (2.3)

[ AC' cos VE(x - 2v) + -4 ' sin y/Ë(x -2w), w < x < 2w
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The boundary conditions on <j> and its first derivative enable us to write the coefficients

A\ ', B? as functions of the coefficients A\ ', B\ ' respectively and we have

f 46) e«A<»
1 Et? e±°Bi

(2.4)

Furthermore, by imposing the continuity of the function <j> at x w we obtain

<£(*-) A(/> cos y/E-K + B[e) sin y/Ëw A^e^ cos v^Ëtt - B^e±B sin v^tt (2.5)

Since

<£'(*+) y/E [A[9)e±e sin y/Ëw + B^e±9 cos V^r]
<£'(*¦-) y/Ë [-A*** sin y/Ëw + b[6) cos y/Ëirj

the 6—condition <j>'(ir+) — <j>'(itA) a^(x) gives

\/J5 [A(9)(e±e + l)sin v^x + B<9)(e±fl - 1) cos •»/£*] a^f

which finally leads, by using (2.5), to the equation

cosh 6 cos 2wy/Ë H j= sin 2xVE
2y/E

1 +
e±e-l
e±« + l

(2.6)

cosVEic

(2.7)

(2.8)

The right-hand side of (2.8) is exactly Fa(E) appearing in the well-known Krönig-

Penney relation for the graph of Fa(E) see (2) pag.268 Since Fa(E) has a maximum in

each gap where D(E) > 2, i.e. (E%N(0),E%N+1(0)), VN 6 IN we can split the interval into

two subintervals in order to have Fa(E) monotone in each of the two subintervals.

Therefore, in each subinterval we can define

O cosh-1 cos 2T-/Ë + —%= sin 2wy/Ë > 0
V 2faË J

(2.9)
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This implies that for E belonging to either subinterval we have two independent so¬

lutions of (2.2) which can be extended to the whole real axis in order to give the two

independent solutions of (2.1), namely

4>±,e(x) e_ „ime
e6 - 1

cos VEIx — 2mir) ± -j cot vEir sin vE(x — 2mir)
ee +1 v ' e±m«p±(x,E)

(2.10)

with p±(x + 2%,E) p±(x,E), for any x 6 [(2m - l)v, (2m + l)w) and any m £ TL with

0 0(E) as defined by (2.9).

We notice that <f>" E G L2(—oo, 0) while <f>Z E e L2(Q, +oo). Consequently, the function

<j>E defined by

{ <t>l F(x) x < 0

**>-{£<¦>«• <211)

belongs to Z2(Ht).

In order to determine the expression of the Green's function we must compute the

Wronskian related to <£" E and <j>Z E- Due to the form of the equation, the Wronskian is a

constant given by

W(E) faËcot y/Ëw
2S'mhe

(2.12)v ; 1 + cosh 0 v '

Thus

2faËsinhocotv/£?r

Therefore the Green's function related to (2.1) for E belonging to either subinterval is

given by

„, _
(1 + cosh g) tan Trfalf 4>% ,E(XW-,e(v) x<V

Ga{x,y;E)- ^^ { r_E(x)r+E(y) x>y ^-14)

with 4>^_ E and 4>°t E defined as above.
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After performing some calculations we finally get:

Ga(x, y; E) —T=eAm-n\e (ß(9))~1 tan y/Ëw cos y/Ë(x - 2mw) cos y/Ë(y - 2nw)-
2y/E L

-ß(0)coty/Ew sinv/Ë(x -2mw)smy/Ë(y-2nw) - sïn.y/E(\x - y\ -2w\m-n\)

(2.15)

for any x e Im [(2m - l)w, (2m + l)w),y e /„ [(2n - l)w,(2n + l)w) ,m,ne2L with

ß(6)=
Sinhö

1 -f- cosh e

It is not difficult to check, by using (2.8) and the relation cosh2 6 — sinh2 8=1 that

ß(0(E)) ~ const ¦ [E - E%N(0)\ì (2.16)

in a right neighbourhood of £^y(0) and similarly in a left neighbourhood of the other

endpoint of the gap (E%N(0),E%N+1(0)), where the constant is positive.

If a > 0 then E%N(Q) N2, while when a < 0 we have E%N+1(0) N2 a complete

description of cr(Ha) can be found in (2), Chapt.III.2.3.). By using (2.16) and the behaviour

of the function cot y/Ëw near the endpoints of the gap we obtain the following results:

a) if a > 0 then as E -* N$

-/3(0) cot y/Ëw
COnSt

; (2.17)V ; (E-N*)i
and as E -» £fN+1(0)_

-ß(0) cot y/Ëw ~ -cons« • (£^+1(0) - £)* (2.18)

b) if a < 0 then as £ -> E%N(0)+

-ß(0) cot faEx ~ const ¦ (E - E%N(0))ì (2.19)
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and as E —> Ni

-3(0) cot y/Ëw ~
(N*-E)ì

-ß(0) cot y/Ëw
COnSt

(2.20)

where the constant is always positive.

We shall use these results in the next section.

3) Existence of bound states of Ha + XW in the distant gaps of its essential

spectrum.

In this section we will prove the existence of bound states of Ha + XW in each gap

sufficiently far out under the two following assumptions on the potential W representing

the impurity:

(l + \x[)1+6\W(X)\dx<oo (3.1)Jr/r
for some 6 > 0 we shall see that we need the 6 in order to have only trace-class operators

in the following and

W(x)dx^0 (3.2)/.
R

The present author has shown in (1) that the Hamiltonian written above has bound

states in each sufficiently remote gap of its spectrum in the case o 1 assuming that

W e i1(ïït) and has constant sign. The proof is based on the Birman-Schwinger principle,

for which we refer to (7) and (9), and the Gelfand expansion for the resolvent of the

unperturbed Krönig-Penney Hamiltonian the theorem about the existence of such an

expansion for N-dimensional Schrôdinger Hamiltonians with periodic potentials can also be

found in (7)).

In this work we are going to use a different method which exploits the explicit expression

of the Green's function Ga(x,y; E) given by (2.16). This method will enable us to investigate

the number of bound states in the gaps of o(Ha + XW) in section 4.
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We want to mention that the case of a Hamiltonian with a piecewise continuous periodic

potential in place of the Krönig-Penney one and with an impurity W whose integral is

zero has been investigated by Firsova in (10) under the further assumptions that W is

reflectionless and its second moment is finite showing that in such a case there are no

eigenvalues in the remote gaps of the spectrum.

Furthermore, Deift and Hempel in (3) have given results about the existence of bound

states of H — X\W\ in the gaps of <r(H), H — jjj + V where V is not assumed to be

periodic but has some "short range order", which produces gaps in <r(H).

We briefly recall here that if W € i1(IR) then Ha + XW is the self-adjoint operator

defined by means of the KLMN theorem and its essential spectrum is exactly the absolutely

continuous spectrum of Ha since XW is a compact perturbation in the sense of quadratic

forms see (7)XIII.4 Corollary 4).

In the following we shall only consider the case a < 0 corresponding to the physical

situation of a spinless particle of negative charge in a Krönig-Penney crystal of positive

ions. Furthermore, we shall only analyse the behaviour of the Birman-Schwinger kernel in

the gaps of the type (E%N(0),N2) since everything can be carried out similarly in the case

of the gaps of the other type.

By using (2.15) the Birman-Schwinger kernel can be written as follows

5

X(sgnW)\W\ì(Ha - E)-x\W\i X^T^E) (3.3)
(=i

where the operators <TÌ'(iJ)> are defined by means of their integral kernels for any

x € Im,y € In, m,n € 2Z as follows:

T^(x,y;E) -±=(ß(0))~^ UnVEw (sgßW)\W\i(z)<ßW(x; E)\W\ï(y)^\y; E) (3.4)
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with

41'(x,£) e-lmlfaosv/Ë(x-2m7r), (3.5)

T™(x,y;E) -^ß(8)coty/Ew(sgnW)\W\i(x)<l>W(x-,E)\W\i(y)tW(y-,E) (3.6)

with

<fâXx; E) eA™\e sin y/Ë(x - 2mw), (3.7)

ri3'(x,j,; E) -^=(ß(9))-1 t^y/Ëw [«H™-!» - e-(M+M)«]

¦(sg-aW)[W[ï(x)cosy/Ë(x - 2mw)\W\ï(y)cosy/Ë(y - 2nw) (3.8)

Ti4\x,y;E) —~ß(8)caty/Ëw [e-l-»-»l« - e-(M+l»l)»j

¦(sgnW)[W\ï(x)smy/Ë(x - 2m*)\W\ï(y) sin \/Ë(y - 2nw) (3.9)

T^\x,y;E)= ^=e-lm-nle(sgniy)|IV|Î(x)sinfaË(|x- y\ - 2w\m- n|)|W|i(y) (3.10)

It is easy to check that the functions 4>a and 4>a belong to i2(IR) n £°°(IR) so that

Ti, (E) and Ta (E) are rank-one operators.

As follows from (2.19) the nonzero eigenvalue of Ta (E) diverges as E —? E%N(0)+

and vanishes at E N2 while from (2.20) we infer that the nonzero eigenvalue of Ta (E)

diverges as E —? Nl and vanishes at E E°N(0).

Furthermore, the operators Ta (E),l 3,4,5 are trace-class for any E E [E%N(0),N2]

for any N € IN and are || H^-continuous functions of E on each closed interval written

above as the following theorem shows.
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Theorem 3.1. Let W be a real-valued function satisfying (3.1) and let TÌ (E),l 3,4,5 be

the operator-valued functions defined as above. Then TÌ3'(E) and TÌ*'(E) have removable

singularities at both endpoints of[E2N(0),N2],VN e IN and can be made \\ [[^-continuous

on every closed interval [E%N(0),N2] by defining

îl3)(^(0)) Il IU - p
lini

4
Tf\E) UnS^*R(EZNm (3.11)

Ti3)(N2) || U - Um T^(E) 0 (3.12)
E—>AP

where R(E%N(0)) is the trace-class operator with integral kernel given by

R(x,y;E%N(0)) (sgnW)\W\i(x)cos ,Je%n(0)(x - 2mw) [|m| + |n| - \m - n\] ¦

¦\W\i(y) cos y/E%N(0)(y-2nw) (3.13)

for any x 6 Im,y 6 /„,Vm,B £ Z3 and

Ti4)(^(0)) || |U - _
Hm T^(E) 0, (3.14)

ri4)(^2) II IIa - Efim rW(£) ^(;v2) (3.15)

where S(N2) is the trace-class operator whose integral kernel on Im X /„, "im,n 6 TL is

given by

S(x,y;N2) (sgnW)[W\i(x)sinNx [|m| + \n\ - [m - n\] \W\i(y)sinNy (3.16)

TÌ5)(E) is || ll^-continuous on [E°N(0), N2],VN 6 IN.

Proof: It is not difficult to check that the operators Ta (E), I 3,4,5 are Hilbert-Schmidt

for any E £ (E$fl(0),N2\, ViV € IN and that they are J^-continuous functions in each gap

we are considering. Let us first show that (3.11) holds with respect to the Hilbert-Schmidt

norm.
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Since 9 -* 0+ as E approaches either endpoint of (E%N(Q),N2),VN 6 IN we have

e-\m-n\e _ e-(|m|+|n|)«

sinb.0
< m + ra — [m — n[

and

e-|m-n|« _ e-(\m\+\n\)6
lim ; \m\ + Ini — Im — ni

e-o+ sinh» i i "n i i i

Thus we have

(sgnW)|W| '(x) cos y/Ë(x - 2mw) -

¦\W\ì(y) cos y/Ë(y-2mw)

¦\m-n\e _ f,-(\m\+\n\)6

sinhö

< \W\Hx) [\m\ + \n\ - \m - n|] \W\i(y)

for any E in a right neighbourhood of E%N(0) or in a left neighbourhood of N2.

The right-hand side of (3.19) belongs to i2(IR x Ht) since

T, ff \W(x)\[[m\ + [n\-\m-n[]2[W(y)\dxdy<
Tn,TH~£i m n

<4 V ff |W(x)|[min{|m|,|ra|}]2|l^(î,)|rfx%<

<4 V // [W(x)[[m[[n[[W(y)[dxdy <
m,nezJJl-»*'*

<i E // [W(x)[[x[[y[[W(y)[dxdy=fi^[[xW\[2
Tn.nCZ *

Therefore, by means of the dominated convergence theorem we get

lim
E-~E°„(0)+

which implies that

r(3)(v;jB)_^^>Ä(.;.;^(0))
y/Cr2N\v)

0

I'(RxH)

lim

and similarly

^-s^fe«*m)
lim ||T<3>(£)|U 0

J5-.JV2

0

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)
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Let us show that T^(E) is trace-class for any E e (E%N(0),N2), VN G IN.

First of all, we notice that the trace-class norm of Ts, (E) is equal to that of the

self-adjoint operator (sgnPV)TÌ '(E) which implies

\\Ti3)(E)\\j, ||(sgnH0Ti3>(f;)||J, ^ ([(sgnW0r<3>(£)]+) + tr ([(sgn^)TÌ3)(f;)]_)

2<r ([(sgnW)T^(E)]+) + tr ([(sgnW^E)]. - [(sgnW0r<3>(£)]+)

2 tr ([(sgnW0Ti3>(£)]+) - tr [(SgnW)jf\E)) (3.24)

At this point we are going to show that the operator

£VI»«-»l»|W|iXm «*>/£(• - 2mw) (cos s/Ë(- - 2njr)|W|ìxn,
m,n

Xm being the characteristic function of Im, is a positive trace-class operator for any 0 > 0.

First of all, let us set

/ f(x)[W(x)\ì cos y/Ë(x - 2mw) dx Cm (3.25)

where / is a generic L2(IR)—function.

The sequence {Cm}m6z belongs to l\(TL) since

Y^\f f(x)\W(x)[icosy/Ë(x-2mw)dx < ^Z / \f(x)UW(x)\*dx

/ \f(x)[\W(x)[idx<[\f[\2[\W\\> (3.26)

Thus, for any 0 > 0 we have

J2 ff 7(x)\W(x)[Îcosy/Ë(x-2mw)eAm-"-\9\W(y)\icosy/Ë(y-2nw)f(y)dxdy
.„«¦'¦''i.x'-m,n^1, *

£ Cm e-l»-»I» Cn ({Cm},{e-W} * Cm)
m,n€Z

V '3(Z)
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(2w)ì (F-HCm),F-He-W}j:-i{Cm})

P2d - 1

./ — 7

The finiteness of the trace-class norm is guaranteed by condition (3.1) as follows from

an estimate completely analogous to the one we shall use in section 4 for the estimate of

the trace-class norm of Ta '(N2).

Since the operator is positive its trace-class norm is given by its trace which is simply

equal to the sum of the traces of the rank-one summands on the diagonal due to the fact

that the off-diagonal summands are nilpotent rank-one operators.

Since ß(9) > 0 for any 8 > 0 and tan7r\AE is negative in every gap of the type

(££^(0), JV2) we see that the operator (sgnW)Ts, '(E) is the sum of a positive rank-one

operator and a negative trace-class operator for any E in such gaps and consequently its

spectrum has infinitely many negative eigenvalues clustering at 0 and may have an

additional positive eigenvalue. Therefore we obtain that the second summand in (3.24) is equal

to

(1 + cosh 0) tan y/Ëw y^ / ltJ„^,l-e'2|m|(
meZ'

Since

(1 + cosh 9) tan y/Ëw 1 - e-2M«

sh^tan-y/JÊ* v^ f n„r, xll-«~a|m|' 2 PB, o \s to o<a
7= > / [W(x)\ ———cos* VE(x - 2mw)dx (3.28)

2y/Ë cyJiJ «mho

2y/Ë sinh 9 f [W(x)[ cos2 y/Ë(x - 2mw) dx <
Ji„

_CX tanvflSfffr j
for any E in a right neighbourhood of £^(0) (where C\ is an upper bound for (1 + cosh 9)

in that neighbourhood) and the sequence on the right-hand side of (3.29) belongs to /'(ZS),

due to the finiteness of the first moment of W, it follows from the dominated convergence

theorem that the second summand in (3.24) is a continuous function of E in any open right

neighbourhood of the left endpoint of the gap being considered with a removable singularity
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at E E%N(0) since

*J£„. (<-"*») -^El "»"«'M"- (3.30,

Therefore the second summand on the right-hand side of (3.24) can be made continuous

as a function of E in any closed right neighbourhood of ££^(0), VJV € IN.

Furthermore, since we have already shown the continuity of the operator-valued function

Ts, '(E) in any closed right neighbourhood of E%N(0) with respect to the J^-norm it

follows that each eigenvalue of (sgnW)Ta (E) is a continuous function of E converging to

the respective eigenvalue of the limit operator at E jE^jvW- In particular, the possible

positive eigenvalue Aj, +(E) is continuous as a function of E in any closed right neighbourhood

of E E%N(0) which implies together with the continuity of the second summand of

the right-hand side of (3.24) that the trace-class norm of Ts, (E) is a continuous function

of E in any closed right neighbourhood of ££^(0).

This fact and the ^-continuity of Ts, (E) in any closed right neighbourhood of 25^(0)

imply by means of Griimm's convergence theorem see (11)) that Ta (E) is ^[-continuous

in any open right neighbourhood of ££^(0).

Furthermore, the limit operator with respect to the ,72-norm topology is trace-class

since

sup IIt,*3^)!! < oo
E6(EJW(0),Ê) J>

see (7) and (12)). Thus, in order to apply Griimm's theorem again and obtain the J\-

continuity of Ts, (E) at ££^(0)+ we need only show that

-is,.,. Ifa^'L - -=V«Sr WEbm* (3M)

First of all, we claim that (sgnW)R(E2N(0)) is a positive operator.
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This can be seen by noticing that \m\ + [n\ — \m — n\ is equal to zero if m and ra have

different sign and equal to 2min{|m|,|n|} if their sign is the same. By setting

j f(x)\W(x)\i cos ^E%N(0)(x - 2m7r) dx 7m (3.32)

for any / 6 £2(IR.) we have

(/, (sgnW)R(E?N(0)) f)= Y, îm[\m\ + \n\-\m- n|] ln
m,n€Z

2 Y 7m[min{m,n}]7n>0 (3.33)
m,n>0

The last inequality is due to

2

> 0 (3.34)
N N

Y uiin{m,n}7m7„ ^
m,n=0 n=0

(the kernel min{m, ra} has been investigated in the context of the theory of Brownian motion,

see (13) for example

Thus, the possible positive eigenvalue of (sgnW)Tä '(E) converges to zero as E —»

¦E?n(0) and the trace-class norm of the limit operator is given by the sum of the traces

of the positive rank-one operators on the diagonal since the off-diagonal summands are

nilpotent rank-one operators. Therefore, the trace-class norm of the limit is exactly given

by the right-hand side of (3.30) and consequently we are allowed to use Griimm's theorem

to get (3.11).

The same argument can be repeated at the right endpoint of the gap in order to get

(3.12).

By rewriting the integral kernel of (sgnW^Ti (E) as

Sink9ß(9) COt y/Ëw ,„„ „, r-, e-|m-»l« _ e-(\m\+\n[)6^ > \W(x)\i siny/E(x - 2mw) ——
2y/Ë smhô

¦\W(y)\ì sinVË(y-2nw) (3.35)
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and noticing that

and

lim -inhagcot>/5x=0 (336)
E->E;„(o)+ 2(1 + cosh 9)y/Ë

sinh2 9 cot y/Ëw
hm

E-*Nl 2(1 + cosh 9)y/Ë

lim
[ i1 - £) sin2^* - Ve cos 2^] cos2 T^ H (337)£-™ï (l+coshö)^

"
2A^2

we obtain (3.14) and (3.15) by using the previous method since the spectrum of the operator

(sgnJy)Tä (E) contains infinitely many positive eigenvalues clustering at 0 and only one

possible negative eigenvalue.

From the expression of the integral kernel of Ta (E) we easily get that Ts, (E) is

Hilbert-Schmidt for any E e [E%N(0), N2], VN e IN and is ^-continuous on those intervals

as a Ji-valued function of E.

It follows from (11) Prop.5.6. whose proof is substantially based on the method we

are going to use in the next section in order to estimate the trace-class norm of Ta (N2))

that TÌ5)(E) is trace-class for any E e [E%N(0),N2], VN e IN if W satisfies assumption

(3.1) since

Tg\E) Y, Ti5)(E) I/.X/. + E Ti5)(£) I'-*'- (3-38)

and there is a constant C independent of E such that

f\E) |/.x/.|Ä < C (jf \W(x)\dxY (jf \W(x)\dxy (3.39)

for any m,ra € 2Z and the sequence on the right-hand side of (3.39) is summable as long as

W satisfies (3.1).

Furthermore, the off-diagonal restrictions of TS, (E) are rank-two operators and therefore

their Ji-continuity as functions of E implies their .^-continuity. As a consequence of
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the method we shall use in the proof of Proposition 4.2., the restrictions on the diagonal,

namely T„ (E) |/mX/m are also j7i-continuous since they can be written as the product of

two Hilbert-Schmidt operators which are both ^-continuous as functions of E, i.e.

-l"
Tf\E) Imxlm — \W\ ÌXm(-'£-ÌV^) • Ka,m(E) (3.40)

The ^-continuity of the restrictions together with (3.39) imply the J\-continuity of

tL5)(E) on [E2N(0),N% VJV e IN.

As a consequence of Theorem 3.1. we have

lim max [[T^(EN)U 0 (3.41)
N—oo ENe[E%N(0),N*]

for / 3,4,5.

We briefly recall here that according to the Birman-Schwinger principle the eigenvalues

of Ha + XW are given by those E 6 p(Ha) n IR for which there exists a nonzero ip 6 i2(IR)

satisfying the following equation

X(sgiAV)[W[*(Ha - E)-l[W[*ip -ib (3.42)

which is equivalent to saying that the eigenvalues are those E's in the gaps including the

unbounded gap on the left of the lowest band for which

(/ + x(sgnW)\w\ì(Ha - f;)-1!^*)"1

does not exist as a bounded operator on L2(1R).

Therefore, since (sgnW)\W\ï(Ha - E)~l\W\ì is trace-class VE e (E%N(0),N2),VN e

IN and in all the gaps of the other type the eigenvalues of Ha + XW are given by those

£"s inside each gap of oess(Ha + XW) a(Ha) for which the following equation is satisfied

det (l + X(sgnW)[W\ì(Ha - £)-1|W| 0 (3.43)
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At this point we are able to prove the main theorem of this section concerning the

existence of bound states of Ha + XW in every remote gap of its essential spectrum under

the assumptions (3.1) and (3.2) on W.

Theorem 3.2. IfW satisfies (3.1) and (3.2) then there exists a band of aea,(Ha + XW)

a(Ha) such that Ha + XW has at least an eigenvalue in each gap on the right of that band.

Proof: As usual, we will give the proof only for the gaps of the type (E%N(0),N2) since

the proof for those of the other type is completely similar.

First of all, we notice that if N is sufficiently large the integrals

J^W(x)dx, J W(x)[^(x;EN)]2 dx, j W(x)[^2)(x;EN)]2 dx

have the same sign for any E^ £ (E%N(0),N2),VN € IN as follows by using the explicit

expressions of the functions <t>a (-;E), I 1,2 given in (3.5),(3.7), the identities cos2x

^(1 + cos2x), sin2x |(1 — cos2x) and the Riemann-Lebesgue lemma in order to show

that

lim Y" f W(x)e-2imWE")cosy/Ë^(x-2mw)dx 0 (3.44)

Furthermore, due to (3.41) the operator (l + X £f_3 TÌ'\enJ) is invertible for A^

sufficiently large so that

det (i + X(sgnW)[W[i(Ha - EN)-l[W[i) det f/+A^T«(£^)j •

det \ I + XYTÌ1)(EN)
l=i

i+\YtV\en
1=3

(3.45)

and consequently if N is sufficiently large equation (3.43) is equivalent to

detil+Xj2T^l)(EN) i+xJ2tL1)(En)
1=3

-IN

0 (3.46)
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Since the second summand inside the determinant in (3.46) is a rank-two operator with

eigenvalues Xpa (En), I 1,2 we can write the determinant as follows

detll+xYTil](EN)
i=i

I + xYtÌ'HEn)
1=3

[l + XpM(EN)][l + XpW(EN)\

l + Xtr\YT<,l)(EN)
,i=i

i+xYtL1)(En)
1=3

+ X2pW(EN)pW(EN) (3.47)

If we call A 7a (En), I 1,2 the nonzero eigenvalue of

'^(EN) i + xYtì1)(En)
1=3

,1 1,2

by using the linearity of the trace we can rewrite the right-hand side of (3.47) as follows

2

1 + XY^](EN) + X2pW(EN)p(2\EN)
i=i

Furthermore, the last summand of (3.48) can be expressed as follows

(3.48)

X2pW(EN)pW(EN)
X2

tr (ET®E^(^)
V=i

I+XYTil)(EN)
1=3

A2--tr (j:n\EN)
\l=l

I+XYTal)(EN)
1=3

i2\l£)(EN)1W(EN)- tr(f[TWUrt»(EN)

where we have exploited the property tr(AB) tr(BA), VA,B E J\ see (14)).

i+xY^Xen)
1=3

(3.49)

Let us consider each summand on the right-hand side of (3.49) separately. For the first

one we have

X2^\EN)^2\EN)

X2
2

4EN û \W\i^(EN),
i=i

/+A £>«(£„) (BgaW)\W\Î4>W(EN)) (3.50)
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Due to (3.41), for any A > 0 there exists N such that VN > N we have

EtL'Ken)max
E*e[B?w(0),AT>]

J,

1

<2A

and consequently for any N > N we get

i + xYtL1)(en)
1=3

< 2

which implies

as N —? oo.

sup yjHEN)ii2\EN)\) < -J— IWIIÏ-0

(3.51)

(3.52)

(3.53)

Similarly, since

tr [UtW(En) i + xYt<,1)(en)
1=3

4EN
\W\h^(EN), i + xY,tL1)(en)

1=3

¦ \W\hP(EN), i+xYtw(en)
1=3

(sgnWW^tâHEN)]-

(sgnW)\W[ì<t>M(EN)\ (3.54)

we obtain

sup
E„e(E%N{0),N>)

as N —? oo.

fn^"«r n^w) / + A^T«(£W)
(=3 ^^«-° ^

Therefore, the quadratic term in (3.48) is uniformly small for En € (E%N(Q),N2) when

N is sufficiently large.

Since all the quantities involved are real it is clear that the determinant on the left-hand

side of (3.46) is a real-valued continuous function of En in each gap (£^(0), N2) for any

N sufficiently large.
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By using (3.41) it follows that for N sufficiently large the sign of

i + xYtÌ'Hen) te*W)\W\Ì4$(EN) / 1,2hw[^(EN),

is equal to the sign of

([W\'<j>^(EN),(sgnW)\W\"^(EN)) ,1=1,2

whose sign is in both cases equal to the sign of

)dx

when N is sufficiently large as shown at the beginning of the proof.

/ W(X)iJr

Thus, provided N is sufficiently large the right-hand side of (3.47) diverges with opposite

signs at the endpoints of each gap (E%N(0),N2).

Therefore, the Intermediate Value Theorem enables us to conclude that for N

sufficiently large the determinant has at least a zero in each gap of the type being considered

which implies the existence of at least a bound state of Ha + XW in each gap (£^(0), A^2)

for N sufficiently large.»

4) The number of bound states of Ha + XW in the gaps of its essential

spectrum when W has a definite sign.

The main goal of this section will be to prove the uniqueness of the bound state of

Ha + XW in each sufficiently remote gap of its essential spectrum if W satisfies (3.1) and

has a definite sign.

In order to achieve this we shall estimate the number of bound states of Ha + XW in

each gap of its essential spectrum and show that there is only one bound state in each gap

on the right of a certain band, precisely the bound state arising from the divergence at the

endpoints of each gap of one of the two rank-one operators Ta (E), I 1,2 of section 3.
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In the second part of this section we shall give an estimate on the number of bound

states occurring in the unbounded interval — oo,Ea(0)).

Before stating and proving Theorem 4.1. we would like to point out that the reason

of the uniqueness of the bound state of the Hamiltonian being considered is basically the

factor -t= in the Green's function which is typical of the non-relativistic one-dimensional

case.

At this point we state and prove Theorem 4.1. which constitutes the main result of this

section.

Theorem 4.1. IfW is a function of definite sign satisfying (3.1) then there exists a band of

&ess(Ha + XW), A > 0 on the right of which each gap contains exactly one bound state.

Proof: First of all, we notice that if VF is a function of definite sign the Birman-Schwinger

kernel is self-adjoint and (3.42) becomes

X\W[ì(Ha-E)-1\W\ÌTP ±4> (4.1)

with the positive sign on the right-hand side if W < 0 and the negative one if W > 0.

According to the Birman-Schwinger principle the number of bound states of Ha + XW

inside a gap is equal to the number of E's belonging to that gap for which (4.1) is satisfied.

For simplicity, let us only consider the case when a is negative and the perturbing

potential is non-positive, that is to say the Hamiltonian is given by Ha — X[W[, a < 0, A > 0.

Such a Hamiltonian represents the energy operator for a spinless particle of negative charge

in a Krönig-Penney crystal with an attractive impurity.

As usual, we shall give the proof only for the gaps of the type (E%N(0),N2) since the

argument can easily be repeated for the gaps of the other type.



872 Fassari H.P.A.

First of all, we know that the nonzero eigenvalues of X[W\'(Ha — E)-1[W\' are strictly

increasing functions of E inside each gap see (9) Lemma 2.1 This implies that for any

E e (E%N(0),N2) we have

àim{EfN(0),E)(Ha - X[W\) dim^) (x[W[i(Ha - E)~l\W\i) (4.2)

As follows from what has been seen in section 3, the operator Ta (E) + Ta (E)

(Ta (E), I 1,2,3,4,5 being the operators of section 3 with sgnW 1 is a negative

trace-class operator for any E e (E%N(0),N2). Therefore, we can neglect it in counting

the eigenvalues of A|W|3(.ff0 — £)_1|W|ï that are greater than one since its presence can

only lower the positive eigenvalues of the operator given by the sum of the remaining three

operators so that the right-hand side of (4.2) is bounded by

dim(li0o) (xT^(E) + XT^(E) + XT^(E)) (4.3)

rn\
Furthermore, due to the divergence of the positive rank-one operator XTs, (E) at the

right endpoint of each gap of the type being considered we can repeat the argument of (11)

Theorem 7.5. in order to get that (4.3) is bounded by

1 + dim(li00) (XT^(N2) + XT^(N2)) (4.4)

As shown in section 3, TÌ4)(E) and t£\e) are trace-class VE e [E%N(Q),N2], VN € IN

so that the second summand in (4.4) is bounded by

A (||r«(J\r2)|U + ||2f>(AT2)|U) - 0 (4.5)

as N —» oo, as follows from (3.41). Therefore, if N is sufficiently large the upper bound for

the number of bound states of the Hamiltonian in the gap (E%n(Q), N2) is less than two

while the lower bound is equal to one due to Theorem 3.2, which completes the proof in

the case of a potential with finite 1 + 6-moment.«
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Remark.In the case 6 0, Ts, '(N2) is no longer trace-class but is only Hilbert-Schmidt

so that we must use the Hilbert-Schmidt norms as a bound for the sum of the positive

eigenvalues of A Ts, '(N2) + Ts,5'(N2)) that are greater than one. It is immediate to show

that

l|Ti5)(*2)IU - 0 (4.6)

as N —» oo so that the assertion holds also in this case but we must use (1) Theorem 2.2

for the existence of bound states in each sufficiently remote gap of the essential spectrum.

Before considering the number of bound states occurring in the unbounded interval on

the left of the essential spectrum of the perturbed Hamiltonian we want to give an explicit

upper bound for the number of bound states inside the gap (E%N(0),N2), VN G IN of

course, a similar bound can be found for the gaps of the other type

Proposition 4.2. If a < 0 and W < 0 satisfies (3.1), the following estimate holds

Af(E?N(o),N>)(Ha - X\W\) < 1 + A ^11*^111+

+ ^)2(1 + S^(2H-i)^)l(1 + N)1+SW\\
Hi

(4.7)

where M^e^o),^) (Ha — X[W[) is the number of bound states of Ha — X[W[ in the gap

(EZN(0),N2).

Proof: According to (4.6), we have to estimate the trace-class norms of the operators

TÌ4)(N2) and TÌ5)(N2).

As follows from what has been shown in the proof of Theorem 3.1., Ts, (N2) is positive

and

[aT«(JV2)||
^ =^YJ MlW(x)I sin2 Nx dx < M \[xW[U (4.8)

mÇZ m
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AT^JV2) A

7" m^nÇlR

N2)\im»i.\\Jt (4.9)

For the trace-class norm of XTa (N2) we have

ET^2) lux/,

where the summands are the restrictions of Ta (N2) to the sets Im x ln.

If m / n, Ts, '(N2) |/mX/„ is a rank-two operator with trace-class norm bounded by

jj(j [w(x)[dxy q [w(x)\dxy (4.10)

Now we must estimate the trace-class norm of T„ (N2) |/mx/„, Vm G TL.

For any m £ TL we can write

T&(N2) \UxIm= -i (|W|iX») [/W * l^lfam] (4.11)

where Xm is the characteristic function of the set lm and }n is the function defined as

follows
f ^sin7V|x| |x| < §7T

(4.12)
^sin7V|x| |x| < §7T

/n(x)= ^ £sin2JVx \w < \x[
0 Ixl > 3tt

It is easy to check that fN G i?2'1(]R) and that

dx fN + [[NfNf2< 67T (4.13)

for any N G IN.

Therefore we have

TW(N2) \W\iXm(-i£-iN^ lu .(N2)

in which Km(N2) is the integral operator with kernel given by

"(_,£_ W)/N(|x. 2/1) Xm(y)|wW

(4.14)

(4.15)
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The two factors are Hilbert-Schmidt and we have the following bounds for their Hilbert-

Schmidt norms

Jr,

\W\^-é+^'Vi.*, 1

J. (2N) r l^l'Xm (4.16)

l'-(^)«k \ {ifMANfN)fN + NfN) * \W\Xn

dx fN + \\NfN\\l]\\[W\-*Xrn\l<3*\\\W\ïXr,

in (4.17) we have used Young's inequality and (4.13) Consequently,

l|T<5)(iV2) \ImXU \[j, < (|0 *

(jf [W(x)[dx^j

Therefore, the right-hand side of (4.10) is bounded by

»(^fea.™*)!
.TTlÇZ

Since

L^ dX * [l + (2[mll)wV+s j^ + M)1+* 1^)1-
for any m ^ 0, and

/ |W(x)|rfx< /(l+|x|)14faW(x)|dx
Jlo Jl«

we get

53 (jf iw(x)idxV<
nÇ.2,

1+Ç„ÎIT,m5éo[l + (2|m|-l),p+M ws
Y f (i + ixi)i+*ivnx)|dx)

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

1+?lT
mjéO

' + (2|m| - l)7r]!+« (i + Ixd^w ; (4.22)
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Thus the quantity in (4.19) is bounded by

» (§,)ä (• E ,1+a.|'-iw»a) II«' M^l, <«*>

which together with (4.8) yields (4.7) ¦

Finally, we conclude this section by estimating the number of bound states of Ha + X W

in the unbounded interval (—oo,E"(0)) for the case a < 0 we recall that in this case

Ef (0) < 0).

First of all, it is clear that there will be no bound states in that interval if W > 0 due

to the positivity of the Birman-Schwinger kernel for any E < E"(0).

If W < 0 we have the following result.

Theorem 4.3. If W < 0 and satisfies (3.1) then

i < AWr<o))(tf« - Mw\) < i + a ffiggjfe nr
|£?(o)|; iwi^oefto))

12

E // i^(*)i l&H'imo))]' i»»-«Iiw(v)i f^Hy^rw)]2 <**^
^ra.nÇZ

+
2|£f(0)|» I IWli^^jEfCO))!!2 Vm.nez

5] // \W(x)[tä\x;E?(0)>

• sinh |£f (0)|i (|x - y| - 2|m - n|x) |W(»)|*?)(»; £f (0)) dxdy \

(4.24)

Jn particular, for a 0 we have the bound given by Klaus in (6), i.e.

1 < JV(-oo.o)(//o - X\W\) < 1 + -|Aj- (JJ \W(x)\ |x - y| \W(y)\ dxdyj (4.25)
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Proof: By using the same method of section 1 we can determine the Green's function for

Ha in the unbounded interval (—oo,E°(0)) obtaining

Ga(x,y;E)

1
_e-|m-n|( (ß(0))'1 tanh [E['w cosh [E[i(x - 2mw) cosh [E\i(y - 2nw)+

2\E\i

-ß(0) coth \E\'W e-lm-"l9sinh [E[ï(x - 2mw) sinh [E\'(y - 2nw)+

(4.26)— sinh |jB|a (|x — y[ — 2[m — n[w)

for any x G lm, y G ln, Vm,n G TL with ß(9) defined as in section 1.

It follows from (4.26) that

\W[i(Ha-E)-l[W[i YTal)(E) (4.27)
f=i

where

T^E) I^T (ßWT1 tanh |JE|i* \W\^(E) \W\ÎtâXE), ¦) > 0 (4.28)
2|iv|a v '

with

<t>M(x;E) eAm\e cosh[E\i(x - 2mw) (4.29)

for any x G Im, Vm G 2Z and Ts, (E), I 2,3,4 are the operators with integral kernels

given by

T^\x,y;E) r (ß(9))~x tanh|£|>x [W(x)fi cosh [E[i(x - 2m7r)-
2I£I3

^e-|m-n| e _ e-(|m|+|n|)»j |W(y)\ cosh\E[i(y - 2nw) (4.30)

r<3)(x, y;E)

_faWcothj£|27r |^(x)|| sinh|£|5(x - 2mw) e^"1""1" \W(y)[ì sinh [E[i(y - 2nw)
2\E[f

(4.31)
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T^(x,y; E) 1—reAm-nie[W(x)[i sinh \E[î(\x - y\ - 2\m - n\w) \W(y)\i (4.32)
2|£|5

for any x G Im,y G In, Vm,n G TL.

Since the Krönig-Penney relation in (—oo,£f(0)) is given by

coshö cosh2d.E|ï + —^-r- sinh27r|£l* (4.33)
2[E[\

it follows that

0(E) ~ corasr • [E - Ef(0)\ì (4.34)

in a left neighbourhood of -Ef (0) while

0(E) ~ 2w[E$ (4.35)

as E¦-+ —oo.

Equation (4.35) implies that

ß(0)~ const-\E-E?(0)[i (4.36)

Since ^(-E) £ i2(IR) n i°°(IR), VE G (-oo,£f(0)) we infer from (4.36) that the

nonzero eigenvalue of the positive rank-one operator Ta (E) diverges as E approaches

£f (0) from the left.

Due to the fact that the Krönig-Penney potential is infinitesimally small with respect

to Ho —^3 in the quadratic form sense see (15) there exists Ca > 0 such that

Ho - Ca - E < Ha - E for any E < E?(0) and therefore

||W|i(ffa-£)-1|W|*| < lllWI^tfo-Cc.-.EfalWlll ^0 (4.37)

as E —» — oo.
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Thus, the aforementioned rank-one divergence at E Ef(0) and (4.37) imply the

existence of at least an Ë in (—oo, Ef (0)) for which equation (4.1) is satisfied and consequently

the lower bound of (4.24).

In order to find an upper bound we need to investigate the behaviour of £1=2^" (E)

in a left neighbourhood of Ef (0). We are not going to repeat the proof of Theorem 3.1

to show that each summand is a continuous Ji — valued function on any closed interval

[È,Ef (0)1 since it is clear that the property is true for t£\e) while for t£\e) we can

use the same argument used for Ts, (E), I 3,4 in section 3 and for T„ (E) the argument

used for TÌS)(E), i.e. the estimate (4.23).

Since [W[*(Ha — E)~^\W[ì is a positive trace-class operator for any E < Ef(Q) we can

follow the method of (6) obtaining

00

JV(-oo,£f(o)) (Ha - X[W\) < 1 + A lim £>„,*(£) (4-38)

where {A«a,fc(£;)}^l1 are the eigenvalues of |W|2(.ffa - £)_1|W|ï in decreasing order and

the 1 is related to pa^(E), the greatest eigenvalue, which diverges at £"(0).

First of all, we can write the series inside the limit in (4.38) as follows

00

Y^,k(E) tr (|W|i (Ha - E)'1 \W\i) - Pa,i(E) (4.39)
k=2

By regarding Ym=i Ts, (E) as a perturbation of the dominating rank-one operator

TÌl)(E) we obtain

pa,l(E)=(ß(0)rt^^\\\W[^HE)f +
2\E

([W[i^)(E),j:t=2Ti')(E)[W\i4>^(E))fa 1 + la{E) (4.40)
j [W[iéÌ\E)l2
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with ~ta(E) -> 0 as E -* Ef(0).

Let us first compute

lim tr (\W\i (Ha - E)'1 \W\*) - (ß(0))~l ^ff II \W[ì^(E)f (4.41)
£-.£;¦ (0) 2|£|i

By exploiting the positivity of |W^(.ffa - E)~x[W\ì,VE < Ef(0) we have that the

limit in (4.41) is equal to

lim / Ga(x,x;E)[W(x)[dx - (ß(0))-xt-^Wl \\\W\i+W(E)\\
Jr 21 E\' " "

2t^}T;f (E / MW«)I K>(*;£i-(o))]2 <**) (4.42)

since Ti J(£f (0)) 0 and Ts, (E) has trace equal to zero for any E.

From the ^[-continuity of Ts, (E), I 2,3,4 in a left neighbourhood of Ef(0) we get

that the second summand in (4.40) has limit equal to

([W[i^)(Ef(0),Y:t=2TÌ')(Ef(0))[W[ì<t>^(Ef(0)))

\\\W\ì^\Ef(0))\\2

By means of some tedious calculations we obtain that (4.43) is equal to

tanh |Ef (0)| »x

(4.43)

|JEÇ(0)|i IWIî^'^W) Vn

x [|m| + |n| - \m-n\][W(y)\ [^(y;Ef(0))]' dxdy^j

(E// \W(x)\[4>P(x;Ef(0))]\

2[Ef (0)|î || l^lì^^f (0)

V // |TV(x)|41)(x;£1°(0))sinh|£f(0)|i(|x-3,|-2|m-ra|7r)x

x\W(y)\<f>M(y;Ef(0))dxdy^ (4.44)
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By rewriting the right-hand side of (4.42) as

2tanh|Ef(0)|*7r

[Ef (0)|ï || |W|i«#>(JE?(0))|£

Y If \m[\W(x)[ [«#>(*;Ef(0))]* \W(y)\ [4>^(y;Ef(0))]2 dxdy) (4.45)
m,rf'•'I™*!* /

we obtain that Alim£_£;o(o)_ X^L2 Pa,k(E) is exactly given by the sum of the second and

third summand on the right-hand side of (4.24).

By taking the limit as a —> 0 of the right-hand side of (4.24) we get

A
1 + - E // \*\m - "I + ^r^ - *l"» - nll |w(*)liw(»)l dxdv 1

1 Vm,fafa.x'.. L 2 j j
1 + ^p^- /j^ |W(x)| |x - y\ \W(y)\ dxdy

which concludes the proof of the theorem.»
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