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Abstract

A quantum electron interacts with a classical gas of hard spheres and is in
thermal equilibrium with it. The interaction is attractive and the electron
can form a bound state with the classical particles. It is rigorously shown
that in a well defined low density and low temperature limit, the ionization
probability for the electron tends to the value predicted by the Saha formula
for thermal ionization. In this regime, the electron is found to be in a
statistical mixture of a bound and a free state.

* Partially supported by the Swiss National Foundation for Science
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L Introduction

It is a problem of conceptual interest and practical importance in quantum
statistical mechanics to understand how atoms and molecules can be formed. A
number of different approaches have been developed in the literature, using
many body and quantum field techniques as well as various types of cluster
expansions, see for instance [1, 2, 3] and references quoted there. As far as rigorous
results are concerned, Fefferman [4] has given a beautiful proof that in an
appropriate low temperature and low density regime, electrons and protons in
thermal equilibrium form a gas of hydrogen atoms in their ground state (see also
[14] for a recent generalization of Fefferman results by different methods).
Another situation, called ionization equilibrium, occurs when only a
(macroscopic) fraction of electron-proton pairs are bound and in equilibrium with
the remaining free charges. The ionization equilibrium interpolates between the
purely atomic phase and a pure plasma phase where no charges are bound.

In the standard thermodynamical treatment of ionization equilibrium [5],
one considers the atoms (a) the electrons (e) and the protons (p) as three different

chemical species, having chemical potentials Mo Ko up, and number densities

Py Pes pp. If all species are assumed to behave as perfect gases (all atoms being in
their ground state), one can write the law of mass action expressing the chemical

1
equilibrium of the three species at inverse temperature B = EI;T— (kg = Boltzmann

constant)
3/2
PpPe _ (_Me o—BEo (1.1)
Pa 27 BR2

In (1.1), — E, (E, > 0) is the ground state energy of the atom and me is the mass of
the electron (the proton is considered as static and the spin has been neglected).

Then the fraction ¥, of ionized electrons defined by

Pe
. (1'2)
h Pa t+ Pe
is equal to
/2 -1
2nh2
Y, = (l + pp[ T:neﬂ]’ eBEO] (1.3)

Using the neutrality pe = pp and the law of perfect gases P = (pa + pp + pe)kpT, one
can express ¥, in terms of the pressure P
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2 /2 -1/2
o))

a formula called the Saha equation for thermal ionization.

The statistical mechanical formulation of the same problem is very
different. Here we have only electrons and protons in a box, and no a priori
distinction between “atomic" or "free" ones. Moreover, assuming overall

neutrality, there is only one chemical potential p (or activity { = ePH) conjugated to
the total particle number. Then, in a grand-canonical description, the question is

to find a regime of p and B where ionization equilibrium is established. The
elementary thermodynamical derivation (1.1)-(1.4) shows that the ionization
equilibrium regime described by the Saha equation requires the temperature to be
very small so that all atoms are in their ground states and the system to be
sufficiently dilute to obey the law of perfect gases. We must therefore consider

limiting situations where B — o and { = ePt — 0 in an appropriate way.

In fact, the following picture is expected. If p <— Eo is a fixed chemical
potential strictly smaller than the atomic ground state energy and  — <, the
system is asymptotic to a gas of free particles. If p is chosen slightly above — Eo
(i.e. — Eo < p £- E, + 8, 8 positive and small) and B — e, the system behaves as a
gas of non interacting atoms*. In the first case the density is lowered so fast that
particles have no chance to bind, while in the second one, the density is

maintained at the adequate level for a complete formation of atoms. Ionization
equilibrium phases precisely occur at the borderline between these two cases,

letting i tend to — E; as B — . The actual ionized fraction is determined by the
rate of convergence of u to — E,. Finally if the density is increased by taking p

larger than — E, + 3, a variety of other low temperature phases can occur, ranging
from dilute molecular gases to states of dense matter.

In this paper, we present a rigorous study of ionization equilibrium in a
simplified model which has however the essential features of the general
situation. We consider a single quantum mechanical particle ("the electron") in
thermal equilibrium with a gas of classical particles (static "protons” or
"impurities"). Each impurity is the source of an attractive short range
(i.e. integrable) potential which can bind the electron. The impurities do not
interact between themselves except for an hard core repulsion needed to insure
stability, and the grand canonical ensemble is used. In this model the Saha

coefficient ¥, is identified with the averaged ionization probability for the electron
at temperature B-1 and chemical potential . Then we show that the picture

described above for the formation of an atom is indeed correct. In particular, we
determine the appropriate low temperature and low density limit where

ionization equilibrium occurs and prove that ¥, is given by the Saha equation (1.3)

in this limit. Moreover, the electron is found in a statistical mixture of a free state
and a bound state, in conformity with the thermodynamical view that ionization

* This is the situation considered by Fefferman in (4]
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equilibrium is a phase equilibrium between two different "species”, the free and
the bound electron.

In section II, we give a precise formulation of the model, of the relevant
class of potentials, and of the ionization probability. Then we discuss the
ionization equilibrium limit and the basic mechanisms at a heuristic
mathematical level. In section II we collect useful mathematical facts and state
our two main propositions. The necessary mathematical background is essentially
provided by the theory of Schrédinger semi-groups extensively developed in [6] by
B. Simon. The only additional information needed here is a control of some of
the estimates given in [6] uniformly with respect to the number and the location
of the impurities. The Feynman-Kac representation of the kernels is also a
convenient tool in various parts of the paper. In section III, we write down the
low activity expansion of the ionization probability (or, more precisely, of its
Laplace transform), and establish its convergence and its thermodynamic limit.
Section IV is devoted to an analysis of these low activity series in the ionization
equilibrium limit, so proving the Saha formula. The analysis relies on a specific
form of the stability estimate (lower-bound) for the hamiltonian of the electron
interacting with n impurities. In section VI, we show that the desired lower
bound can always be satisfied for any potential in our class, with a suitable choice
of the hard core diameter of the impurities. Finally, section VII presents
additional aspects and concluding remarks.

II. The model and the Saha formula

As stated in the introduction, the model consists of a quantum
mechanical particle of mass m (the "electron") in thermal equilibrium with a
classical gas (the "impurities”). The electron interacts with each of the impurities
by means of an spherically symmetric attractive potential satisfying the conditions

@ V) <0 @1

(ii) Either V(x) is continuous on R 3 or V(x) is continuous on R3 \{0}
with V(x) = — o, x| — 0 and

dx 1V 12 < o (2.2)

Ixl <1

(iii) There exists N > 3, R > 0 and M > 0 such that

M ,
IV(x) I £ ToTa x| 2R (2.3)

Note that V(x) is locally square integrable, and integrable at infinity, thus V(x)
belongs to £1 (R3) n £2 (R3).

The impurities have mass mp and a repulsive interaction between
themselves given by a spherical hard core of radius d.

If there are no impurities, the energy of the electron is purely kinetic
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)i

2me

HO = -

A (2.4)

where A is the Laplacian with domain D(A) in L2(R 3). For configurations of n

impurities at r1, ..., rn, lrji - rjl 22d,i#j=1,..n, and n 2 1, the hamiltonian of
the electron

H(ry, -, o) =—5,—A +2 V(-x) = H® + V(ry, .., o) @5)

Zme

is self adjoint on D(A) and bounded below by the standard theorems on
perturbation of the Laplacian by a square integrable potential. Moreover, it has a
finite number of bound states of finite multiplicities with negative energies and

an absolutly continuous spectrum on [0, e=]. In particular, the one-impurity
hamiltonian Hl(r1) is unitarily equivalent by translation invariance to

HY0)=H!=- 21;21 A + V(x) 6

which has a non degenerate ground state with energy —Eq, (E; > 0) and wave
function y,(x).

For the n-impurities hamiltonians (2.5) with n 2 2, we shall assume in the
main body of the paper that the following stability estimate holds

H™ry, .., tn) 2-Kn, for Irj-rjl 22d,i#=1,..,n, n>2 (2.7)
0<K<E,

with some constant K independent of n and the rj. The strict inequality K < Eo
means that the binding energy per impurity is the largest when the electron forms

n "atom" with an single impurity. Examples of potentials and choices of d such
that (2.7) is verified are given in Section VI. In fact, (2.7) will be trivially satisfied

for large n since the H™(ry, ..., ry) will be bounded below uniformly with respect to
n and the rj.
To define the equilibrium properties of the system, we confine the

electron and the classical gas in a bounded open region A with smooth boundaries
JdA. The finite volume hamiltonians H“(rl, ..., In) are defined as in (2.4) and (2.5)

with A replaced by the Laplacian A, with Dirichlet boundary conditions on JA.
Then the grand canonical partition functlon is given by

EA(, 2) =Trexp[-BHJ] +

zn
$J dr; j dr, Tr exp [—BHR (ry, oo T Xd Ty, ooes 1) (2.8)
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where B is the inverse temperature and z the activity of the classical gas related to
its chemical potental p by*

z = (mp/2nfFR)% 2ePr (2.9)
In (2.8), x4(ry, -, 1) is the hard core exclusion

n 1, Irl>2d

xd(rl, o) = H x(r —r) ,x(@ = 7 n=2 ; (2.10)
0; Irl<2d

Xg(r) =1 and the traces are taken on L2 (A).
If A= [A“(rl,...,rn), n =0, 1,2,..}is an observable of the system (i.e. for each

n, A™r,,...xr,) is an observable of the electron depending on the configuration of
the impurities r,,...xr, ), the finite volume grand-canonical average of A is defined

by

1
A>, (B, 2) =
<A>,(B, 2) = (B2

( TrAOexp[—BH0]+z =1 Jdr J -
Tr A™ry, ... 1,) exp [-BH(xy, ..., £ )] 24 {8y, s T,) ) 2.11)

We now consider the density distribution p , (E, B, z) of the energy of the electron

in the gas at temperature B! and act1v1ty z. This quantity is formally defined by
the average

PAE B, 2) = <S(E-H,)>,(B,2) (2.12.2)
where
SE-H,) = (8E-Hr,,...1)) | (2.12.b)

To make this definition mathematically correct we introduce the probability
measure p,(.; B, z) on the real line in the following way. Let Q be a Borel set of R

and let E A“(Q, I, ., I) be the spectral projection of Hj{‘(rl,...,rn) corresponding to
the set Q. We define P A(. ; B, 2) by

P (QB,2) = <Ep(Q)>A (B, 2) (2.13)

* 2 includes the thermal wave length of the impurities
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where E :(Q) ={E,' (Q, Iy, ., £)). Of course formally

P, (Q;B,2) = jdE PACE: B, 2).

Q

Since in infinite space, quantum states for the hamiltonian (2.5) with E > 0
(resp. E < 0) represent ionized states (resp. bound states), we define the ionization

probability v,(B, z) (resp. the binding probability v, (B, z)) by

Y%B,2) = lim  pl(-¢=);B,2) (2.14)
e>0e—=0

B2 = lim  p((—s,—¢€); B, 2) (2.15)
€>0;e—->0

where p(. ; B, z) is the infinite volume limit of p A(. ; B, z). It will be shown that
pA( ; B, 2) is also a probability measure and therefore v,(B, 2) + v, (B, 2) =1.

In the rest of this section, we want to show on heuristic grounds that the
coefficient ¥,(B, z) reduces in an appropriate low density and low temperature

limit to the Saha ionisation rate that has been derived in the introduction on
purely thermodynamical grounds. In place of (2.12), it is more convenient to work

with its Laplace transform*

g, 0\, B,2) = f dE expl-AE] p,(dE; B,2) = <expl-AH,1>, 2.16)

—00

with
expl-AHyl= {exp [-AHR Gy 51} (217)

It follows from (2.11), (2.17) and (2.8) that gA(K, B, z) is the ratio of two partition
functions with shifted inverse temperatures

EAB+A,2)
EAB, 2)

gaA, B, 2) = (2.18)

Introducing the partition function ER(Z) of the classical gas

*

It will be shown in the next section that the support of p,, (. ; B- z) is bounded below
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2% =1+ 2_: i—f Jdr %d(Ty, o T) (2.19)
A

A

we can write

fA(B+ A, 2)
- 2.20
ga(A, B, 2) A (.2) (2.20)
with
1 EA(B,2)
- 2.21
fA(B' z) (Al ER 2) ( )

According to (2.8) and (2.19), the first terms of the low activity expansion of
f,(B, z) are

T —-BH
£,(B,2) = r exi[\lB ‘“(‘)] +2z li ' J dr; Tr(exp[—BH}\(rl) - exp[—BH/(\)]) +0(z2) (2.22)

A

In the infinite volume limit, we have

3/2
lim 1 Tr exp[-BH f] & — 2 (2.23)

and

lim Tr (exp[ BH! AT - exp[—BHO]) Tr (exp[—BHI] —expl- [3H°])(2 24)

[Al— oo

which is independent of r; by the unitary equivalence of Hl(ri) and H!. Thus, we
find (taking the infinite volume limit term by term in (2.22))

lim  £,(B,2) = £B,2)

[Al— oo

3/2
= [ —= +z Tr(exp[-BH"] - exp[-BH’]) + O(z?) (2.25)
2nfh2

Now, let z— 0, P — o, or equivalently p — - E o 2 B — e in such a way that
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2nph2 p/2
z( ’:Ee T exp(BE,) =(%f)3/2@q;[fs w+E)] > w (2.26)

where w is some number, 0 < w < es. Since for B large
Tr (exp[-(B + VH!] - exp[-(B + VHY) = expl(B +ME ] + o (exp[(B + x)Eo]) (2.27)

we get from (2.25) and (2.27) in the scaling limit (2.26)

/2 ‘
lim ( ZIB?ZT f(B+A 2z) =1+ wexplAE ] (2.28)

o \ ™
and thus from (2.20)

1+ wexp[AE ]
lim g, B,2) = 7 fpw 2 (2.29)
—) 0O

provided that the terms of order larger or equal to two in (2.25) vanish in this
limit. Since g(A, B, z) is the Laplace transform of the energy probability density
p(E, B, z), (2.29) implies that this density converges to

w
1+w

lim p(E, B, 2z) =
B oo

8(E) + 5E +E,) (2.30)

1+w

and hence that the ionisation probability (2.14) tends to

1
1+w

lim yi(B,z) =, = (2.31)

-3 oo

Recalling the definition (2.26) of w and noting that as z — 0, z becomes equal to p,
the density of the gas, we see that v, can be identified to the Saha coefficient (1.3).

Ifp— -E_ and B — < in such a way that the limit (2.26) is equal to zero,
one finds 7y, = 1 so the electron is ionized with probability one. Obviously the same
result is true if p is any fixed chemical potential in the range — e < <-E_. On the
other hand, if the quantity (2.26) diverges as 0 — — E_ and B — ¢, one obtains from
(2.20) with w = oo, lim g(A, B, z) = exp(AE,) and so Y = 0 : the atom is formed with
probability one. Moreover, the pure atomic phase is also obtained in the whole
range —E; < p £ - K. Indeed, g(A, B, z) is the ratio of the two low activity series

fB+x, 2= z z" (B + L) and f(B, z) = 2 z" f(B). Since f"(B) involves linear
n n
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combinations of Tr exp [—BHk(rl, v, rk)], k =0, ..., n (see section IV) the asymptotic

behaviours of the nth order terms of these series are expected to be of the form (up
to algebraic functions of B)

3n/2 '

2" B+ A) ~ [ —B—) exp[B(E™ + un) ] exp(L EM)

2nph2 )

(2.32)
m \31’\/2

VP~ [——| ep[pE"+un)]

2nfI2 )

with E™ = inf inf spec H"(ry,...,r, ) and El= =E,.

I1;..;rp Irg- rll 22d
One readily verifies that the inequality (2.7) (i.e. E"<Kn, 0<K<E o I 22)
together with — E < p <— K implies

El+p>0, E"+un <0, n 2 (2.33)

Thus, all the terms of series remain bounded except for the first order which
diverges as f — <. One concludes from (2.32) that the ratio g(A, B, z) of the two
series tends to exp(A E ] and hence y, = 0.

We conclude thls section with an important remark. It is essential to have

arepulsive interaction between the impurities in order to find a value of @ such
that inequalities of the type (2.33) hold. In orther words if the gas of impurities is a
free one, it is impossible to fix the chemical potential such that the Boltzmann

weight of some finite aggregate is dominant when f§ — <. Indeed for a free gaz of
impurities, E" is a convex function of n. To show this fact we set d = 0 in the
definition of E" and proceed as follows. Define the function

n-1

F(A)= — inf infspec [—-z—ﬁiA + AV(x) + Z V(rj - x)] (2.34)
] ;i Tn-1 j=1

We note that F()) is a convex function of A and F(0) = E™! | F(1) = E™. Moreover

n-1

inf inf spec [— *;l'—A + V() +Vix-r1) + z V(r} x)]

I;I];..;In-1 ] 1

En+1 e

n-1

> - inf  inf spec [— 2—B——A + 2V(x) + Z V(r, x)} F(2) (2.35)
;.. rIna } 1
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By the convexity of F we have F(1) < 12- F(0) + -1-2- F(2) , thus from (2.35) we get

1 _ 1 . 5 .
EM < 3 E™T 4 S E™! | wich means that E" is a convex function of n when d = 0.

The rest of the paper is essentially devoted to the proof of the facts
outlined in this section.

IIL Mathematical preliminaries and statement of results

To abbreviate the notation, weset h = 1, m = 1 and

n
Hn(r — n __ l n = n — .
1) = H' = -5 A+ V' with V (x) = Z V(r]-—x).
j=1

- - - n - - - .
For a given configuration ry,...,r,, V" has at most n square integrable singularities

satisfying the condition (2.2) at Iy Xy, and V™ obeys (2.3) with R sufficiently large
(depending on 1y,...,r, ). As already noted, V'(x) e £2(R3)and thus H" (resp HR) is
self adjoint on D(A) (resp D(A,)) with form domain Df(A) (resp D(A,)) where A,

is the Laplacian with Dirichlet boundary conditions [7]. Moreover, the H, verify
the same stability condition (2.7).

We shall extensively use the theory of Schrodinger semi-groups reviewed
in [6], for which the natural class of potentials V is the class K3 defined by the
condition

lim sup  Jdy YL g 3.1

6§50 x |x—y|£6 =y

It follows immediatly from (2.2) and (2.3) that

sup J dy 1v(y)12 < e (3.2)
x Ixyl<l

and this implies by the formula (A.21) of [6] that V" belong to K, for each n and
each configuration of impurities r,,...,r . Hence we know that the semi-group

exp[-tH"] is an integral operator with jointly continuous uniformly bounded

kernel (x| exp[-tH"] |y) (Theorem B. 7.1 of [6]). The Feynman-Kac representation
of this kernel

t

(x| exp(~tHM | ) =jdu @ exp| - J ds V™ (@(s)) (33)
x0;yt

holds for all x, ye R 3, where du 5 t(gl) is the conditional Wiener measure for
xOy

three dimensional Brownian paths g(s), 0 <s<t and w(0) = 0, @ (t) = x. Itis well
known that the formula (3.3) is true for continuous bounded potentials
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[ 6, 8]. Its extension to potentials having singularities of the type (2.2) is given in
Appendix A. For the diagonal part of the kernel we write simply

t

(x lexp(~tH™ Ix) = J dp (@ exp —st V™ (afs)) (3.4)
0

t

= Jdut(m) exp| - st VI (x + @(s)) (3.5)
g

with dpp (@) =dp__
X

t(gg) the conditional Wiener measure for closed paths such
xt

; X

that ®(0) = @(t) = x and dut (@ = dp.x 0. t(g,g). For the finite volume hamiltonians

’

H," with Dirichlet boundary conditions, one has the same formula (3.4) with
dp : () replaced by dp.A ; (w), x in A, where dp.A t@) is the conditional Wiener
X X X

measure restricted to the set
Ty ={a) | ws)e A, 0<s<) (3.6)

of paths that do not leave A (see Appendix A).
Since V" has a finite number of square integrable singularities, the
condition (2.3) implies that for j large enough, j € Vil

/2

J ax V12 | <« Mo
4

(3.7)
M
151

where Ai is the unit cube centered at j and M, an appropriate constant. Hence, by
(2.2) V" belongs to the Birman-Solomjak class, that is

/2
Z de!V“(x)lz - (3.8)
Aj

je Z3

Therefore exp [-BH"] - exp [-BH?] is trace-class for all § > 0 [6], and since the
kernels are continuous, one has

Tr(expl—p H"] - exp[-BH]) = de (xlexpl-BHY 1% - (xlexpl—PEl10))  (39)
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Obviously, for finite volume, exp[-B Hz{‘ ] is also trace-class and

Tr expl-BHP ] = J dx (x| exp [-B HP] 1) (3.10)
A

We now state the main propositions that are proven in Section IV and V.
The assumptions are that V(x) verifies (2.1) - (2.3), the impurities have an hard
core of radius d, and the stability condition (2.7) holds.

Proposition 1
The low activity expansion of f, (B, z) defined in (2.21)

1
£, 2) = TAl Tr exp(-BHy) + E z" £3(B) (3.11)

converges for |zl small enough. Moreover, its infinite volume limit exists and is
given by the series

1 \3/2 Z
fB,z) = lim f, B2=|—| +ZL Z"f"() (3.12)
Al o0 2n n=1
where the f"(B) = I l[im fR(B), n 2 1, are defined in Section IV by (4.37) and
Al 5 oo

(4.39).

Notice that (3.12) implies the existence of ‘the limit of the Laplace
transforms (2.16)

) fB+A,2)
1 kl r = l.r ' B s o
A 8Bz = A B2) = e

which in turn entails the convergence of the corresponding measures pa(.; B, )

to p(.; B, 2) [12].
To formulate the low density and temperature limit (2.26) we set

_ W(B) exp[-BEo]
@n B)3/ 2

z(B) (3.13)

where w(p) is some positive function of .
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Proposition 2

Assume that lim w(f) = w, 0< w <o Then
B

3lim QB2 (B + A, z(B) = 1+wexplAEg (3.14)
—) 00

and the ionisation probability (2.14) tends to

L
Y = 1i_l)n°° B zPB) = T+ (3.15)

If w(B) — = as B — o with w(B) = O(expB(E, - K)), the ionisation probability 7,
vanishes.

The main tool which will be used in the proofs of these propositions is a

pointwise bound of the kernel (x| exp[-p H"] |y) is terms of the free kernel which
is uniform with respect to the number n and the locations PR & of the

n
impurities.

Lemma 1
There exists positive constants A and B independent of n and of
Ieedp,n=12, .., |1~ rj | >2d, such that

(xlexp (- tHM) 1y) <A &Pt (x| exp(-2tHO) | y) (3.16)
Proof

One knows that V belongs to the class K, if and only if (Prop. A. 2.6 of [6])

v(t) = SHp de Qx-y) IV(y)| —0,t—0 (3.17)
with

t |X32
e
Q) = stﬂ—z—s—) (3.18)

(2ns)/2
0 .

1
Choosing ts small enough such that v(to) =Vo<yg the result of the theorem

(B.1.1) of [6] gives that exp—t(Ho + 2V) considered as integral operator from
LY IR3 to £~ is bounded with

llexp (-t (HO + 2V) £ Il <~ Hflly . (3.19)
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1
1-4v,

C= >1 D-—lnC>0 (3.20)

Moreover, repeating the proof of the proposition (B.6.7) of [6], the Schwartz
inequality applied to the Feynman-Kac formula for (exp(-tH)f)(x) with

H = H° + V implies

lE@H | < [ H*V) 1£)p0]172 [ £1) 0172 (321)

1/2
e p | < 12 exp— I£ 1 [ (;t) gy B I)(x)] (3.22)

Letting f approach a 3 at y function with Ifll; =1 and using the explicit form of
the free kernel

_tHO 1 lx-yl2
xle®y) = o= p( ) (3.23)

leads to the estimate
xletHly) < AeBt (x]e2tH |y) (3.24)

with A = 2°/4C1/2 3nd B = -;-D. It is clear from (3.20) that these constants depend
only on v, and t . The lemma will be proven if v_ can be chosen independently of

the number and the location of the impurities, i.e. if , v(t) tends to zero uniformly
with respect to Iy, n=12 .
For this, we first note that

-]

1 1 2 IxI2 -
Q,(x) ~2m 32 T du—— e < Tl exp( ) (3.25)
Ix12

t

where the first equality follows from the change of variable s = Ix12/u in (3.18).
Thus one has

V(D) < C (S4P vi(x, O + SUP v,(x, 1)) (3.26)
with
1V(y)l
vk = [dy Ix-(—Y)I (3.27)
J y
Ix-yl <tl/4
1V(y) | —yl2
vz(x, t) = dy !x(y;i exp( 12 4{ ) (3.28)

Ix-yl Zt]“
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n

We estimate vl(x, t) and vz(x, t) when V(x) = V(x) = Z V(ri - X).
i=1
Let B(x, a) be the ball of radius a centered at x, and R the number occuring
in the condition (2.3). Then, we have

vilx, 0 < vIRx, ) + vOU(x, ) (3.29)
with
(in - IV(r.—y) |
t) _ (out i Y
AL L Z dy -y (3.30)
Ix-yl <tl/4

) Z (in) Z (out) _ . )
where the summation resp runs on all impurities -with
i i

r.inB(x,R+ t/4)  (resp outside of B(x, R + t'/9).

Since V € K3, one gets for any € > 0

IV(r,-y) IV(y)!
Iy TTx—y1 =P dy TeyT

< € (3.31)
Ix-yl <tl/4 Ix-yl <tl/4
provided that t < t,, t, small enough and independent of r; (see (3.1)). Hence, using

the hard core condition, we find

- .
v, (1) <e. (number of impurities in B(x, R + tol/ 4))

R+ toI /4
<E —a (3.32)

If r; does not belong to B(x, R + t'/4), we have obviously ly-r; | > R and we can
apply (2.3)

out 1 (out) M
v, (xt< jdyrw Z‘ Iy——rtl" (3.33)

Ix-y| <tl/4

The summation (3.33) is performed on the impurities located in the successive
shells F,=BkxR+ /4 + md) \ B(x, R + t'/% + (m - 1)d). If r,isin I and
Ix -yl <t!/% (t small enough) one has

ly-rl 2 Ix-rl-Ix-yl 2R + (m-1)d (3.34)
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Using again the hard core condition to bound the number of impurities in the
shell T the sum in (3.33) is certainly less than

(3.35)

K, - z [(R+t1/4 +md)3 - (R +t/4 +(m—1)d)3) M
m=1

d? (R + (m - 1)d)"

where K, is finite (n >3,0<t<t ), and independent of y and r,, ..., r,. Therefore,
one gets

out 1
v, (.t < K, Sl)ltp dem =2x t K, (3.36)

Ix-yl <tl/4
We can estimate v,(x, t) from (3.28)

r 1 Ix-yl2
Vo(x, ) < €174 ex —@) fdy 'Viy | exp(— 83 )
Ix-yl 2t1/4
’ 1
i exp(—m\ J.dyIV“(y)! epl-ix-y12 , t<1/8
Y,
n
< 7% exp ~—175\ Z IV, —x) | (3.37)
with
T =de exp (<1x-y12) IV(y)! (3.38)

Clearly Vel < IV Il ;- and it is easily verified that the convolution (3.38) of V(x)

with a Gaussian satisfies the same condition (2.3) with some modified constants R
and M. We perform the summation in (3.37) by first taking the impurities in the
sphere B(x, R) with IV(I‘i -x)| < IVIl,, and then summing on the shells

—~

B(x, R + md) \ B(x, R + (m - 1)d) where 1V(r;-x)1 < in the same way as

Ix—r M
1
in (3.34). Taking the hard core condition into account, this leads to

i=1

n _ ﬁ 3 _
Z V@, -x)1 < [EJ VI + K, (3.39)
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where I~(o is the constant (3.35) with R and M replacing R and M and t = 0. This
bound together with (3.37) shows that v,(x, t) tends to zero uniformly with respect
to x and the r,ast— 0. By (3.32) and (3.36), the same is true for 2 (x, t), and thus for
v(t) by (3.26). This concludes the proof of the lemma.

As a corollary of the lemma, one obtains that binding energies

E"= - inf inf spec H“(rl,...,rn) >0 (3.40)
Ef ; wii¥n Iri-rjl >22d

have a limit as n — oo.

Corollary
The binding energies E"™ form an increasing sequence and
lim E™ = Ex<o (3.41)
n — oo

Proof
Since the electron-impurity potential V is negative, one has H™*! < H",
implying E*1> ER. Let llexp[-tH™ II - be the norm of exp(-tH") as an operator

from LP( IR3) to £P(IR3). The result of the lemma shows that
lepa I, , <sup f dy | (x| exp(—tHM ly) <A eBt (3.42)

Furthermore, one has (theorem B. 5.1 of [6])

exp(-t inf spec H") = llexp(—tH") Il,, < lexp(-tHY) I (3.43)
hence the sequence of binding energies is bounded,

E"<B (3.44)

and thus lim E" = E, exists.
n— co

Clearly, E" < E, implies that the stability condition (2.7) certainly holds for
n large enough. One has necessarily E, = Eo. If one would know that E, < 2Eo,

E.
the inequality (2.7) would obviously hold for all n > 2 and K = 5. It turns out that

the estimate (3.44) of the E™ and E, in term of B is far from being optimal (B is in
general much larger than E_; see the remarks at the end of section VI). In section
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VI, we give an estimate of E, by another technique yielding a stability constant
K <E  provided that the hard core radius is large enough.

Finally, we note that if one considers H® + qV" with a coupling constant

q # 1, the result of the lemma as well as (3.44) are still true, and the constants A
and B can be chosen independent of q for q in a neighborhood of 1.

IV.  The low activity expansion

IV.1. Formal low activity series

We first calculate the coefficients f}(B,z) of the low activity expansion

(3.12). Introducing the functional integral representation (3.4) for finite volume A
and using (3.10) and (2.21), we can write

(B; z; w)
A
£,B2) = 1Al J dx dprL_) ER(Z) (4.1)
where

ZEB,z;0) =1+ El j Jdrn Xg(Eyr e By )H [—V(r g))] (4.2)

e
is the classical partition function in the external (B-dependent) potential
B
V(; o) = J‘ ds V(r - @ (s)) (4.3)

To expand the integrand of (4.1), one introduces the abbreviated notation

n

EB,z;0)=1+ Z ol J dl...dny(1, .. )H ki (4.4)
n
B, @Z)=1+ ngl‘ % J;\ dl..dny,(, .., n) (4.5)

with x (1, ..., n) = x4(r;, .., 1) (Xg(D=1) and

£ = exp(-V(r, ) ‘ (4.6)

Then the ratio of the partition functions.(4.4) and (4.5) has the expansion (see
Appendix B)
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=P zo
QPO )=1+2_2“_'an 4.7)
E\(2) n=1 0°
n k
n!
an:1+1§;mjdl dnxd(l, Sk lk+11.. In)H(f -1) (4.8)

A

In (4.8), x'g(l,...,k Ik+11...1n) is the hard core exclusion (2.10) truncated with respect
to the subsets

q ={1..K,q,q =k+},..,q =}
and  x51,..n) = x4(L,..0), x (1) =1.

One can write (2.10) in the form

n
X d(1,..., n) =% d(l, vy K) pares qu et n=2 4.9)
with
H H X, - r) (4.10)

%4 4m i€q, jeqm

Therefore, accordmg to the Mayer connected graphs formula, one has

X gLk lk+111n) =534(1,...K) S(1,...k I k+11...In) (4.11)

S(1,...k | k+11...In) —2 H (4.12)

G q, m)CG %qyqm "~

where the sum runs over all connected graphs G with vertices
k, k+1,..., n, (5(1,...,n) = 1). Thus taking (4.8), (4.6) and (4.11) into account, we find

that the coefficients f (B, z) of the low activity expansion (3.12) have the form

n

1
fRB) = ; PICEAN I{f‘k ,n=1 (4.13)

with

Ir(\k =] J dx hAk(x) (4.14)
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hA () = f dr, .. drnJ dif's @.

A

k
Xg(Epreer 1) S (g ooy 1 11y 1 e Irn)_ll;l (exp-BV(-@)-1) (415)

In deriving (4.13), we have freely exchanged sums and integrals. This will be
justified by the bounds obtained in the next subsection.

IV.2. Uniform bounds

We give bounds on the coefficients Ir/\\k (4.14) that are uniform with

respect to the volume A. We estimate separately in (4.14) the hard-core term (4.12)
(lemma 2) and the part involving the interaction potential between the electron
and the impurities (lemma 3).

Lemma 2
Forn=>22and 1 <k <n -1 onehas

4rd3\ "k &
dr ;- dr 1S (r,. ,rklrk*r.1 Ir)l < 3 n-k-1! ke (4.16)

Proof

The sum over connected graphs (4.12) is bounded by a sum on all trees T
with vertices k, k+1, ..., n [9]

IS(rl, ,rklr‘m1 Ir)l Z H (x -1 (4.17)

For each tree T the product runs on the n-k bonds of T. Thus one has according to
(4.10) (qy = {r,-my), Qg = {1 ) - g = (1))

J.drkﬂ...drn H .. —-D =

d,meT 949m

k di(T) n-k-di(T)
|:J dr, ., 1—11 x(r]. -r-1 } [J dr Iy(r) -1 l] (4.18)
J:

To obtain (4.18), one integrates over all bonds of the tree T having root Ay with
coordination number d, (T). Using the identity
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K k k
ITa-1-= Z @-1 II a (4.19)
=1 ) 1=1 =141}
one gets
k k 4w \3
Jdrnx(rj—r)—l <D Jdrlx(:l—r)—ll =k(§d) (4.20)
=1 1=1
Thus (4.17), (4.18) and (4.20) lead to
an 5 n-kz di(T)
J g - Ary 1S eyt Iy g 1 111 <[5 ) 20 & (4.21)

One knows [10] that the number of trees T such that d,(T) = m (m integer, 1 Sm <

. (n-k-1)! A
n—k) is M=l (= k —m)i (n — K)™K™ Therefore

n-k n-k .
K (n-km
kD = Z 2 K™= (n-k-1)! z
T m=1 T:d(T)=m oy m-D!f (n-k-m)!

m
<(n-k-1) e“'kz (Fk_—iy*;:(n—k—l)!ken (4.22)
m=1 ’ )

Inserting (4.22) into (4.21) gives the result of the lemma.

The application of the lemma 2 to (4.15) leads to the bound

4ir &
| nt | < [3- d3]n (n-k-1)'ke J dr... dry %y (Fppeety) T (=X )

A
< é_TE 3 P 1 o 423
<|3d n! e J‘dr1 e diy %y (@ ty) Tty my) (4.23)
with
k
lilegem) = fduﬁ(@g (exp[—V(r}.,gg)] -1) (4.24)

To obtain (4.23) we have removed the finite volume constraints in the path
integral and in the integrals over the impurities (the x dependence drops because

X d(1'1,...,rk) is translation invariant). Moreover, we have used (n -k — 1)! k € n! so
the inequality holds for 1<k <n,n2>2.
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Lemma 3 ‘
Jdr -y Ry Ty ) S AT B)3 —(Banvi ) (4.25)
where A and B are the constants of lemma 1.
Proof
With (4.3) and e2-1< lale™, a <0, one has
k k B
eyt < [ dng@ [ty [y jI;{ V- ) | . ex —g, [ at vey-aey
0 0 0
B t ti-1 k
Y [at; [ty [ Jduﬁ@g |V~ () |
o )
0 0 0
k g
.exp) —-z '[dt V(ri— '@‘(ti)) (4.26)
=1 5

In the second line of (4.26) times are ordered and the sum runs on all
permutations of 1, 2, ..., k. The path integral can be performed and expressed in
terms of the kernel (3.3). Thus, the bound (4.26) becomes

4 txa

J(rymeey) <Z Jdt jdtz fdtkjdyl . dy, (ol exp[~(B—t ;) Hylly)) I V(g -y |

(y, | exp[—(tl - t) HElly,)) . V(- v | (7 | expl-t, HE]lo) (4.27)

where Hék) = H(k)(rc(l),...,ra(k)) is the k-impurities hamiltonian (2.5) with
permuted arguments. Thus, using the lemma 1 for Iri - ril > 2d, one finds

3] tk-1

J(ry,...m) < Ak+1 BB 2 fdtl J‘dt2 Jdtk jdyl .dy, (o !exp[—Z(B—tl) H°lly)

) lV(rc{l)—yl) 1 (y, | exp[—2(t1—t2)H°] ly,) .. 1V(x c(k)_yk) | (y, lexp(-2t, H°] | o) (4.28)

Finally, integrating on the positions of the impurities,
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Jdr1 dr]< Xq (rl, _— rk) ](rl, - rk) <
B t ti1
A1 eBB v ik 2. f dt, fdt2 f dt, (o lexp(-2B H® o)
c
0 0 0

B
= A BAIVI N (4.29)

IV.3. Proof of proposition 1

We can now prove the first part of the proposition 1. Combining (4.14),
(4.23) and (4.29) gives forn > 2

ebB A L Yk
I I;\k | < AW n! e" (? d?’T BA IV I l)k (4.30)

and from (4.13)

n

% i A AePB in -
BINEN =1§ ml In IS—;‘:——(e(?d + BA IIVlIl))n (4.31)

Thus the series (3.11) converge for |zl <z (B)

1
z,(B) = —l—(‘%‘— d>+BAIVI J (4.32)

The existence of the thermodynamic limit (3.12) is also an immediate
consequence of the lemma 2 and 3. Since the bound (4.31) is uniform with respect

to A, it is sufficient by dominated convergence to compute the limit term by term.
By the results of the lemma 2 and 3, the integrand in (4.15) is jointly integrable

over the product measures drl...drnduxﬁ(m), and therefore, by dominated
convergence

A
li h =
AT 0 = o

k
=J d; o dr Xy (s 1) Sy 1y 1y ] rn)J dpﬁ(co)jl;[ (o [-ve, 0] 1)

1<k<n, n>1 (4.33)

Hence, writing
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1 = w de(h )~ b (o))+ h® - (0) (4.34)

one obtains

lim IA = h

(4.35)
IAl 5 0k

nk

provided that the first term in the Lh.s of (4.34) tends to zero as |A| — oo
Introducing the characteristic function y, (r) of A, this term is majorized by

o de ( h® 0 - h:‘k(o))

fdrl...dr —H Xp®) | PraEpes 1) SOyt Iy 1 15,)
k
J duﬂ(co)l};l (@(p [—V(r]., )| —-1) (4.36)

The bracket in (4.36) is less than 1 and tends to zero as |A| — o for each fixed

configuration of the impurities. Thus (4.36) vanishes as |A|l — o, and we
conclude that

n
1
A fo{(ﬁ) =f'B) = k% T -1 Mk (4.37)

with h_, given by (4.33). This completes the proof of proposition 1.

Let us also give the expression of h_, in terms of the original
n-impurities hamiltonians (2.5). With the help of the identity

k

l-{(f 1) —2 Z 1%l /¢ ( f —1) (4.38)

11]1 Jl

and noting that the integrand of (4.33) is symmetric with respect to the
permutations of I, I, one obtains

hnk Jdr Sdry xg(ry, o 1) Sy g g )

k!
Z DM T Jduﬁ(m)[exp[ B Y Vi, _)1—1} (439)
] 1
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In view of the Feynman-Kac representation of the kernels this is also equal to

hnk :J dr, .. dr, xd(rl, —_— rk) S(rl,..., r, | N1 ... Irn)
2 DM iy [ expl-BEey.. ) —expl-BH] 10)] (4.40)

V. The ionisation equilibrium limit
In this section we prove the proposition 2, considering first the case

lim w(B) = w<ee. As a consequence of proposition 1, one can write
B> e

(Znﬁ)3/ 0. fB+AzPB)=1+wP) exp[_BEo] Tr(e_(B +MH! _ B+ l)Ho)
+ (2np)>/? z;. @)™ P +A) 6.1)
n=

As already explained in (2.25)-(2.28), the term of order one in (5.1) tends to
wexp(AE ) (the formula (2.27) is justified in appendix D). Thus one gets the result

(3.14) if the sum of the terms with n > 2 vanishes as f — «. To establish this fact,
let us show first that the sum of the terms with large enough

n (say n 2 N) goes to zero as B — . Indeed, one notes from (3.13) and (4.32) that
for any fixed A and B large

z(B)/z (B +1) = Ow(p) e~ PEo) (5.2)

and since f " (B + A) satisfies the bound (4.31) (with P replaced by B + 1), one has

3/2 ngn B (B+MB z(B) _ z(B)
) g‘x S (2([5 ¥ x)f € (zo(lii ) | Tz em

=0 ((W(B))N exp[ -B(NE_ - B)]) (5.3)

" This tends to zero for N > B/E.
It remains to show that each of the terms with 2 < n < B/E0 also vanishes

as f — o=. In the following, C will always denote a generic constant independent of
B (B > 1) and of the location of the impurities. According to (4.37), we estimate the
quantities h , defined by (4.33). At this point, one needs to bound the h , in terms
of the groundstate energies of the n-impurities hamiltonian H" (n > 2) and to use
the stability condition (2.7). For this we make the following decomposition. For a
fixed configuration of impurities S o let B(rj, a) denote the ball of radius a
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centerd at I, To each partition P = {P', P"} of {1,...k} in two subsets P', P" one
associates the set D, consisting of Browninan paths intersecting only the balls

B(rj, a),je P, ie.

Dy = {(gz (® linf { (1) — rj! <a,je P',and inf | @) - rjl >a,je P")} (5.4)
t t

Clearly, the space of all Brownian paths is the disjoint union of the D, where P

runs over all such partitions. It is therefore sufficient to studyhnl;( given by the

same expression than (4.33) with the functional integral restricted to Dp. Using
the lemma 2, one has

k
Inl 1< CJdrl e By Xy (Ty o ) J dpg(a) g (expl- v, @1-1)  (55)

D,

P
- Choosing a 2 R (R is the constant occuring in the condition (2.3)), we remark that
forje P"

B
M
Vir, @ = Jdt VG- 0() 2- 73 5.6)
d
and
exp[— V(rj, W] -1« lV(ri, )l exp(Bz—fl) (5.7)
Hence

M
InBl<cC exp((k—l) B;ﬁ]-

J d1'1 drk xd(rl, — rk) Jdpﬂ(@ H IV(rj, wl H (exp[— V(ri, W] - 1) (5.8)
: je P" jeP'
Dp J )
In (5.8), by a relabelling of the L, the partition P is of the form P'= (1,2,...)),

P"=(+1,.., k) with somel, 0 <1<k.Ifl =0 (resp. k), P’ (resp. P") is empty. The
r.h.s. of (5.8) increases if one relaxes the hard core condition for the impurities L,

j=1+1, .., k and the exclusion of the paths from the balls B(rj, a),j=1+1,.,kin
k

(5.4). One can then integrate i _Igl [V(rj, @| and get
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InPr<c(piv sl)k'1 exp[(k -1 ﬂ%}

Jdr] -dry x4(ry, - rI)JdeUx (@ 1y, s l)I_][ (exp[ V(r w)]- 1) 1>1
d (5.9.a)

ImPI < Y ([3 IIVI]) exp(kﬁ"—J ,1=0 (5.9.b)

The application of the identity (4.38) to (5.9.a) gives

k-1 My 4 1! |
InPisc(BIviy) exp [(k—l) ﬁa—n) > D Tt Ym (510
m=1

with 1<1<k
U, =J dr; ... dr x4 (rl, vny r])J dp.B@) Xa @1y, .. r)
.(exp[-—- Vm(rl, . O B 1) (5.11)

m
vm(r11 ceer I.'ml @) ;‘—z V(rjl QD

In (5.9.a) and (5.11) % a(gg; Ty sour rl) is the characteric function of the set

Dry, .ty ={ @O @0 =0and inflo®-5lsa,j=1..,1} 612
t

Thus the estimation of hfk for 1 2 1 is reduced to that of the - For this, one

needs the following lemmas. The lemma 4 estimates the probability of the set
(5.12) for12 2.

Lemma 4
Let a be a fixed positive number, then for 12> 2
1
p (71 SRS 3 l—g X, (@ r].-ri) (5.13)
]=

with ia (w; r) the characteristic function of the set

{ w(s) l@(0) = 0 and sup |w(s) 2 %Erl —a} (5.14)
s

Furthermore there exists constants C, and D independent of § (B > 1) such that
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1 1 lr-r, 12
Jduﬁ(m)g @) <, [T exp (— D—LEI—-] 122 (5.15)
i= =

The lemma 5 gives us the suitable connection with the groundstate energy
of the n-impurities hamiltonian H" = H® + V™.

Lemma 5
Let & be a fixed positive number, 0 < € < . There exists a constant C_
(independent of B and PR, Iri-rj | = 2d) such that

Tr IV expl- BH" < C_ IV Il exp[~ (B-¢) Inf spec (HC + V™)] (5.16)

The lemmas are proven in the appendices C and D. We now come back to
the estimation of u; . We use again the inequality e¥Y-1< 1|y le” (y <0) and
then, for fixed Iy, change the integration variables Ty oy [ Oy + 0y, o, I+ 1y

U, < J'dr2 dr1 X4 (o, - rl) Jdr1 Jdp.ﬁ(c_o) an(fp Ty + Iy, e B + Ty, g))l
Xy @1y, T+ 1y, o, 1+ 1) exp(— Vm(rl, Iy+ Iy, e T+ I, gg)) (5.17)

The application of the Holder inequality to the product measures dr;dpg(w)

including the weight factor IV“(rl, Iy + Iy, e, I + 1, _(g)l gives

S J‘dr2 d:] X d(o, S rl) :

r r 1/
[ dr, duﬁ(_@) IVm(l'y Iy+ Ty, I+ rl,m)l X (@ Iy Iy+ Iy ., 0t r,) ] P
Jr' J
[ dr, duB(gg) le(rl, N T, U gg)l
J J | a
exp(—q Vm(rl, D oy L gg))] (5.18)
with 15 + cl; = 1. One remarks that the second bracket is equal to

BTr V™0, 1y, r, )| exp[-BEHO + q V™0, £y 1) ] (5.19)

and thus, by the lemma 5, it is bounded by
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CB IV, exp[ (B-¢€) Em(q)] (5.20)

with ,
Em(q) =— inf inf spect(H° +qV™o, 1, .., t m)) (5.21)
RO o

5 m

Thus (5.18) - (5.21) lead to

1/q
un < (CBIVIL) g (- %Em(q)]J' dr, ... dr, x4(0, T, ., T)).

: 1/p
[ Jdrlj dp.B(gg) le(rl, Ty + Ty, I + 1, _(p)l X (@ I +0 Tt r,) ]

(5.22)
When 1 > 2, thanks to (5.13), the integrand in the bracket has a bound independent
of r; except for the potential part, whose r,-integral is bounded by

[dxl Vo, 1+ 1yt 41, 0| <mB IV (5.23)

Droping the hard core constraint and taking (5.13), (5.15) and (5.23) into account

) Dr2 a2 . -
together with | dr exp[——ﬁ-') = C B%/“ gives the result

W, <C, .o (B 1VI) (B2 ) o p1 E"Q)] (5.24)

When 1 = 1, one can use % 4 (w; rl) < 1 instead of (5.13) and it follows that (5.24)
holds also in this case. Each term of the sum (5.10) has a bound of'the form

C pk+(-D/2 exp((k _1) a;M,—]) exp[B*lci Em(q)] , (5.25)

Since the binding energies are convex functions of the coupling parameter, Em(q)
(a supremum of convex functions) is still convex. Moreover, we know that for q
in a neighbourhood of 1, it is bounded above (see the remark at the end of Section

III). Thus, the function Em(q) is continuous at q = 1. Hence, for any 6 > 0, one can
find q sufficiently close to one (q > 1) such that forallm, 1 <m <n

éEm(q) <E(D)+ 8 (5.26)

and by the stability bound (2.7)
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1

aEm(q)S mK+d , m22
(5.27)

1

aEl(q)S m, +d ,m=1

; M .
Moreover, choosing a such that — <K < K, one has
a
M ; ;
(k—l)a—ns(k—l) K <(nh-m) K (5.28)

With (5.27) and (5.28), we conclude that for all m, 1, k with
1<m<l<k<n(n22)and all B 21, the quantity (5.25) is majorized by

C (82" exp [p (K + &)] ,m > 2
(5.29)

C (5)" ep[p(-DK+E,+ 5)] ,m =1

P
Comparing with (5.9b), one notes that (5.29) is also an upper bound of h_, for

1 = 0. Since f "(B) has been decomposed into a finite number of terms (the sums
(4.37), (5.10) and the sum over partitions), f "(B) satisfies the estimate

£°®) <C, (072" op [B K + 8]+, (72" exp [[3 (-DK+E + 6)] (5.30)

where C, and C, are appropriate constants depending on n, a, ¢, q but not on
B (B > 1). Thus one gets

@nB)*2 (2(B)" £7(B+1) = 0(133/ 2 (w(B))" exp [—ﬁ(n(Eo— K) - 8)])
+O (33/2 WP exp[—ﬁ(((n ~1) (B, - K) - 5))]) , n22 (5.31)

Since K' < K < E and lim w(B) = w < e, (5.31) vanishes as B — o provided that &
P -

is small enough. This conclude the proof of (3.14). Since the convergence of the

Laplace transforms implies the convergence of the corresponding measures [10],

P(. ; B, z(B)) tends to _ll_w

If w(pB) diverges as B — oo, the first order term in (5.1) also diverges like

do(.) + %8-}30(.), and thus (3.15) follows.

w(B). Moreover, if w(B) = O(exp(B(E O—K))) , it is the most diverging term of the

series. Indeed, for n > 2, one finds in this case from (5.31)
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@nBP/2 (2(B)" €™ (B+1) "
w(B) =0 (B exp(—B(E0 -K- 5)))

+0 (B3/ 2 exp(—B((n -1)(K-K) - 8))) (5.32)

which tends to zero when 9§ is sufficiently small. One sees on (5.3) that the same is
true for the sum of the terms n 2 N, N large enough. This means that

QP32 £(B+A z(P)) = wP) erEo + o (w(P) (5.33)
and
fB+1,2B) _ g,
e o 5.34
B fBZB)  © 634
and so ¥, = 0.

VL Spectral properties
In this section we show for any potential satisfying (2.1)-(2.3) that the

stability condition (2.7) can be fullfilled with a suitable choice of the hard core
radius. More precisely, one has the following proposition

Proposition 3
For any potential V satisfying (2.1)-(2.3) and impurity with hard core
diameter d, there exists a constant E(V, d) independent of n and Iy e T, M2 2,

such that
inf spec H“(rl, ey I)) 2 —E(V,d),n>2

Moreover

lim E(V,d) = E (6.1)

d—o o 9
As a consequence of (6.1), one can choose d = d  large enough so that

E(V,d) < 2E, (6.2)

E(V,d)
Hence (2.7) holds with K = 2 © We discuss at the end of the section the order

of magnitude of d for some special potentials (square well, Yukawa).
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Proof of proposition 3
The quadratic form associated to H" (rl, i rn) has the same domain as that

1
of H® =—3 Ai.e. the Sobolev spaces #{! (R3) where

H' = (yx) | ye 2R3 and ¥V yix) e L2 R3) (6.3)

and one has

inf spect H" = inf Q"(y) (6.4)
\vE.‘}[l .
with
Q) =5 J dx 1Y y(x) |2+J dx VG0 1) 12 ©6.5)

Let B]. = B(rj, d) be the ball of center I and radius d, with characteristic function xj(x)

(ij(x) is the characteristic function of R3\B.). For Iz, - ril > 2d, the balls do not
overlap, and dropping part of the kinetic energy, one has

n

Q) > Zl [% J' dx (0 1 2y | 24 de %09 V(x=1) 1y | 2]
}:
+ J dx ¥ 30 Vix-1) 1y 17 (68)
j

We first give a lower bound for the last term of (6.6). Recalling

M
V() 2= g for Ixl 2R (see (2.3)), we get for any fixed x

n
Z J'Zj(X) Vix— rj) = ')Zj(x) Vix - rj) + %(x) Vix - rj)

} Ix-riISR Ix—r].1>R
R~3
> - sup V(I (H) - K, (6.7)
Ixi>d

In (6.7), sup |V(x)I is finite since V(x) is bounded except possibly at the origin
Ixl>d
(condition (2.2)). The summation on the r. with |x - r.I>R has been estimated as

in (3.33)-(3.34) and K0 is the constant (3.35) with t = 0. Hence

% 3
de 2, %00 Vo5l 12 - [ sup V()| (%) + Konx w12 (68)
) Ixl>d
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To estimate the first term in the r.h.s. of the inequality (6.6), it is useful to
introduce the forms

Qp ¥ =§Iln—J‘deZ(x) 12 + del\p(x)lz 6.9)

where Ac R3, m>0and ye 1. Let 0.(x) be a CZ; function with support in
B = B(o, d) such that 0 < 6.(x) <1,8,(x) =1 for Ix| <d (1-€) and 1V6.(x)] < 1/ed,
0 < &€ < 1. We note that

Qp, W) = 7 J dx 1908, (0w00) 12 + Idx V() 16,00 12 (6.10)

The r.h.s. of (6.10) is the quadratic form associated with the one-impurity

1 .
hamiltonian 5~H_ + V with ground state energy - E_(m) (E_(m) > 0). Since
0,y e H',Qp  (6y) is bounded below by

Qg m(®W) 2 - Eo(m)J dx 16, (w(x) 12> ~ E_(m) de Iy 12 6.11)

One obtains a majoration of Qg _(6,y) in terms of Qg ;(y) in the following way.
Using the Schwartz inequality and the properties of 8(x), one has

fdx 19(6, 00w 12 sfdxai(x)l Z\p(x)lz+de 196,012 1y(x)12
2 J dx 0,601y 176,01 |7y
< deei(x)ly_\y(x)iz . de | Py 12 1y 12

5 /2 \ /2
ZdeBE(x)hy(x)l) delZBa(x)l Iy\y(x)l)
dx 19y 12+ —— [ dx 1y 12 ax w012 [ [ ax 19y012)
J — <d>2J"‘*”‘ e U b ] U o ]
B B

< m de | Py(x) 12 + - )2 = 1 de ly(x) 12 (6.12)

IA

where the last inequality holds for any m > 1. Furthermore, noting that
V(x)(6 (x)—1)>0 we have '
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de Vo) 0200 -1) Iy 12< V, de Iy 12
B

B
V.= Sup | .
Va=, Sup IV 6.13)
implying
jdx V() 626 1y 12 < de V(x)w(x)|2+"{/dex Iy 12 6.14)
B B

The combination of (6.12) and (6.14) leads to

QB, m(ee\v) < [QB; 1 (‘I’) ¥

V 2
2ed2(m-1) " Vd) J dx Iy 1? m>1 (615
B

Finally, taking (6.11) into account

Qp (W) > - (Eo(m) + +V d) J dx Ty(x)12 (6.16)

B
One notes that the brackets in the sum (6.6) are equal to QB 1(wi) where

W00 = yix - rj). Therefore, a lower bound for Q"(y) is provided by (6.16) and (6.8) :

1
2(ed)2 (m -1)

Q') > —(E (m) + —— v (BY
Ve e T e m-n d((d)

O<e<l, m>1.
For a fixed €, the lower bound E(V, d) of proposition 3 can be chosen as the

+ 1)+K0) dx ly()1%  (6.17)

constant of (6.17) evaluated at m =1 + 1/4. Clearly "\'Id and K are O(llcm) (as can

be checked from (3.35)), and E (1 + 1/4) tends to E (1) = E  asd — . This
establishes (6.1) and concludes the proof of proposition 3.

We discuss possible choices of the hard core radius d  in order to fulfil the
condition (6.2).

(i) Square well

For a bounded potential (with V,= - il’}f V(x) > 0), we can first let m — oo

and then & — 0 in (6.17). In this limit, E (m) tends to V  and v 4= sup V(I so
Ixl>d
the constant in (6.17) is explicitly expressed in term of the potential. Furthermore,
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if V(x) has compact support with radius a, it is clear that the constant reduces to
V. and the condition (6.2) to

Vo<2E (6.18)

provided that d 2 a. For example, a square well potential of depth — V_ and

radius a satisfies (6.18) when %az V0 >1.

(i) Yukawa potential

We consider the screened Coulomb potential between two charges (e, — e),

1 !
V(x) =—e2 ;exp (=T/a), r = Ix|, with screening length a (obviously V(x) satisfies
the hypothesis (2.1)-(2.3)). Measuring all lengths in wunits of
ag =1/ 2 (ag is the Bohr radius of an hydrogen atom of mass one), and energies

. . o =P . . : : g
in units of ag, the one impurity hamiltonian with mass m reads

1 exp(=T1/a)
H=-5-A- '—P_r—é‘ (6.19)

We make the choices € =1/5 and R = d in (6.17). Setting o = 4/,, the last
two terms of the constant in (6.17) give the contribution

Fl@) =2 sup IVOI + K, = 2v(§) . 2 (k+ 12 K3 V(kd)
Ixl1=d/; k=1

1 -0 /2 —ka
=7 2% +Z (BkZ+3k+1)
o k=1 ko
1 -a
= E[Z e %2 + 6 — Iln(l—e_a)l] (6.20)

In the expression (3.35) of K we have used the value of the potential itself
instead of the weak bound (2.3). Then, the inequality (6.2) becomes

E (m) + + Flo) < 2E =2E (1) (6.21)

(@a)2 (m-1)

The numerical values of the ground state energies E_(m) of the
hamiltonian (6.19) can be found for several values of m in the table I of ref. [11].
When a > 3, we have checked that it is possible to satisfy the inequality (6.21)with
o = 2 (with suitable values of m > 1). If a is large enough (a > 30), one can even
take o = 1. Thus, in this case, (6.2) can certainly be satisfied with the choice d j = 2a.
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In these two examples, at least, one sees that the stability condition (2.7)
will hold when the hard core radius has about the same size as the range of the
attractive potential (i.e. d = a).

To conclude this section, we estimate the order of magnitude of the

constant B in (3.16) for the one impurity hamiltonian (6.19) with m = 1. For this,
one notes that

—Ix-yl2 —lyl
t exp(_—Zs ) exp( a )
JdYQt(x“Y) IV(y) | =J dSJdY (2n5)3/2 lyl
0
t
o i ds | di e -Hkx e‘kzsfz 1 k = Ikl (6.22)
21c2 k2+a-2 ! )
0

takes its maximum at x = 0. Hence, one finds from (3.17).

t oo

NE 1 ¥y
v = - sts3/2JdYY exp(— ZS_a) cy = lyl
0

0
_ 472 é + OB | (6.23)

From the proof of the lemma 1 (see (3.20) and (3.24)), one has

1 In 1
4ty i —4V(cta)

(Siw)

B = ,V((t)) < 1/4 (6.24)

For a 2 3, the smallest value of B obtained from (6.23) and (6.24) is roughly
B = 25 with t_= 0,012. On the other hand, the ground state energy E  of (6.19) (with

m = 1) ranges from 0,23 to 0,5 when a 2 3. So in general B is much larger than E ,
and this will also be the case for the n-impurities hamiltonians.

VI. Comments and conclusions
Information can also be obtained on the momentum and positional
distribution of the electron in the ionization equilibrium limit. The techniques

are the same as in the preceding sections and we only sketch the arguments.
We consider first the Fourier transform

<eld.p> = I eld .k p(dk; z, B) (7.1)

of the probability measure giving momentum distribution of the electron. In the
finite volume system, <elk-P>  is given by (2.11) with A = {ex-P,n=0,1,2, ..},
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where p is the momentum operator of the electron. In order to havep=-iV asa
well defined self adjoint operator on [R3, we confine the electron by a smooth wall

represented by a regular potential Ua(x), Ua(x) = 0 if x in A and Ua(x) — o fast
enough as [x| — eo. In this setting, the term with n impurities in <eid - p>
involves the following trace

A

Tr exp[—B((HR(rl, ey I )+ U A))] expli) . p]

= [ axe Iexp[—[}((HR(rl, e 1) +U A))] Ix+2)

n
r
=] dx J d”Ax, 0 x+2p@ 1:[ exp[—V(rj, w] 72)
J =
where dqu’ 0 X +4B (@) is the conditional Wiener measure multiplied by the
B
weight factor exp —J‘ dsU, (@(s)) |of the wall.

0
Proceeding as in section II and IV, one can write <eid - P>, as a ratio

, f B,z
<ell--l’>A = A (7.3)

£ A(B.z0)
with ; A(IS, z, A) given by the analogue of (4.1)

= 1 E(BIZIQ)
fA(B'Z’M=T1\TdeJdpr.o;X+LB@— )

EO(Z)

The functions Z(B,z,@) and E,(z) are the same as (4.2) and (2.19). The only
difference with (4.1) is that the paths are no more closed, but start at x and end at

x + A. The low activity expansion of (7.3) and the convergence proofs are then
carried exactly in the same way as in section IV. In the thermodynamic limit the
low activity series are similar to (5.1),

@nPy/2 £(B,z,0) = e 'A12/2B 1 w(B) eBEo Treik.p (e -BHI - ¢ -BHO)

+epP2Y  E@)" '@, (7.5)

n=2

where the ;“(B, A) are given by the same expresssions as (4.33) and (4.37) with
dup(w replaced by dp .. . LB (@). In the ionization equilibrium limit defined by
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(3.13) with w(p) = w, B — o=, the sum of all the terms of the series (7.5) with n 22
vanish. The proof is the same as that of section V where one uses the lemma 4

and 5 for a general A (see appendices C and D). Since
exp(-BH1) = ly > <y I exp (BE ) + 0 (exp(BE_)), one obtains

lim @2,z =1+wTred-P lyo> <y, |

B

=1+wjdge-iz.k 1y, w12 7.6)

where \;o (k) is the Fourier transform of the ground state wave function. Finally,

taking (7.3), (7.6) and (3.14) into account leads to the final result for the
momentum distribution in the ionization equilibrium limit

lim p (dk, B, z(B)) =, 8o(dk) + (1 -y) | y_ @ |2 dk 7.7

B

One sees that the electron is in a statistical mixture of a free state and a bound
state. With probability v, (the Saha coefficient) the electron is at rest” (i.e. in a

plane wave with zero momentum), while with probability 1-y,, its momentum

distribution is that of the atomic ground state. This confirms that ionization
equilibrium can be thought as a thermodynamical phase equilibrium of two
different "species”, the ionized electrons and the atoms.
It is also interesting to consider the spatial correlation of the electron at x
with an impurity at r
zn+l

ppGG ) = X )Z Jdr Jdr_(x| exp [-BHGE, 71, o ] 10 78)

A
Since the electron is uniformly distributed in A, the conditional probability of
finding an impurity at r when the electron is at x has density

gx,n) = lim [Alp,(x,1).

IAl 500

In the jonization equilibrium limit (3.13), only the lowest order term of the series
(7.8) will contribute. Introducing the definition (2.21), using the result (3.14) and
the fact that ,

lim e$E, (xl exp [——BH](r)] | x) = ly (r-x |2 (7.9

B

one finds

It is at rest in the strict zero temperature limit. At a small non zero temperature, it would
have a Maxwellian momentum distribution as shown by the first term in the r.h.s. of (7.5)
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. T z(B) _aggl
ﬁh_inoo gx, r) —Blgx:o K5, 2(8) (xl exp [-BH (r)]lx)
=y -x 2 =7y (r-x)12 (7.10)
=1+w Yo = p WX )

The interpretation of (7.10) is clear : the probability of finding an impurity at
distance Ix -rl of the electron is the probability of forming the atom times the
configurational distribution in the ground state wave function.

This model of a single quantum mechanical particle interacting with a
many body classical medium is used to discuss the properties of dilute electrons in
molten salts or dense gases [13]. Here one studies by quantum molecular dynamics
the adiabatic motion of the electronic wave function at zero temperature but
finite density. The electron is found most of the time in a localized ground state.
One observes occasional short time delocalization of the wave function
corresponding to the jump of the electron to a neighboring place.

As far as the full quantum binding and ionisation equilibrium problem is
concerned, one needs of course to introduce a many electron system with
quantum mechanical protons and the Coulomb force. Then the lower bound (2.7)
will be replaced by the stability of matter estimate expressed in an optimal form.
The treatment of this general case necessitate the powerful technique developed
by Fefferman in [4]. However, apart from the use of these highly non ftrivial tools,
the results are the same as in the simple model studied in this paper. Ionisation
equilibrium of real electrons and protons occurs in the same low density low
temperature limit as that considered here. This is the subject of a forthcoming
publication [15].

Appendix A. Proof of (3.3)

For each N e [N let Vy; be the spherically symmetric attractive potential
defined by

Vix) if VX >-N

V& ={ (A1)
-N if V®<-N

V(x) is continuous and bounded. Let Vl’\‘I be the corresponding n-impurity
potential, that is

n
VAR X = T Vg =0

VR -V ll, = sup J Ix—yl-11Vr(y) - V{( | dy

Ix-yl <1
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1 <
SnSl)lcpJ TaoyT V&) - Vo) | dy =nSl,JZpJ [max(ix1, 1y )] 1V(y) - Vo) | dy

Iyl lyl <Y
V(y) <-N

V() = V() |
Sn—[ L L JW(Y)ld (A2)

In the third line of (A.2), we have used the fact that | V(y) - V(y) | is spherically

symmetric. Therefore, lim VR -V lik, = 0 by the dominated convergence
N — o

theorem since by (2.2) f dy <ee. By theorem B.10.1, of [6] this implies

n n
that Il e~tHy —etH | 1 o —> 0as N — e and thus
(x lexp(-tHY) Iy) — (xlexp (—HY ly) (A.3)

uniformly on compacts as N — «=. Now by Theorem 6.6 of 8], (x lexp(-tH | y) is

jointly continuous in x and y for all x and y in IR? and

t

(xlexptHY ly) = J it g, ¢ @ exp| - J ds VR(@(s) (A4)
0]

Since the integrand of (A.4) is an increasing sequence, the monotone convergence
t

theorem with respect to the measure du ¢ (@ implies that —st Vn(@(s) has

x, 0;y,

0]
a limit for almost every ® as N — . The sequence —VI[‘I(Q)_(S)) is also increasing,
thus monotone convergence implies again

t t

lim [ ds V(@) = st V(@) (A5)
N — o
0 (o]
as well as
t
(x lexp(-tHY) Iy) — J dy, o. v, ¥ () exp| — J. ds V™ (w(s)) (A.6)

0
as N — oo which proves (3.3).
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Finite region case

Let

2

h
HI\?A e A, + V“ (ry, ..., tp). (A7)

By using Theorem 21.1 in [8] and the Trotter product formula as in Theorem 6.1 of

[6] it follows that for almost all (x, y) in A x A
t

(xlexp(—tHI‘:I)ly) =J dp, Uiy (@ exp —st Vf\} @s) | Ipt @  (A8)
r M Js A

0

where 1t is the characteristic function of the set (3.6). The right hand of (A.8)

can be written as

om32 &P Clx-yl2/28 -

t

- E4 expl| - stv“ (1—-—)x+ y+'\/_g(—)) tre (1 Syl y+'\/—g(—) (A9)

where ¢ is the Browninan bridge. Almost every q is continuous and if a is

S s — s
continuous, (x,y)€ Ax A and (1 - ;)x +1y +\/tg_ (-t-) € A for 0 £ 5 £t then

d({(l-%)x+§y+\]t_a(%):OSSSt}),8A}>Osothat

lim 1Ft((1—%)x'+%y'+\/?g(%))=1.
(x'y") - (xy) A

This combined with the continuity of V3 and the dominated convergence

theorem implies as in Theorem 6.6 of [8] that (xlexp(—tHI{‘I)ly) is jointly

continuous in x and y for (x, y) € A x A.
It is easy to see that Theorem B 10.1 of [6] holds for HN“ , and HR . The rest
of the proof follows as above.

Appendix B. Proof of the formulas (4.7) and (4.8)

First we prove the following identity for any function F(1,...,k)



Vol. 63, 1990 Macris, Martin and Pulé 747

nX (k) T

20 mj dl .. dn F(l,...,k))(d 1,..klk+1l...In-r) xd(n-r+l,...,n)

r=

= J di ...dn E(,... k) X4 (,...n) (B.1)

Let (A) denote the set of partitions of a set A, and let J, J', denote the two sets
{9k qk+1/---Gn)s {Qk+1,--,Gn} Where gk = {1,... K}, qk41 = {k+1}, ..., qn = {n}. One has

AgL-m= Y I x5 ©Q (B.2)
PeP(y) QP

where x'g (Q) is the hard core exclusion truncated with respect to the subsets gj

which constitute Q. Any P € P(Ji) is of the form (qx U Q) U P’ (here (qx U Q) is to
be viewed as one set of the partition), with Q = @ or Q C J'x and
P'e P(J'x\Q). Thus we can write

n-k
Xg Lm) = Y Z AU Q) Y M xy @) (B.3)
r=0 l% Iér}-k-r PeP(\Q) LT
k

Inserting this formula in the right hand side of (B.1) we get

J d1 ... dn F(1L..K) xg (1,...,0)

n-k
-y 2 j dl..dnF(Q, ., 0 U ¥ Mmoo x5 @)
r=0 IQI =n-k-r Pe ?q'k\Q) Q' e P
QCJx

(B.4)

In each integral of (B.4) we can relabel the integration variables ranging from
k+1 to n so that the set Q consists of the elements {k+1,....,n-r} and
J'k\Q = {n —r + 1, ..., n}. Moreover, the number of sets satisfying the constraints
n - k)!
QC{k+1,.,n}and IQl =n -k -r is given by (n(— = z,)! o7 - These remarks

imply

nk -kt
J dl .. dnF(, . K) Xg(L, W) = 3 o Jdl o dnF(, ., K

r=

251, . klk+11 . In=1) 3 moxg @ (B.5)
P'e P({n-r+1,..n)) QLEF
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which is exactly (B.1), since the sum over partitions ? ({n-r+1, ...,n}) equals
X d(n—r+1,..., n).
To derive the expansion (4.7) we note that it is equivalent to

- —o -~
E,B z o = E (2 (1 3§ 2 Yl an} (B.6)

n=1

with £, (B, z; @) and E7 (z) given by the series (4.4) and (4.5). Identifying the terms
of order z" in the two members of (B.6), we get an equation for the coefficients ap

n!

n
n
J dl ...dn x4, .., n) l}} =Y TmoDi a,,_,.J dl ...dr x4(1, ..., 1) (B.7)
B r=0

Thus it is sufficient to check that the coefficients an given by (4.8) satisfy the
equation (B.7). Inserting (4.8) in the r.h.s. of (B.7), one has

n

1
> T:::r')“. an-r J' d1 ... dn xy(l, ., D

r=

1 n! n-r (n-1)!

k
= 2 Y- X k!(n-—r—k)!Idl...dn I1 6-0
0 k=0 ]

r= =

- XL, Klk + 11 ] ner) gy(ner+], .., )

n! nck o (n-k)
k {(n-k) ! z r!(n_k_r)!Jdl---dn Hl(fj_l)

|
o~
n =
)

. x'g(l, . klk+1l..1lnr) % d(n-—r+1, . o)) (B.8)

In the first equality we have relabeled (1 ... r) to (n-r+1 ... n). To get the second
one, we have permuted the summations on 0 <r < n and 0 < k < n-r. Now we
k

apply the identity (B.1) with F(1... k) = iIJl 6~ 1)

n

!
Y o J d1...dr xy(1,..,
r=0
n n! . ﬁ
- kgo m j dl ...dn i (fj, 1) xd(l, e, ) (B.9)

and with the help of the formula
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n n n k
H fi — 2 2 H (fj -1) (B.10)
j=1 k=0 L. i=1 "

it is easy to see that the r.h.s. of (B.9) reduces to the Lh.s. of (B.7).

Appendix C. Proof of Lemma 4

To prove (5.13) we note that any we Dy, y, satisfies

0<s<

SuPg | @)(s) | 2Irj| — (C.1)
forallj=1, .., L It follows that forj= 2, ..., 1

1 1
sup la(s)|l 251l + 71yl —-a
OSSEB ) 27 271

> %iq—ql —a (C2)

Thus the set Dy, p is included in the intersection of the sets {@[©(0) = 0 and
1
sup | gxXs) 125 i’i —gy I = a}, j=2...1, so that (5.13) is valid.
S

Now we prove a slightly more general version of (5.15) where duB(gg) is
replaced by dp, ., o(@. Let A = {0!@(0) =0and ’ 2;1};3 lo@s) | >x} for x > 0. The

expectation of the set Ax in the conditional Wiener measure dp . ap can be
7 ¥y

expressed in terms of the usual expectation £ of Brownian motion b(s) by the
formula [6].

1212
e~ 55"
J d“o,o;z,ﬂ@) = (2np)3/2 £l 02221 Is A +\/E(b(s)—s b(l))l >x)
Ax
o 1212
-2
<oz E®12VB sup 16@)1 >x- 12D (C3)

The inequality (C.3) follows from

sup Ish+ VB (b -sbD)I < IAl +le§03;1£1 Ib(s) |

0<s<1

By standard properties of the brownian motion (cf [6, p. 268]), we know that there
exists positive constants C; and C, such that for any x >0

‘Hblogélg 1 Ib(s)| >x) < C,exp(-C, x2) (C4)
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If 5 > IAl thenx — IAl >3 >0, one obtains from (C.3), (C.4) for p > 1

jduo 0 @<C, exp( %ﬂ) (€5)

Ax

X IA12 x2 . . )
If 7 <IAl, one has ex __ZF < ex _E and we obtain again (C.5) with

C,; =C, =1, since the expectation in the right hand side of (C.3) does not exceed

one. Thus, setting K = max (1, Cl) and IE = min (1, Cz) we have for any x > 0 the
inequality

K
J dit, o.3p@ < K exp[ - E x-’-] (c.6)

Ax

. ~ |
Noting thatf d“’o, O;Lﬂ(m) xa(g)_; ri - rl) <1 if 7 Ir].—-rll <aand B >1, an
application of (C.6) gives forall j=2, .., 1

jduoow(@)x(gg,r <c, exp{ (‘lr I—a)] (C7)

where C_ is an appropriate constant depending on a but independent of B > 1 and

2
; ; : : 1
j- Moreover, using the inequality G— Irj =] = a) 23 Ir]. =By 12 - a2 we deduce

-~ K )
Jd”o, 0;2p@ K@ r-1) < C, EXP[ 328 Ig-x | } (C.8)

with another constant C e For any j=2, ..., 1, we have
J O,O,LB(@ H xa(_(&,ru-rl) <Jduo O;LB@) xa(@;rj—rl) (C.9)

Performing a product over j on the two sides of (C.9) and using (C.8), we conclude

1 1
Jduo,o;LB@-H ia((ﬂ;rj—rl) SC‘?l j1=—12 ex rj—r112:| (C.10)

“32p1
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K
which is (5.15) with D = 371

Appendix D. Proof of Lemma 5

We prove a slightly more general form of the lemma 5 estimating

Tr V"l exp[-B H"] exp (iA. p) with exp(id. p) the unitary operator of space
translations (p is the momentum operator). Using the semi-group property of

expl— B H" and applying the lemma 1, we note that for 0 < € <

(x, lexpl- BH Ix,) =

J' dy, J dy, 0 lexpl-5 HY Iy, (y, lexpl— (- "] ly,)y, lexpl-5 HY) Ix,)

< A2 ¢Be j dy, I dy, (x, lexpl-€ HY] ly,) (y, | expl— (B—&H] 1y,)

(v, lexpl-e H Ix;) = A% €™ (x; lexpl- e H°] expl— (B H"] expl-eH] Ix) (D.1)

Hence one finds

Tr | V™| expl—B H" exp (iL.p)zJ dx V211720 (x1 expl-B HY | x—) 1V 2(x)
< AZ B Tr (1VR11/2 expl—& HO) expl— (B — ©)H"] expl—e H] exp G A. p) | V"11/2)
< A2 e8¢ | |V11/2 expl-e HO] exp[—-zl-(B—e)H“] I,
11V 1172 expl-e H®] exp i A p) expl—3 B-oH" I,
< A? eP€ expl- (B - €) Inf spec H"] 1 IV*I11/2 expl-e H 12 (D.2)

To obtain (D.2), we have successively used (D.1), |Tr CD'l £ IC I2 IDI o i. I2
being the Hilbert-Schmidt norm, and ICDI,< IC1, IDIl. An explicit calculation
of the Hilbert-Schmidt norm gives

VY2 expl-e HO 12 = ! Idx delV“l (x)exp[—'ll‘_;ﬂz}

(2re)3
1 n
<
1 4ne)3/2 = (4me)3/2

= IVl v,
leading to

Tr IV exp[-BH"]exp (iA. p) < C, IV I, exp [~ (B -e) inf spec H"]
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with C_ = ————— B¢ The result of the lemma corresponds to the special case

Now we prove that

B — oo

lim e PEOTrexp (i1 . p) (expl-B H] - expl-B HC]) =f dkeid-k 1§ 1912
D3)

where \TJO is the Fourier transform of the ground state wave function of the one

impurity hamiltonian H!. This formula justifies (2.27) taking A = 0 in (D.3), and it
is actually used in the section VII for a general A. Since we know (section III) that
exp[—B H'] — exp[-B HO] is trace class we can write

e PEo Ty exp (i A . p) (exp[-B H!] — exp[-B H]) = J' dield-k | qfo(k) [
. 2 :
_ —BEO J. dk ell, .k exp[_B _I_%_] I‘Vo(k) i2

+ePE Trexp(i A . p) Q, (expl—p H'1 - expl—p H°)) (D.4)

where Q_ is the projector on the orthogonal complement of the ground state.

When B — + o the second term on the right hand side of (D.4) vanishes so it
remains to estimate the last term :

lexp 2. p) Q, (expl-p H - expl-p H) Il |

B2 ;
< fds lQ e st v et®oHe ||, j ds || Q e sH! v e @98 ||
¢ B2
B2

<[asloe ™ 1 Ivepdm I, -
0
p

+ st lQ ep[-c-Euh] I IQeplryvil,
p72

< Bexp - Bo+ &) Il vexptro) I
+ exp(—% (-Eo+8) ll Qoexp(—g HH VI 3 (D.5)

To obtain (D.5) we have first used the integral equation for the semi group and
the bound ICD I;< IC1 ID I, together with the semi group property. For the
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last estimate we recall that the eigenvalue —E | is isolated hence it is possible to

find & > 0 such that 1Q D exp(— tI-Il) | <exp (—t (-E ot 8)). Moreover, for p > 1 we
have

IV expB%) 1, = 1V expbio] - &hm0| 1< Ivepgm I,

(D.6)
and
lQ,ept2r) v I, < I Qeq « &m0 I lepcunv I,
< exp[—- (%—1-) (—Eo + a)] lexp v Il (D.7)
Finally, (D.5), (D.6), (D.7) lead to
ePETrexp (). p) Q, (expl-B H'] - exp[-B H°1)
<8 ep BB+t l Vexp-im) I
+ B eP oG Eo+8) lexpiuh v I, (D.8)

so that the last term of (D.4) vanishes when B — o-.
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