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Scattering theory in external fields slowly decaying in time

By J. Pasztor-Kraus

Institut fiir theoretische Physik der Universitit Ziirich, Schonberggasse 9, CH-8001 Zurich,
Switzerland

(7. XI. 1987, revised 20. VIII. 1989)

Abstract. The scattering theory associated with the Dirac equation for a class of time-dependent
external fields is analyzed, to show that the conditions required for second quantization of the
electron-positron field are satisfied; the necessary and sufficient condition for this is that the off-diagonal
parts S, _,S__, of the one-particle S-operator are Hilbert—Schmidt. The potentials considered are
solutions of the homogeneous Maxwell equations. They decay slowly in time in such a way that previous
methods do not work.

First, the existence of the wave operators is proven by means of Cook’s method and it is shown
that for weak enough potentials the corresponding perturbation series converge. Then the scattering
operator is investigated and it is shown that every term in the perturbation series for S, _,S_, is
indeed a HS-operator. The HS-convergence of the series cannot be proven by the methods of this work,
but strong indications for this are obtained.

1. Introduction

The initial motivation of this work is to be found in a paper by Scharf
[1], where a nonperturbative approach to quantum electrodynamics is described.
Following the original ideas of Feynman [2], an expression for the S-matrix
element

(&, Srant) (1.1)

is obtained where S;,; means the full S-matrix of QED and both the incoming and
the outgoing states are coherent states of the radiation field:

§=eH? ¥ Lt (',

— 382 - _m m
p=e i § Dlar e,

Here a*(g), a*(f) are the creation operators for an incoming respectively outgoing
photon with normalized wave function

Pk 2 | |
V2| 2 670 g, e gk D™}

= g% (x) + g% (x) ‘ (1.2)

gH(x) = (2m) =" f
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with
ko=1k|, ek, A): transverse polarisation vector,

o, peC, Q- vacuum state,

2
f d’k ) |g(k, A)J*=1: normalisation
A=1
and similarly for f#(x).
According to the paper by Scharf, the S-matrix element (1.1) can be written as
the following functional integral over the C-number potential A:

(P, Stan¥) =e —%IaPe—%mpe(aﬂ B2)
1 .
E JBIWO[A](Q, S[A + a*f_ + Bg+]Q)[dA] (13)

where Wy[A] is the free action of the radiation field. S[A4] is the scattering operator
in Fock space for a quantized electron-positron field in the fixed C-number
electromagnetic potential 4 and C is a normalization constant.

Looking at formula (1.3), the problem arises, whether for an external potential
of the form

A=a*fV+ﬁg+ (14)

the S-operator S exists. A necessary and sufficient condition for this is that S, _
and S__ are Hilbert—Schmidt. Here

S,_=P,SP., S ,=P_SP,, (1.5)

S is the one particle S-operator (4.1) and P, , P_ denote the projectors correspond-
ing to the positive and negative part of the spectrum of the free Dirac—Hamiltonian
H,, respectively.

The potentials (1.4) are solution of the free Maxwell equations. Apart from the
connection with full QED, the question arises whether such external fields allow
second quantization of the electron-positron field. For this to be true, the Hilbert—
Schmidt property of (1.5) are necessary and sufficient.

In the present work we analyze the scattering theory for a class of external
fields like (1.4) to prove the properties necessary for second quantization. These
fields decay slowly in time in such a way that previous methods [3] do not
work.

After some preliminaries we first consider the wave operators and show
existence and convergence of the perturbation series. The scattering operator is
discussed in section 4, in particular the off-diagonal part (1.5) is investigated in
detail. It is shown that every term in the perturbation series is indeed a Hilbert—
Schmidt operator. The Hilbert—Schmidt convergence of the series cannot be proven
by the methods of this work, but we obtain strong indications for this. Some
complicated technical tools are given in the appendices.



88 Pasztor—-Kraus H.P.A.

Notation
Some comments on the notation used in the sequel will now be given.
4-vectors: a* = (a,, a), atb, = agby—a-b.
The y-matrices satisfy: y#y” 4 y*y# = 2gH".
The a- and B-matrices: a = 7%, B = 7,.
62
We write: ¢ =y*a,, 0= Fyehe A.

The Hilbert space: X = L*(R?, C*, d°x) is the space of the Dirac four-spinors.
Concerning operators: let V(t, x) denote a (4 x 4)-matrix valued function of
t, x. Then V(¥) represents the corresponding operator in X, defined as

(VDo) x) = V(t, x)p(x), ¢@eX.

|V(1, x)| denotes the norm of the 4 x 4-matrix V(z, x).
[V ) 2= {J x|V, )P}

| V()| is the norm of the operator V(r).

If

peX, |o]o=es— sup, lo(x)|,
where
lo(x)| = (@*(X)(x)) "7, is the norm of the 4-spinor,

le| ={J @>x@*(x)p(x)}'%, is the L*>-norm or ¢.

2. Preliminaries

The Dirac equation with time-dependent external field 4#, has the following
form

ig= H(nf, (2.1)
where

H(t) = Hy+ ey° A(1, x),

Hy= —ia-V+mp, (2.2)

A(t, x) = PHA, (2, X).

Some known results, concerning existence and uniqueness of the solution of the
Dirac equation (2.1), are not stated for the case of a real valued 4#. They can be
found in [4] and [5].
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Under the following conditions for the potential A#:

(i) for all fixed ¢, the functions A%(z, x) are continuous and bounded on R?
(i1) the maps ¢ — A%(¢,-) are continuous, for all 7 € R, with respect to the
supremum norm,
(iii) the functions (9/dx;)A*(t, x) are continuous and bounded on R x R?,

there exists a unique family of unitary operators U(¢, s) on X = L3 R?, C*, d’x),
defined for all s, ¢ in R, with the following properties:

(a) U(t, s) is jointly strongly continuous in s and ¢ (in the norm of X).

(b) Ui, =1

(c) U(t,r) =U(t, s)U(s, r).

(d) U, Y cY.

(e) (d/ds)U(t, s)y =iU(t, s)H(s)y, y € Y.

(f) For each fixed y € Y and s, (d/dt)U(t, s)y exists, equals —iH(t)U(t, s)y and
is strongly continuous in ¢ (in the norm of X).

Here Y is the Sobolev space H'(R?, C*, d°x) which is dense in X. Furthermore,
U(t, s) can explicitly be written as

U(t, 5) = e ~™o{J(¢, s)e™Ho, (2.3)
where U(t, 5) is given by the Dyson series

0(t, s) = io (—1ie)" J” dt, j

§

n Iy —1 = =
dty = J ar,V(t) - V(t,), (2.4
and

V(t) = e™ov (e =", V(5) =y°A(t, %), (2.5)

The integrals in (2.4) are understood in the strong sense (of X)) and the Dyson series
1S norm converging.

In the following, the external field A# is assumed to be solution of the
homogeneous Maxwell equations and it fulfills the conditions (i)—(iii). For con-
venience we choose the Coulomb gauge, that is A° =0 and A satisfies:

OA =0, V-A=0. (2.6)
The associated propagator U(t, s) then exists and has all the properties described
above. From U the wave operators are then defined as the following strong limits:

Q* = s-lim U(t, 0)*e —"Ho (2.7)

t— + oo

In the next section the existence of these limits will be proved.

3. Wave Operators

The exixtence of the wave operators Q* can be proved by means of Cook’s
method. The proof given below follows the one given in [6] for a similar case.
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Let € Y. By Cook’s method it is sufficient to find a set D which is dense in
L*(R?, C*, d°x), so that for each y € D

f |V (x)e = Ho™y || dr < oo, 3.1
and the existence of Q* follows at once. With
[V(De =ty | < [ly%y#]| 14,08 ) |12 lle =Y | o (3.2)

where Holder’s inequality was used, it remains the problem of estimating || 4,(z, *) |,
and |le "oty | .

An estimate for the last quantity can be obtained by the stationary phase
methods, described in [7]. Some results, obtained by these methods, and to be used
in the following, are stated in Appendix I.

In order to obtain an estimate for [e "% |, it is sufficient to note that each
component of a solution of the free Dirac equation is also solution of the
Klein—Gordon equation (A.0) (where m is the electron mass). '

On the other hand, if the Fourier transform ¥ of ¥ is C* with compact
support, then ¢ = e =o'y (i.e. each component of ¢) is a regular wave packet for
the Klein—Gordon equation (see Appendix I). Theorem Al can hence be applied
and yields:

10 ]| = [le = o | < dlt] 2, (3.3)

for some constant d and all , for which the Fourier transform ¢ is C* with
compact support.

At this point some further condition concerning the potential A4,(z, X) is
needed: in the following we assume A,(1, x) to be a regular wave packet for the
wave equation (A.0) (see Appendix I)*).

For A,, satisfying this condition, it can be proved ||4,(z, - )|, < C where C is
a constant (see Appendix I).

With (3.2) and (3.3) it follows that condition (3.1) is satisfied for all ¥ € Y,
where y € C* with compact support. Since the set of these y’s is dense in
L3(R3, C? d*x), it follows that the wave operators Q* exist.

Representation of the wave operators Q* by a Dyson series

In this section it will be proved that for weak enough potentials 4* the wave
operators Q* can be represented by the following strongly convergent Dyson series:

o0 0 t s
Qtp=1-9+ Y (—ie)"f dtljl dtz---J AP - P()e, (3.4)

n=1 + + oo + o

,

for all ¢ for which ¢ is C* with compact support.
This statement will here be proved only for the case of Q. For Q* the proof
is completely analogous.

—_ —_
*) The condition “k =0 must not be in the supports of 4,(0,-), 4,,(0, )" (see Appendix I) is not
really necessary for the results of this Section (see [6]), but will be needed in Section 4.
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From (2.7) and (2.4) it can be seen that in order to prove equation (3.4), it is
sufficient to show that the series

el 0 4 B =i - -
¥, & dzlj dt, - J a, | V() - V(t)e| (3.5

n=1 o

is convergent.
By Theorem Al

1P| <[V | <b(1+]e)~"

Thus:
PPt - - - Plt)o|
<O+ )T IA+]) T (T DT PG

From Holder’s inequality and Theorem Al it follows that:
[P0 = [V E)e o | < [V (@, ) lle ™o
<Cd(1+ )"

where |V(t,-)|, < C was used (see Appendix I). Thus the following estimate is
obtained:

[V@)V(2) - - - PAt)e]|
SC-b" " 'ed-(1+|6 ) (U4t DI+ |2, 75

which in turn gives for the n-th term of the series (3.5) the estimate:

0 t 5 - -
J dtljl dtz---f e, | P() - )| <20 Cod b,

o0

|oo

Thus the following sufficient condition for the validity of equation (3.4) is obtained
b-e<i.

This means that for weak enough potentials 4%(¢, x) the wave operators Q* can be
represented by the Dyson series (3.4).

4. Scattering Operator

4.1. Perturbative expressions
From the wave operators Q* the S-operator is defined as follows:
S =(Q*)*Q-. (4.1)

Starting from the expansion (3.4) for the wave operators Q*, the S-matrix (4.1) can
be represented by the Dyson series:

S=1+Y (—ie)"r d; J d’Z"'J%_Id‘nV(n)---V(t,.), (4.2)

n=1 — oo - —

if the right side makes sense.
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Now, while the results in Section 3 do not imply the unitarity of the S-operator
and the strong convergence of (4.2), they do imply weak convergence of (4.2). Thus,
this representation of the S-operator can be used to estimate the HS-norm of S, _
and S_ .

In a first step it will be proved that each term in the Dyson series for S, _
(resp. S__ ) is Hilbert—Schmidt. This will be done starting with the expression for
these operators in Fourier space.

Fourier transforms are introduced by:

f(k) =(2n) 3 ~[d%ce"‘"‘f(x) fe LR, C* d*x).

Then for the free Dirac Hamiltonian one has:
H,f(K) = (@ - k + mf)f(k) = Hy(K)/(K), (43)
and for the projectors P, and P_:
1 a‘k+mp

EMM=C+

2 25w )f(k) = P, (k)f(k), (4.4)

where

E(k) = /K + m?>. (4.5)

The free Dirac Hamiltonian and the projectors P, satisfy:

H,(k) = E(k)(P.. (k) — P_(k)), (4.6)
and

Ho(K)P, (k) = P (K Hy(K) = + E(K)P.,(K). (4.7)
For the external field 4# one has

(A’:zt;ﬂ(k) = J d*k’4,(t, k — k) f(K), (4.8)
where

A (1, k) =(2m)~? J d®xe ™% %4, (t, x).

Using the fact that 4* is a real valued solution of the wave equation (2.6), A%, k)
can be written as:

2

A X) = 3 (e(k, ) f(k, e~ + g(—k, D)/ *(—k, e, (4.9)

A=1

where g(k, A) represent the transverse polarization vectors.
As a sequence

A k) =y*4,(L,k) = Y M, (k" (4.10)

p==1
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where M, (k) and M_ (k) are C*®, (4 x 4)-matrix valued functions of k with
compact support which does not comprise k = 0.
With (4.2), the Dyson series for S, _ assumes the following form:

S._ =Y (—ie)"s®_

n=1

(4.11)
2 4 In —1 - ~
S®_ =j dt,J dt, - - J a,P V) - Vi,)P_.
The operator S®_ is represented in k-space as follows:
N
SP_f(k) = Jd3k’5$)- (k, K)F(K). (4.12)

Using (2.5), (4.3), (4.4) and (4.8), the following expression is obtained:

P tl Iy —
S(i)_ (k, k’) = J dtl j dtz tee J l dtn J‘d:;kl v d3kn_1

— 0

e™p (KAt k—k;)
4 _iH"(k')I'eiHO(kl)tz}’oAZ(fza k, —k;)

- e ~iHo(ko)rz . . . piHo(ky _ ‘)‘"y‘)/f(t,,, k, ,—k)P_(k)e —ik’°tn,
(4.13)
where

k= +EKk) k°=—EK).

Since the dependence of A(r,k) as a function of ¢ is known (4.10), the
integrations over the time-variables in (4.13) can be carried out explicitly. From
(4.6) and (4.7) it follows that:

e —Hol)r — Z Po(k)e —ioE(K)r (4.14)

o= +1

On the other hand

Y1 . .
j dtjelmf’}’o,Z(tj, k — kt)e—zE'tj

— o0

e—m)tj - |

= ) M, (k—Kk)i

p= =l W+ |y E+pk—K|

(4.15)

In the last equation (4.10) was used.

By inserting (4.10) and (4.14) into the expression (4.13) for S®_(k, k') and
integrating over the time variables ¢,, ..., #, (using formula (4.15)) the following
results:
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SP_(k k)= —2ni° ¥ Jd3k1---d3k,,_15(m)P+(k)
P1° " Pn

"M, (k—Kk,)Sg(kS, k)
‘M, ,(k; —k)Sp(k3, ky) - M, _ (K,_,—k,_ 1)
- Sp(k%_ Kk, _ M, (k,_, —K)P_(K"), (4.16)
where
ki =—EK)+p ik =Kk o[+ 00 2[kp 1 —Kipo + -+ p, [k, — K,
j=1,2...,n—1, (417)
®=—E(k) —E(K) +p,k—K,|+ polks =Ko+ -+ po Ky — K], (4.18)

and

P,(k;)y°
Sk, k) = gt ]
R( / J) g—_;i]k?—GE(kj)+i8

(4.19)

is the retarded Green’s function.
For the last integration (over t,), the relation

f dt e~ = 2n(w)

was used; 8(-) denotes the Dirac é-distribution.
Since M (k) has compact support which does not comprise k = 0 two positive
real numbers J, R can be found such that:

M,(k) =0 for all k with [k|>Ror |k|<dé (p=%1).

Thus in the expression (4.16) for S%?_(k, k) the region of integration is
bounded by the following conditions:

d<|k—Kk|<R <[k —ky<R,..., o<k, ,—K

<R. (4.20)
On the other hand, since in (4.16) w is argument of the J-distribution it must be
w=0

Using the explicit expression (4.18) for @ and taking into account the conditions
(4.20), the inequality

E(K) + E(K') <nR, (4.21)

is obtained. This means that S%_ (k, k) has also compact support (as a function of
k, k’). The same is also true for S®, (k, k) and it is interesting to note that this is
a consequence of the fact that in both cases, in the expression (4.18) for w, E(k) and
E(K’) have the same sign (minus for S%_ and plus for S®,).

The norm of the 4 x 4-matrix S®_(k, k') for each k and k’ is denoted by
|S?_(k, k')|.
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In the next section it will be proved that [S%_ (k, k")| is bounded uniformly for
all values of k, k’ € R>.

4.2. Hilbert—Schmidt property of S?_

As can be seen from formula (4.16) the main problem in estimating
|S%_ (k, k)| arises from the singularities of the functions Sg(k?, k;).
In fact using the relation

1 1 s
= et | ) — g, E(K; 4.22
k} — a,E(k;) + ie i (k}’ = aJ-E(kj)) N R s (422

where P means principle part, it is at once clear that if k) —o,E(k;) =0 the
integrand in (4.16) diverges.

A possible way of handling this problem will now be discussed. We start by
defining:

Fpios proaimyims ookl K50

' Sdl(k(l)i kl)Mpz(kI - k2) e So-,, _|(k2— 1 kn— l) ) Mpn(kn— 1 _k,):' (423)

where
kj =oB®) —pik—ki| = —plly =] j=L....n=1 (429
©=0"E(K) —oEK) +p [k —k,|+ -+ p,|k,_, — K/, (4.25)
Pa-(k')yo
S, (k% k)= £ , =1, 4.26
ki k) k? —o,E(k,) +ic %== (4.26)

and a is a real number.
With this definition we have:

SO_(kK)=-2p° Y Y P.(K
PL " "Pn Ty 0y |
Tyy  pu+liar - on_1.—1(k K; 0)P_(K), (4.27)
and the following recursion formula holds:
Loy 05 gy gt iy s K 588

= -[d3kn—1Tpl---pn_l,v,al,,.‘ankl(ka kn—];pnlkn—l — K _O.n—lE(kn—l)

+a, knf I)Mp,,(kn— 17 k’)
(4.28)

In the following some transformations are introduced. The aim of these
transformations is to bring the denominators in ng(kf,?, k;) in the elementary form
(x; + ie). Furthermore, the d-distribution will be used to carry out one integration.

+0'E(K) +a)S,, _ (0'E(K) + p,[k,_, — K
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The last integral can be written in a (relatively) simpler form by introducing
two substitutions.
With the substitution:

k,_,=k,_,—kK, (4.29)
formula (4.28) becomes

‘.
Ty, ooy a0k K;a)

= Jdakn—1Tp1~~-p,,,a,0'1---a,,_1,(k3 kn~1 +k’;fa’,an_l,pn(kn—l’kl) +a)

. Pan ~](kn— 1 + k’)}’o
fO",O’nvl,pn(kn—*lsk,) +a + iﬁ,

(4.30)

where for simplicity, after the substitution the prime k;,_; was dropped again. Here
equation (4.26) was used and the following notation:

fa",a,,_],pn(kn—lsk’) =U’E(k’) _Un—lE(kn—l +k,) +pnlknwl|' ’ (431)
The second substitution is as follows:
kn —1= ko”, Ty —1>» p,,(ra és,(p; kl)éS, @ (4'32)

where é; , = (sin § cos ¢, sin 3 sin ¢, cos 9), r, 3¢, are the new integration vari-
ables, and r is given by

-fa", an,l,pn(kn—lak') = (433)
By inserting (4.32) into the last equation and solving for k,.

A (r — 0"E(k)* — E(K)?
k.. 85,3 K) = )
a,a, _ ppn(r €3, 0 ) 2(pn(r — O"E(k’)) +k"- €y, (P)

For the range of variation of the new integration variable r, two different cases must
be considered;

_ 1. p,» W€ obtain:

(4.34)

If —o,_,=p, then E(K)<p,(r—0a'EK)) < o0. (4.35)

If 6, ,=p, then —EK)<p,(r—0c Ek)) <k’

(4.35")

In the second case the following condition concerning the variable 3 and ¢ must be
added:

k'-é; , < —p,(r—a E)).
Let D, , . ,(r,é; ,;K’) denote the Jacobian of the substitution (4.32). Then

. ek, (.65 . K)
DU’!Un*lspn(r’e‘g-Q’;k)=[ka”anAl!pn(r’e‘ng;k)]zsln9} 0,0"41'2’; —

(4.36)
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and

|ak”'s On _1:Pn
| or

_(r—a’E(k)* + 2p,(r — (DK - &y, + E(k)*
2pn(r — 0’ E(K)) + K - &5 )

By means of the second substitution the integral (4.30) assumes the following form:

(4.37)

T, .. o 11(K K 0)

1 Pn» 9, 0]

Zj dr J\dg d(pDa’,O'"_l,Pn(r’ éS,(p;k,)

P, (k,_,—K)W°
Kk, +K:r+a) LenmaEn i

M, (k,_
P1 " P —1:0, 6] Gp 1 r4+a+ie pn( n 1)

(4.38)

Since the integrand in (4.38) has compact support the integration over r can be
extended to the interval (— oo, 00); (we set the integrand equal to 0 for those values
of r that do not satisfy the conditions (4.35)).

Iterating (4.38) one gets:

T, - ppoo, ook K;0)

=J drn*l\[d'gn—ld(pn—]Dn—lJ\ dn—2j~d‘9n——2d(pn 2

'Dn—z"'j dr, stqu’zDz

—
.Tplpzsd’ﬂiaz(k’k2+“‘+kn—l+k’;r2+“'+rn-—1)
Pkt ko +K)

r2+r3+"‘+r,,_1+i6
U' (n—2+kn—1+k,)y
M, (k) - —2=2 k,_
p3( 2) n_2+rn_1+l8 pn—l( 2)
P, (k,_;+k)°

r._+ie

M, (k,_,). (4.39)

where
5 . ‘e e @ 4
Dj=Daj+|,aj,pj+l(rj9ej:kj+l+ +knfl+k)9
kn—l =kcr’,a,,_],p,,(rn—17en—l;k,)en—lﬂ
kj=k1+, G, pj+|(rjaej;kj+l+' “+kn71+k)ej;
and

é; = (sin 9, cos @, sin 9, sin @;, cos ;), j=2,...,n—1.

A

Note that k; is a function of r,,&;;r; 1, € 13- .3 _1,€,_1-
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According to the definition (4.23), we have:
T, s 000,k K;a)= J.a':‘k1 3(0,E(K’) —agE(K) +p, |k —k, |+ p, |k; — K| +4a)

Pd'(k])yo

In this integral the following substitution can be made:
k,=k1é, +K,

‘M, (k—K;)

M, (k, —K). (4.40)

where é, = (sin 9, cos ¢, sin 9, sin ¢, cos $,), ki, 3,, ¢, are the new integration
variables and k}?sin 3, the corresponding Jacobian.

Because of the presence, of a 6-distribution in (4.40) it is at once possible to carry
out the integration over k7. Setting the argument of the d-function equal to zero

0,E(K') —cE(K) + p, |k — K —k1é,| + poki+a=0

and solving the resulting equation with respect to k7, one gets

7R o i

k= \
' 2(pyr — k- 6))

(4.41)

where r = 0E(k) — 0, E(K’) —a and x =k — K’, and the following conditions must
be satisfied:

for = Psy: rz|k
PL=P>2 P2 ' ‘ (4.42)
for p,=—p; —[k|<pr<[x|, pr—x-é <0.

From the integration over the J-distribution, finally the factor:

1 P4 K =2p,rk - ¢,
T 2Apar — k- 8))?

‘ 0

ok, (Pll" — ki 'éll'!‘ ka’l)'ki

r2 g2
T 2par—x-é;)
i1s obtained.

The above discussion of (4.40) combined with (4.39) leads to the following result:
T, Oy — 1,0’(](7 k,; 0)

P " Pp0. O

=J dr,_ J\d‘9n~ld(pn—1Dn—l T ‘[ drzjd92d¢2

r’+ 1% —2p,rk - é,
2p,r —x - é)?
_ P, (ki+--+k,_ +kW°
cE(K) — o, E(k;+ - +k,_,+K)—pk—k, — - —Kk,_, — K|+
Pkt +k,_ + KW P, (k,_+Kk)y
ro+c4r,_+ie r,_1+ i€

.DZJ\dsld(plSIH'gl.k% Mp)(k""kl"“‘"'_kn_l'—k,)

Mpz(kl)

Mp3(k2) T Mp,,(kn—— 1)9

(4.43)
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where
k=k-k——-k,_, -k,
r=cEk) —o,E(ky+---+k, +K)—r,—r;—--—r,_:, k =ké,.

k, is just the same as in (4.41) (the prime of ki has been dropped) and the
conditions (4.42) must be fulfilled.

By means of the substitution

=y rn j=2,...,n—1,
I=j
where the inverse transformation is given by
Fn—1=Xn_1,
Iy =X;j— X1, j=2,...,n=2,
and the Jacobian is equal to 1, the integral in (4.43) assumes the following form:

Tpl"'Pma“’l“"’n—l’a’(k,k’;O)=.[ dx"—lj dxn—zl-.f dx2

—o00 —

F(x,,...,x,_1;k k)

- : : . (4.44)
(x, +ie)(x3 + i) -+ - (x,,_ + i€)
The explicit expression for F can be deduced at once from (4.43);
F(x,, ..., x,_1;k k)
= ‘{‘d‘gn—l Ao, D,_ - jdgz do,D, Jd91 d‘Plﬁl
n Py (K + 4K, +K)°
M, (k—k, — - —k,_, —k)—= 1 i M, (k)
Pkt +k,  +kW M, (k) P, (K, +Kk)y°M, (k,_,),
(4.45)
where
2 2 LA
D, =sin 9, - k3K = 2park -4 (4.46)
2(por —x - é))
N] EUE(k) —O'IE(k] + T +kn—l +k’) _pllk_kl e _kn—l _kll (4.47)

(For simplicity the indices p, - p,, 06,0, 06,_,,0’, of F were dropped). Note
that F has compact support as a function of x,,..., x,_;.

We will now make use of the following result, proved in Appendix II.

Let G € C'(R™) have compact support. Then the following estimate holds:
2 } (4.48)

m

G(Fis .- oo
J any &2 y)SC'{IlGI.Iw_Z
Rm l_[(yj-'-ie) j=l
=1

where ¢ is a constant.

dy

J
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The advantage of this estimate is that it contains only first derivatives of G.

Thus, according to (4.44), |T yssn 8 B p .| can be estimated as:
n—1 aF
Tyrcomoneron oK O < [Pl 3 |25 (4.49)
j=2 axj o
Here
|Flle = sup |F(xa5 ... s %, _ 13k, K) (4.50)
k, k' e R3
(.X2 ..... Xpn _I)ER"_Z
oF

and similarly for
0x;
With this result and (4.27) we are now able to prove the uniform boundedness of
|S?_(k, k)| in k, k’. This can simply be done by showing that:

oF

0x

J

e o]

[Flleo < o0,

<o, j=2,...,n-1. (4.51)
which we are now going to prove.

Taking (4.21) into account, it is at once clear that F has compact support as a
function of x,,...,x,_,,k k’. Thus, it suffices to show that F and 0F/0x;
(j=2,...,n—1)are continuous with respect to these variables. Then (4.51) holds.

Looking at the expression (4.45) for F, we see that concerning continuity, the
only difficulties could arise from the factors D; (j=2,...,n—1), D, and 1/N,,
when the denominators in the corresponding expressions (4.36), (4.46) (4.47)
become 0. But in fact, it can be shown that all these factors are bounded. In order
to see this, further detailed considerations are required.

The denominator N, has the form

cE(k) — 0, E(K) —p,k—K’

with

K=k+ -+k,_,+k.
Since

<|k—K|<R, d<lk|<R (j=1,...,n—1)
and

k| < nR, K|i<(®r+ DR (cf. (4.21))

it is easy to see that (for all o, ¢}, p,)|1/N,| is bounded.
The denominator in the expression for D; (j=2,...,n — 1) (cf. (4.36)) is the
same as the one in the expression for k; (cf. (4.34)). If we write

k- =f;'(r3 é.g,tp; k’)
7 gi(r, 8, K)
and take into account that

5 <k <R
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we get
1 1 1
— inf 1 <—<-=
R Wl S, o

Since sup | f;| < oo, we see that 1/|g,| is bounded and so is |D;|.
In the same way it can be seen that |D,| is bounded. Thus, the proof of the
uniform boundedness of |S%_ (k, k’)| is completed. With

IS s =tr f &k PHISD_ (K KHSY (K K)),

where tr denotes the trace in C*, and since S_ (k, k') has compact support in k, k’,
we finally conclude that S®_ is Hilbert-Schmidt. The same holds for S, because
S®@_ (k, k') has also compact support in k, k’.

For S®_ (k,k’) and S™_(k, k) the argument of the compact support does not
work anymore. But from the above considerations it follows that (for n #1)
S®. (k,K), S™_(k, k') are locally bounded.

4.3. Hilbert—Schmidt property for operators S, _,S_

The method described in the foregoing section to estimate |SP_ ||us, could
now be used to prove that the operator S, _ (respectively S_,) is Hilbert—
Schmidt. This would require control of the n-dependence of the right side in (4.49),
in order to show that the series

o0

2 1S9 Jlus (4.52)

n=1

which is an estimate of ||S, _ |us, is convergent. With the present method this is
rather a complicated task, which includes estimating the area of the (3(n — 1) — 1)-
dimensional surface defined by equation w =0 (cf. (4.16), (4.18)) and similar
problems. Furthermore, in the end, the obtained n-dependence could prove to be
too bad to grant the convergence of (4.52). This is because the estimate (4.49) of
each single term, in expression (4.27) for S%_(k, k%), neglects the sign of
T, ...pnoo, o, ok Kk;0)and thus ruins the estimate for ||SY_ [us. We will
show in an example below that cancellations are indeed very important in our
problem,
However, these difficulties arise only for such terms

Tpl-'-p,,,a,a'l---a,,_l,cr’(ks klao)

in the sum (4.27), for which the number of denominators (in So, (k?,k;)) that may
simultaneously become zero is of order n
Let us now consider an n-fold ¢-integral as in equation (4.13)

r 1 h —1 .
L. = J. dt, j dty - - j dr,e’Crit ezt tenin) (4.53)
t t t
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Since the domain of integration is a simplex, we have the simple estimate:
1 — 1
n!

17, | < (4.54)
which has a good n-dependence to prove the convergence of £°_, I,. On the other
hand, we may carry out the ¢-integrations as we have done in section 4.1. This
results in a sum of 2" exponentials terms.

e’
+— (4.55)

i

where f is linear in a; and ¢,¢. In this exact expression the n-dependence is
completely hidden. It comes about by cancellations between the terms (4.55) such
that (4.54) holds.

From this example we learn that the n-dependence requires a complementary
method. But because of the simplex structure of the original expression (4.13) there
is strong indication that the n-dependence is all right. Then the sum (4.11) is
Hilbert—Schmidt-convergent and S, _ is Hilbert—Schmidt.

At last it is worth mentioning that there are methods to prove the HS-property
of S, _ without using the Dyson expansion (see Refs [8], [9]). Hopefully they are
powerful enough to solve completely the problem posed in the present paper.

Appendix I

In this Appendix, first some results obtained with the stationary phase methods
are stated in the form of a theorem. For a proof, see Ref [7].

Then, an unequality used in Section 3, concerning the electromagnetic potential
A,, will be proved. First we need the following definition:

A solution of the Klein—Gordon equation

Py = (A - mz)(P (AO)
is called a regular wave packet, if the Fourier transforms of the initial data
—_— N

f=¢(-,0) and g =¢,(-,0) are C* and have compact support; in addition, if
m =0, k =0 must not be in this support.

Theorem 1

1. Let @ be a regular wave packet for the Klein—Gordon equation (A.0) for
m #0. Then, there is a constant d such that:

lp(x, )| <d(1+|t)) =32 for all values of x, t.
2. Let @ be a regular wave packet for the wave equation (A.0) with m = 0. Then
lo(x, )| <b(1+ |t~  for all values of x, t

and some constant b.
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We will now prove that if the potential A* is a regular wave packet for the wave
equation (2.6), there is a constant C such that:

|4, ) ].<C,  |V(@)|.<C forall teR (A1)
Here
V() =y 4,0t ) (see (2.5)).

Proof. According to (2.6) A, =0. Since A is a real valued solution of the wave
equation (2.6), the Fourier transform A(z, k) can be written as:

A k) = i {e(k, 1) f(k, e ™ + g(—k, 1) f*(—k, e™"}
A=1

cf. (4.9)) where f(k, ) has compact support as a function of k (cf. definition of
regular wave packet).

Thus:

2 1/2
4,91 = o2 1AL <200 3 { [@rlro o) (A2)
A=1
where |e(k, )| =1 was used, i =1, 2, 3.
Since f(k, 4) has compact support, the last expression on the right side of (A.2)
is finite. Thus (A.1) follows.

Appendix I

In this appendix the inequality (4.48) will be proved. We begin by proving the
following result: For G € C'(R™) with compact support, we define 7,, ,[G] as:

& * L G(YiseevsVm
I, . [G]=P j dy, f dy, - I Ay m (7 Ym) (A3)
—L - el Yi'eoi " Vm
Then the following holds:
Im, L[G] = Rm, L[G] + Hm, L[G] (A-4)
where
R, [Gl=(ogL)" Y G(o,L,0,L,...,0,L) (A.5)
e * Sy,
m oG
|H,.. .[Gl|<C(L) ¥ | — (A.6)
ji=1 6yj L)

and



104 Pasztor—Kraus H.P.A.

Proof. The above result will be proved by means of mathematical induction.
For m =1:
L

dG
Il,L=PJ dy, (yl) = log |y1|G(yl)|£L_J log |YI|2_dJ’1-
= Y1 34

Thus for m =1, (A.4)—(A.6) are fulfilled.

Now suppose that for m e N, (A.4)—(A.6) are satisfied. Then one may write
Ly, a8

m+1 4 1 [* ;) A A
L= Z Pj dAIJ. dyl'“J dyj‘lj de+1"‘J AV 1
j=1 0 - g - ol

.G(yl""3yj—19}“syj+l""9ym+l)_G(y]a°"syj~19 —A’yj+]" "sym+1)
Vi Yi—Yivr oo Ym+

m+ 1

L 1
= Z j dlI{Im,,l[G(y,,...,yj_l,l,y,-,---,ym)]
0

j=1
- m,A[G(yla cera ti—1>s *'Lyjs soee 9ym)]}
Since for m, (A.4) —(A.6) are fulfilled one has:

m+1

1
m+l L= Z {(log A)m Z 5 T Om

j=1 Gy O,

-[G(ol/l, ey 0 A A 04, ..., 0,4)

J

—G(O’lﬂ, DRI Uj—llﬂ ——1, O-Jj., o .. ,O'ml)]
+HJ;,A[G(J}I’ = el 9yj~15)‘,yj9 LR 5ym)]

m,ﬂ.[G(yly L 3yjfls —'1,)’1', U] sym)]}‘

Integrating by parts the contributions of R,, ; we get:

Im+l,L=(log'1)m+l Z 0'1'"O'm_,_]G(O']/l,...,O'm_,_]A)'é'

G177 %m + 1

L
- di(logi)"’“i Y 06, 0,41G(014, ... ,0,,14)
o di o,

T O0m 41

1m+1
+J dl_ 2 {Hm ,I[G(y],---,yj_ls’{ayjs'"sym)]
0

j—l

m,l[G(ylﬂ LECE ayj—la _’lsyja i@a ’ym)]}
Since

}im (logi)m-‘-l Z O’,"'Gm+1G(O'l/1,...,O'm+1/1)=0
=0

01" " Om 41
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and H,, ; can be estimated according to (A.6), we have that:

L1, 1[G] = Ry 1, 1[G + H,p 11, 1 [G]

where

m+ 1

L L1 oG
|Hm+1,L[G]| < {2m+1 .[ llog A|m+l dA + 2m J‘ d/lz Cm(/l)} Z
0 0

3 0 y;

i=1

¢ o]

Thus an iteration formula for C,,(L) is obtained:
L L 1
G, pall) =2m+ 1 j llog A"+ dA + 2m j dA 7 C,.(4)
0 0
with
L
C\(L)=2 J |log A| dA.
0

It can easily be seen that C,,(L) is finite for all m € N. The proof of (A.4)—(A.6) is
thus completed.

From (A.4)—(A.6) it follows that for G € C'(R™) with compact support, there
is an L < oo such that:

GI1sr s I
Rm Y177 Vm

(since G has compact support, L < oo exists with R,, ;[G] =0).
By means of the relation

1 1
=Pl —|— 7mid( v,
Yi + ie (y) i (yj)
we finally obtain that:

Graenn Vo m
[ O < oliey, + §
R l—I(yj'f‘lS) /=1

i=1
where ¢ 1S a constant.

m

<C,0L) Y

j=1

oG

dy

J

o]

oG

oy

J

)
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