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Probability Axioms
for Quantum Field Theory.

By Etienne Frochaux, Département de Mathématique,
Ecole Polytechnique Fédérale de Lausanne, Lausanne, Suisse.

(28. XI. 1988, revised 12. VI. 1989)

Abstract

We give sufficient conditions on a characteristic function of a probability space
for its derivatives at the origin to satisfy the Osterwalder-Schrader axioms.
These conditions are the Probability Axioms for Quantum Field Theory. The
weakly coupled P(¢@), models constructed by Glimm, Jaffe and Spencer satisfy
these axioms. Some new results about these models are established, such as the
strong convergence of measures when the Euclidean-space cutoff is removed,
the continuity of some combinations of Schwinger functions 1), the construction
of the Euclidean Wick fields and the generalization of the Feynman-Kac-Nelson
formula for the generalized Schwinger distributions.

1 This is a result of the Thése de !'Université de Lausanne of the author.

Introduction

Motivations. In a previous paper [Frochaux, a] the particle structure of a
Quantum Field model with weak coupling has been studied using a new method,
the variational perturbation method, initially proposed by Glimm, Jaffe and
Spencer. Some mathematical statements have been used, concerning the
existence of some vectors in the domain of the Hamiltonian, and the regularity
with respect to the coupling constant of some scalar products. These statements
are proved in [Frochaux b]; this last paper use some basic properties of the P(¢),
models, that we establish here.

Contents. We present the P(¢@); models with weak coupling and gives many new
results about them. The exposition begins at the axiomatic level, starting from
the Osterwalder-Schrader axioms. The First Part gives the conditions on a proba-
bility theory to generate an Osterwalder-Schrader model, in a space-time of d
dimensions, d22. The Second Part gives the example of the weakly coupled P(¢);
models, constructed by Glimm, Jaffe and Spencer. Here d=2. Some new results
about these models are established, such as the strong convergence of measures
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when the Euclidean-space cutoff is removed, the continuity of some
combinations of Schwinger functions, the construction of the Euclidean Wick
fields and the generalization of the Feynman-Kac-Nelson formula for the
generalized Schwinger distributions.

An effort has been made for the transparency of the mathematical exposition,
mostly self-contained, and for the simplicity of the given proofs. A more detailed
version of this work is given in [Frochaux, d].

First Part : the Axioms, page 1039.
I. The Axioms, page 1040 ; II. The main result, page 1042 ; III. Choice of the
Euclidean Space, page 1047.

Second Part : Examples, page 1049.

I. The free model, page 1049.

I.1 The model, page 1049 ; 1.2 Euclidean Wick Fields, page 1051.

II. The weakly coupled P(¢), models, page 1052.

II.1 The regularized models, page 1052 ; 1.2 Two convergence theorems, page
1053 ; 113 The weakly coupled P(¢), models, page 1055.

III. Euclidean Wick Fields of the weakly coupled P(¢), models, page 1057.
III.1 The Wick-Schwinger functions, page 1057 ; III.2 Euclidean Wick Fields,
page 1060.

Appendix I. Integration by parts formulas, page 1063.

Appendix II. The Banach space %, page 1066.

Appendix III. A technical lemma, page 1068.

Notations. N={0, 1, 2, ...}, N*={1, 2, ...}; ce C is the complex conjugate of c;
the functional spaces S(R"), (R"), LP(R") denote spaces of real-valued func-
tions. Let f: R"» R. The translated function x.f is given by x-f(y)=f(y-x) for all

x,ye R". The Fourier transform of f is f(k)=(2x)™? jmn d"x f(x) elkX for all ke R™ it

may be complex-valued. The dominated convergence theorem is noted as d.c.
theorem, and the Cauchy-Schwarz inequality as CS inequality.

First Part : The Axioms

In the 1950's Wightman wrote down a set of axioms for the Quantum Field
Theory, in order to give a precise mathematical framework to this subject. An
equivalent formulation was also given, concerning a family of distributions, the
Wightman distributions, connected in a natural way to the Quantum Field Theory
([Streater, Wightman] or [Jost]). The extension of Wightman distributions to
imaginary time leads to analytic functions, the Schwinger functions. Osterwalder
and Schrader found a set of properties for a family of functions to be the set of
Schwinger functions of a Wightman model [Osterwalder, Schrader]. These are the
Axioms for the Euclidean formulation of the Quantum Field Theory.
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The free model (i.e. without interaction) for massive, spinles particles satisfies
the Wightman axioms. In order to find more interesting examples (i.e. with
interaction) it has been necessary to look at other Euclidean theories constructed
on a probability space and connected to the ordinary Quantum Field Theory by
the famous Feynman-Kac-Nelson formula [Nelson]. It is possible to write down a
set of axioms, the Probability Axioms for Quantum Field Theory, concerning a
probability space, such that some expectations are the Schwinger functions of a
Wightman model [Glimm, Jaffe, §6 and 19]. The proof of this statement, rather
difficult, consists in the construction of the basic objects of the Quantum Field
Theory, starting from a probability space.

We give here another proof, using slightly different probability axioms (§I),
constructing only the Schwinger functions, and verifying that they satisfy the
Osterwalder-Schrader axioms (§II). The main interest in doing this is the sim-
plicity of our axioms (we do not need analyticity of the characteristic function)
and also of the proof (because we lean on the Osterwalder-Schrader recons-
truction theorem). The generality of our axioms make necessary the discussion
of which Euclidean Hilbert space must be use for the reconstruction (§III).

I. The Axioms

We restrict ourselves to a world with only with one sort of particles without spin
and without electric charge, moving in a d-dimensional space-time, with d>2.

Let (Q,X,n) be a probability space, where Q="'(RY), ¥ is the Borelian c-algebra of
Q (given the weak topology), and p is a probability (i.e. positive and normed)
measure on Y. Let ¢, for fe #(R?Y), be the random variable given by ¢¢(q)=q(f) for
all ge Q. The characteristic function ¥of u is defined by:

¢ FRY- T, 60= [V auq)

By a Minlos theorem [Minlos], there is a one-to-one correspondence between the
probability measures p and the functions %, provided that the latter verify

i) Normalisation : €10) = 1
ii) Continuity : & is continuous M)
n  —
iii) Positivity : for allne N*, fe #",ze C€" : T 7z €f;-f) 2,2 0
ij=1
We will call these conditions (M).
Let ¢ be the Euclidean group on R Y (rotations, translations and reflections),

acting on S(RY) in the usual way. We single out a particular direction in R¢

which we call Euclidean time ; a point in RY will be written as: x-—-()?,i‘), where X is
an Buclidean time, and xe R%!. Let {T(x), xe ]Rd}Cf denotes the subgroup of

translations, and 0e & the reflection in the x=0 hyperplane. We also define:
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P+ = (fe ARY), f(x, %)=0 if x< 0}

From now on, we write .% instead of S(RY).
The Probability Axioms for Quantum Field Theory, denoted by (P) are the
following conditions on a function % satisfying (M) :

i) Euclidean invariance : €(y-f) = €{f) for all ye ¢, fe ¥
ii) Osterwalder-Schrader positivity : 2 'z, i Qofif)z 20

l_r'
for all ne N*, fe (¥*)", ze C"

iii) Cluster property : lzm [€UF+T(sx)-g) - fé(f)%(g)] 0 (P)

for all xe RY -{0) and f.ge &

iv) Regularity : for all fe & a—%{af) is of class C* in an R -neighborhood
of o=0 and there exist a Schwartz space norm |...| and finite
positive numbers a,b,c such that.:

3 ‘zﬁaf)l ls ab" (n!)° If® for all ne N*

7

The axioms i), ii) and iii) can be read in [Glimm, Jaffe, §6]. The regularlty axioms
of these authors requires analyticity of the characteristic function, and other
complicated properties that we do not need here.

The interest of (P) appears in the following reconstruction theorem.

Theorem. Let €:5— Q satisfy (M) and (P). Then there exists a Wightman model
whose Schwinger distributions S, are the derivatives of €:

S (... = 1" azcﬂaf) et (1)
or all ne N* and fe &.

The demonstration consists of a Proposition (§II) that we will prove and then of
the Osterwalder-Schrader reconstruction Theorem [Osterwalder, Schrader].
The Osterwalder-Schrader axioms concern the Schwinger distributions S, e

F'(RH™), ne N (we give the case where the S, are real). We need some
definitions; for all ne N *, let us denote :
.= {fe F(RHY), f(x1,...,%5)=0 if x;=x; for some 1<i#j<n, and so are all
derivatives of f}
% ={fe &, , f(xy,...,x,)=0 unless 0 < X,< ... <X} .

For all fe #((R%™) and re o,, the set of permutations of {1,...,n}, we denote by f*
and =nf the following functions :

f*(Xy5eeesXp) = £(XpyaXy)  and  wf(xy,..0,%,) = f(Xgays- - Xpyin))
% will be the subgroup of ¢ consisting of translations and rotations of R? only
(the special group of ¢), acting on F((R?)") in the usual way.
We state now the Osterwalder-Schrader axioms. For all n, me N* :
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i) Euclidean invariance : S (y-f) = S (f) for all ye % and fe %, .

Lo . .
ii) Osterwalder-Schrader positivity : z 8;,(0-f;*®f;) 20
i,j=0
for all f,e € and fie %, , 1<i<n.

iii) Cluster property : lim [ S,,m(®-f*®T(sx)-q) - S.(64)8(g)] =0
—y oo

for all x=(0,x), xe R%'-{0} and fe %, , ge %, (08)
iv) Temperedness : S =1, S e F'(R%™) and there exist a Schwartz
space norm |l...| and finite positive numbers a,b,c such that :

n
| Sulfyse.nf) | < ab™ @) JT Ifl for all f;,...,f, € S(RY)

i=1

v) Symmetry : S, (xf)=S,(f) for all reo, and fe 5 .

II. The main result

Proposition. Ler €:5— C satisfy (M) and (P). Then the S, distributions defined

by (1) verify (OS) with the same Schwartz space norm |...| and the same numbers
a, b, c in (OS) iv) as in (P) iv).

Proof of the Proposition. We work in five steps. Step 1 : (P) iv) = (OS) iv) ;
Step2: (P)iv)= (OS)v); Step3: (P)iv) and i) = (OS) i) ; Step 4 : (P) iv), i) and ii)
= (0O8) ii) ; Step 5: (P) iv), i) and iii) = (OS) iii)

Step 1 : (P) iv) = (OS) iv).

We consider a more simple probability space: (R,B,0) where ¢ is a probability
measure on the Borel c-algebra ‘B of R. Here the characteristic function is now :
o) = I]R elox do(x) for all ae R, and the Bochner theorem takes the place of the
Minlos theorem. For all ne N we define the numbers, whenever they exist :

G = lim oY () )" Flka)

o—0,0e R -n<k<n

where(;)denotes the binomial coefficients. If a—%(o) is of class CN for some N
e N in an R-neighborhood of a=0, then %, =(-1)" ¥ *”(0) for all ne N with 2n<N.

Lemma 1. Let 6 be a probability measure on Band Ne N such that 6, exist for
all n<N. Then : a) the moments jm x" do(x) exist for all n<2N

b) a—A ) belongs to CN(R) and the formulas hold :

¢®@) = i f

R X" elax do(x) for all n<2N and oe R.
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Proof of a) (from [Loeffel]). The cases N=0 and n=0 are trivial. Fix two integer n,
N with 0<n<N and two real numbers A,x with A>0 and lal<n/A. Because Rax—

. ax
sin X 2 sin
is even and decreasing on [0,x/2] : IxI < oy " for IxI<A.
2 sin >
2n 2n
2n oA ox
" YT ki -2 g il
Then : J‘IxISA X do(x) < oA o-4n J (2 sin 2) do(x) .
2 sin 5 IxI<A

We use the inequality J|x|sA (sin...)?n do < IR (sin...)?n do and the Euler formula

. axyn 2 k ikax
(2 sin 5=| = 2 (nik) -1) e

-n<k<n

2 sin — -n<k<n

2
The limit a—0 gives : fic, x*" do(x) < %, (note that %, must be positive!). By a
monotonicity argument, the limit A—eo exists, and is bounded by %,. With the CS
inequality the existence of odd moments follows.
Proof of b). Fix n<2N and o,fe R with f#0. From the Euler formula:

. Bx
sin =

n 2 1l ‘
6’"2‘6(;) (-l)k‘g(a-ﬂkmg) =i L {_B_Z] &% Go0x)

The limit B—0 gives the announced formula (for the r.h.s. the existence of the
limit follows from ag) and the d.c. theorem). ¢
Let us return to the probability space (Q,X,u).

. 2n oA n _2n 2n k
to find : fmgx do(x) < [—-——w\]l (v Y (m) -1 €(ka)

Lemma 2, Let €:5—>C satisfy (M) and (P) iv). Then for all ne N* and fe 5" .
a) (ﬁaai)‘f(i aifi)
i=1 i=1

b)

oy=...=a =0 =i IQ QfI(CI) "'¢fn(Q) du(q)

n
n [+
< ab" () Hlfil

i=1

JQ ¢‘f1(q) ¢fn(q) dM(Q)

By a), the following definition of the Schwinger distributions agrees with (1) :
S, =1

Sa(f1seoofy) =.fQ ¢, (@) ¢, (q) du(q) for allne N* and fe S" (2)
1 n
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(OS) iv) follows from b) and the Schwartz nuclear theorem.

Proof of Lemma 2 a). Recall that Y is generated by the sets Cf(B)={qe &',
¢f(q)e B} for all fe Sand Be “B; then for all fe & B u(Ce(B)) is a probability measure
on (R,B); we call it o5. From (P) iv) :

won = [ P = [ € dorn)

is of class C” in an R -neighborhood of =0 ; it follows from Lemma 1 that :

a:‘é?(af) =i" jQ(‘bf)n eia‘Pf(Q) dp = i J‘R W & iox dorr

exists for all ne N. a=0 gives the announced formula, in the case where all f; are
the same. The general case follows by n-linearity.

Proof of Lemma 2 b). From a) and (P) iv) : IIQ (op" dul < a b™ (n!)® Ifi* for all fe &
The announced formula follows from Holder inequality.

Step 2 : (P) iv) = (0S) v).
Since S,e S"(RH™, S,(f) can be written as a limit, for all fe F((RY)?) :

S, lim S° (t) where, for all >0 :

£—+0

SO = Joap €% F0pee k) ST M e T = $,(E4G*")
for all je ¥ with fj=1; je is the function R%x—gd j(x/e). Note that the limit is
independent of j. From its definition (2), S, (f,,....f,) is symmetrical, and so is S[El

for all £>0, and so is its limit when £¢—0, too.

Step 3 : (P) iv) and i) = (OS) i).

For all ye % and fe 5", we have from (2) and (P) i) :
Sultfy- - 10 = (TM9g,) Aoy lo=0 = 19 AT %m0 = Sulfys---ofn) -
For all fe % . #((R%)"), we approach S,(f) by Sn(f) with €>0. With the previous

result and some change of variables we obtain :

SOD = [d¥ fxpxy) Sl TORD) e o » ¥ TR )

A little effort gives : 'y'lT('y-x)-ja = T(x)k, for all xe R4
where k=y'.j and y'e SO(d) given by y-(x-y) = y'.x - y'l.y for all x,ye R¢. We obtain
S (v-f) = S,(fx(k,)®"). Because [k=1 and ke % the limit e—0 exists and gives S,(f).
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Step 4 : (P) iv), i) and ii) = (OS) ii)

The action of Zon S induces an action on %' in a natural way, and then also on
the random variables %'— €. By (P) i) this action is realized by unitary operators
on L%(Q,n). We introduce a closed subspace of L2(Q,p) :

L* = closure of the span of {ei¢f, fe F+}
The bilinear form b : L2(Q,p) 3 v, x — b(y,x) = (6-y , % L2 S2tisfy :

Lemma 3. Let €:F—C satisfy M) and (P) i) and ii). Then for all ye L*: b(y,y)=0.

Proof. By (P) i), 8 acts as an unitary operator on LZ(Q,p). Then the form b is well

defined. Let us consider a vector y = Xci<q C; el®fj with ne N*, ce C" and fe
(*)". Note that we L*. We have :

n n

blyw) = 3, ¢, g (%, e D2qu = X © & ECofH)
j,k=1 j,k=]

which is non negative, by (P) ii). Because all vectors of L* can be approached by
such a vy, the conclusion holds. ¢

For all ne N* and fe #((R%") we introduce the random variables :

Q=g ¢(@ = umJ oo 47X B Xn) 070 (@ OT(x,)-1, (@ 3)
(R)"

£—+0

where j. is an approximation of the Dirac distribution as in Step 2. We will use
the following functional spaces, for all ne N* :

S = { fe FARYY ; f(xy,....,x,) = 0 if ;< 0 for some ie {1,...,n} }

Lemma 4. Let €:5—CQ satisfy (M) and (P) iv) and ii). Then for all ne N* we have
o eLXQp) if fe F(RY" and ¢rel* if fe &, .

Let us discuss the consequences of Lemmas 3 and 4.
Take y=1f, + 31 en ¢?n with NeN*, f e C and f e & ,C 5 :1' for all 1<n<N. By Lemma

4 :yeL*. Then by Lemma 3 : b(y,y) = X, 150S1+m(0:f, ® f) 2 0 which, together
with the symmetry of S, (Step 2), proves (OS) ii).

Proof of Lemma 4. Let us begin with the case where f is a product of functions
of R?: f(xy,...,x,) = f;(x;) ---f,(x,). We define :

n@= i %(eie“’fl“” : 1) l(eiwf,,(q) _ 1)

£
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for all £>0 and qe Q, ¢ € L%(Q,p) and if fe .Sfl’: 0 € L*. The lemma holds for such f

if the pointwise limit ¢?(q) = limg_, .0 ¢?£ (qQ) actually converges in L2(Q,p). Look at

2 .

n | !
- J eojca) - I1 5 (59 - 1)
L'Qw JQ

j=1
The convergence to 0 if e—+0 is assured by the d.c. theorem (a bound indepen-

dent of ¢ follows from : le }(expieds(q)-1)! < Idg(q)l € LP(Q,u) for all 1<p<ee, Lemma 2).
If f cannot be factorized, we use the definition (3). The r. h. s., if €>0, is treated

2

O, - O du(q) .

like the factorized case, and thus is in Lz(Q,u.) and moreover is in L% if fe.S": and

je &*. We have only to control the strong limit in L? when e—+0. So we compute :
2

= 5,00 -2 [ d"x f(xy,...x) §, (F0(T(x))jc® - 8T(x,)i) +

/

n nd '
op - Id & {6 S O ¢I‘(x1)-j£ ¢T(xn)'je

L2(Q.u)

+ Jd™x 4™y £xyeee ) £ 9)S, (T8 -+ OT(Rp}Je®T(1)5c® -+ OT(3,):e)

which converges to 0 if e—5+0 because S, e S'((R9)?"). ¢

Step 5 : (P) iv), i) and iii) = (OS) iii).
Because | is a finite measure, the constant functions are in L2(Q,pu). We call P the
orthogonal projector in L?(Q,u) on the one-dimensional subspace {Q=q—c, ce C}.

Lemma 5. Let €: - Q satisfy (M) and (P) i) and iii). Then: weak-lim T(x) = P.

Ixl— o0

For all n, me N*, fe & ,C #((R9)") and ge %, ,C F((R9)™), we know that ¢;_f . ¢: €
L%(Q,u) (Lemma 4). For all x=(0§), Xe R%'-{0} it follows from Lemma 5 that
g n _n 4, .m
0= lim [(¢e.f,., T 09) 2 4y~ @ars 1) 21y (10 0 g)Lz(Q,p,]

= lim [, (8f*®T(sx)g) - 5,(81*)Sn(g) ]
and then (OS) iii) holds.
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Proof of Lemma 5. By (P) i), T(x) is a bounded operator on L2(Q,p) for all xe R9;
it is then enough to verify the weak limit on a dense subspace.

i W 3
The span of {e¢f, fe ¥} is dense (Lemma 6); we take two vectors in it :

N ¥ M i
y=3 ¢, e ¥ and x=Y d, 6 %%n
n=1

© n=1

with N, Me N*, c;, djeC,f;, ge . For all xe R9 we have :

N M
(v, TP X 20, = X X T dy [FEATOR) 8w - A |

which goes to 0 when Ixl—see, by (P) iii). o

III. Choice of the Euclidean Space

Let (Q,X,n) be a probability space, where Q=%"'(R"), ¥ is the Borelian ¢-algebra of Q
(given the weak topology), and p is a probability measure on ¥X. We introduce
two closed subspaces of L2(Q,p):

& = closed span of (e!0f, fe 7}

A = closed span of {(¢7)", ne N, fe ¥}
We give two Lemmas about the connection between L2(Q,|.1) and these sub-

spaces, and we discuss then which Euclidean Hilbert space must be used for the
reconstruction.

Lemma 6. &= LZ(Q,p,).

Proof. We establish that all F in L2(Q,u) with : F(f) =[q e®/® F(q) du(q) = 0 for
all fe & satisfies : IIFI!Lz = 0 . For all compact set A of R, let {xi , €50} be a set in &

which converges pointwise when €—0 to the characteristic function y, of A. We

suppose that 1xi(x)| < 2 for all xe R and e>0. For all £>0 and fe . we have now :

e—0

dea 1@ Ff) = fQ F@ 2,006@) dp@ = ch(A) B i

(ii is the Fourier transform of xi). The equality is due to the Fubini theorem

which allows us to permute the integrals over R and Q when the function is L! in
both variables ae R and qe Q. The convergence when e¢—0 is assured by the d.c.
theorem. Because the sets C{(A) = {qe Q, ¢¢(qQ)e A}, for all fe & and A compact set of
R, generate ¥, we have proved that [g Fdu = 0 forall BeX.
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For all ne N* the n-th moment of u is S,(f) =_[Q (¢5)" du for fe & when it exists.

Lemma 7. Suppose that there exists a Schwartz norm |...| and two finite positive

numbers a, b such that 1S,(f)l < a b" n! Ifi" for all ne N* and fe & Then: LY (Q.u) = &
=.4.

Remark. When the growth in n of IS (f)l is stronger then in Lemma 7, &€and 4
can be different. For an example (in the case where Q=R) see [Feller, §VIL3].

Euclidean Hilbert space. For the reconstruction of the Quantum Field Theory
[Glimm, Jaffe, §6, §19] take & as Euclidean Hilbert space. The regularity axiom
used there requires analyticity of the characteristic function, which imposes a
growth in n of IS (f)l no stronger then in Lemma 7; thus in this case &=.# = L2
Our regularity axiom is weaker, and admits stronger growth for IS (f)I (that is, in
(P) iv), ¢ can be >1). Because &= L? may be too large, we must require for the
reconstruction the Euclidean Hilbert space to be 4.

Proof of Lemma 7. The relation L?(Q,p)=¥is just Lemma 6. To prove & =.4, we
must construct a random variable exp(i¢f) for each fe S as a limit in £ For that,

we define, for all ae R, |a|<(8blfl)'1, the multiplication operator in L2(Q,].L) :

N . n
AV = 3 L oy
n=0

n!

with Ne N. AN(a) is well defined on L™(Q,), which is dense in LZ(Q,[.L) (Lemma 6).
Moreover for all Fe L=(Q,u) the sequence {AN(a)F, Ne N} converges strongly in
L3(Q,p) to e'®®f F when N—eo because :
2

du =

n!

N . n .
z (1(1) (¢f)n _ e1a¢f
n=0

. 2
IAN@)F - ! || < IIFIIin
L2
> 2 | an

Q
2
= |IFll,
. JQ n=N+1 n!

goes t0 0 when N—eo (this follows from the hypothesis of the Lemma and the d.c.
theorem). Because (lle'®®f Fil; 2)* = [ i@ |F(q)? du(q) = (IIFIl 2)? the

multiplication operator e'®®f is of norm 1. So it is defined on all L2, and it can be

iterated. Take ac R and ne N such that na=1 and a<(8blfl)’!; since le .4, we have
obtain :

e10f _ (ei““’f) = dim ... lim ANM(q) ... AN0) 1

Nl—)w Nn—-)oo
that is : exp(i¢¢) is a strong limit (in L2) of vectors of 4. ¢
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Second Part. Examples.

The weakly coupled P(¢), models associate to any pair (P,A), where P is a posi-
tive polynomial and A is a non negative, sufficiently small number, a Quantum
Field model satisfying the Wightman axioms. They are constructed first in a
regularized form, starting from the case A=0 (the free model, §I) and then the
regularization is removed carefully. We describe briefly this construction,
without proof (§II), giving only the result of the cluster expansion of Glimm,
Jaffe and Spencer. We will prove that the limit of involving measure holds in a
strong sense because of the good asymptotic behavior of the characteristic
function (II.2), which is obtain by a generalization of the Integration by parts
formulas (Appendix I). These models satisfy the axioms (P) (IL.3).

We construct the Euclidean Wick fields (§III) in a simple way (which generalize
the results of Klein, Landau and of Glimm, Jaffe), starting with the case A=0 (1.2),
using that some combinations of Schwinger functions, the Wick-Schwinger
functions, are bounded and continuous (III.1). This permits us to generalize the
Feynman-Kac-Nelson formula for the generalized Schwinger distributions (IIL.2).
We use the following notations, with now d = space-time dimension = 2 : &, &,
Z, L? and CY instead of S (R?), ¥ (R?), ZR?), LP(R?), CN(R?) as spaces of real-
valued functions (but their Fourier transform may be complex valued). We will
call {j, , ne N*)} a sequence in .2 which approximates & if jn(x)=n2j(nx) for all xe R?
and ne N*, where j is every function of & satisfying [j=1.

I. The free model

The first example ¥:%— € is a Gaussian function, which generates a physically
trivial theory.

I.1 The model

I.1.1 Definition. The characteristic function of the free model is %, : %= f -
exp(- +C(£,1)) , where C(f,f)=(f ,(l-A)'lf)Lz . A is the Laplacian on R2.

I1.1.2 Proposition. € satisfies (M) and (P).

Proof. (M) i) and ii) are obvious. For (M) iii) we must prove that, for all ne N *,
fe ¥ and ze C" :

L — JLOHf., f-f n— . f.

2 z; e 2 ( b g L j) Z, = 2 z'i eC(fpr) z'j

ij=1 i,j=1
is not negative, where z';=z; C(f;,f;) for all 1<i<n. If A is a nxn non-negative matrix,
so is B, defined by B;;=expA;; [Horn, Johnson, § 7.5]. So we have only to verify
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that C is a non-negative quadratic form, which is made obvious by the identity:
CED) = [g2 d’k &P*+1)7 () for all fe F(R) .
(P) i) is obvious. For (P) ii) it is enough, as above, to see that for all fe #+: C(8-ff) =

Jg2@Hk) f(k) (*+1)'d’k is non-negative. Recall that support property gives

analyticity by Fourier transformation. If fe %, then 'f(rif) is analytic for % in the

half plane %Kk >0, and If(f(, E)l decreases if %K — +oo; and so is (é'-'f)(fg E)z f(fc, -E)

(recall that f is real-valued). Then by the residues formula

CO-ff = nfm dk f (io®,-0 flo® k) o® !

where o(¥)=(k?+1)!/2. Because f is real-valued f (ic,-k) = f(ic,k) for all ¢, ke R,

¢>0. Then C(0-f,f) = n | dk If(io®,k)? o(k ) which is obviously non-negative.

Let us prove (P) iii). For all f, ge &, C(f,x-g) = I f(k) g(k) (1«:2+1)'1 elk* 42k goes to

0 as lixlle (Riemann Lemma); thus the following expression also tends to O :
- C(f,x-
Gf+x-g) - §OBE = GOEE (e txg) 1].
We prove now (P) iv). The computation of the derivatives of ¥, (af) gives :
(-1)"2n!
n _ B 2)1 20/2
| - (n/2)
*= = 0 for n odd

C('f,f)""2 for n even

for all ne N. We define a Schwartz norm Ifl = supkelRZ\lkZH Ifik)l and a finite
constant K = [f d%k (k2+1)'2]m. Then C(f,f) < K2 Ifl%>. We have found :

3, €, (af) < o K "L e

a=0

I.1.3 The free model. Let ¢¢, for fe &, be as in the First Part. The map ¢ : 5 —

(Q,XY) is the Euclidean field. From the Proposition 1.1.2 and the Minlos theorem

(see First Part) there exists a unique probability measure p, on ¥ such that :
G = |eq dro(@) exp i)

for all fe & From the Proposition 1.1.2 and the reconstruction theorem (First Part)

there exists a Wightman Quantum Field model, the free model, the Schwinger
distributions S, of which are the moments of p, :

Sulfys.. ) = J'qEQduo(q) 0r,@ - ¢r (@ for all ne N* and fe 5",
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I.2 Euclidean Wick fields of the free model

We construct here useful random variables on the probability space' (Q.X,u,)-

I.2.1 Wick polynomials. We define the polynomials of ¢¢:
i ios
:¢fn: = in an =
* cﬁ(af) o=0

for all ne N *, called Wick polynomials, closely related to the Hermite polynomials;
for n=0, we put :¢;°:=1. We obtain :¢y,---¢r,: with fe " by n-linearity. We will use
the algebraic notation : :A+B: =:A:+:B: . Let {j, , ne N*} be a sequence in & which
approximate 8, fe L? and me N*. We define a sequence : {\p,,:f d?x f(x) Hdx.j )™ s
ne N*}. The following result is due to Nelson ([Nelson] or [Dimock]).

1.2.2 Lemma. {y_ ,neN*} is a Cauchy sequence in Lz(Q,uo) :

Proof. The expectation of a product of two Wick polynomials gives :

N m _ ~(n+m) 0 4m ‘tfo(ﬂfi'ﬂg)
J-¢f 1oy tdp, = i aaa,, % (ah € (Bg)

for all nm e N and f, ge L?; 8, is the Kronecker tensor. After calculations we find
] m
2 2 a%k; | [+
Iy, -yl 2g ) = m! (20) JmZm (13 e f 2‘; k;

for all n, n'e N*, where J,(k)=j (k;)-+ jo(ky). Now j (k)=j(k/n) for all ke R2, which

= 3, m n! C(f,g)"

a=p=0

2

ol - Jo(k) |

converges pointwise to 5(0) when n— o (recall that _; (0)=1/2n for all je I with
[j=1). Moreover If(k/n)l < supxenzlj(x)l = (lljlip1)/2n  for all ke R%, ne N* and

J(d%ky/(k 2+ 1))IF (Tk,)I1? is well defined because it can be written as [d2k f (k)I?
G,(k), bounded by (lll-"«lle)2 Gylly =, where G, is given in Appendix IIL. It follows
now from the d.c. theorem that lly -y Il goes to 0 when n,n'—e-. .

Remark We have taken je & because of the definition of the Euclidean fields
I.1.3, but the above proof uses only that je L.

1.2.3 Definition. Because L%(Q,p,) is complete {y,, ne N*} has a limit :
207 () = lim Inz d%x f(x) H(0x.5,)™
n-—yoo

and the maps : ¢ : from L3(R?) to Lz(Q,uo), for all me N *, are called Euclidean
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Wick fields. (We don't mention j because the limit depends only on j(0)=1/2=,
see the proof of 1.2.2). For m=0 we put : ¢° :(f)=1. For m=1 we have : ¢1 () = 5.

1.2.4 Lemma. For all m, pe N* and fe L2 we have : ¢ :(f) e LP(Q,u,).

This result is also due to Nelson ([Nelson] or [Dimock]). For a more detailed proof,
see [Frochaux, d].

II. The weakly coupled P(¢)2 models

We resume the main steps of the construction of the weakly coupled P(¢),
models, without giving the proofs. Let P : R - R be a polynomial bounded from
below, fixed for all this paper.

II.1 The regularized models

Let A be a compact set of R? (the cutoff), {j,» ne N*} be a sequence in & which

approximate 3, and consider the sequence {x,,:exp(-_[A dzx :P(¢x_jn):) ; Ne N*}.

I1.1.1 Theorem. [xg, ne N*} is a Cauchy sequence in LP(Q,p,) for all pe N*.

This Theorem is due to Nelson. He uses a slightly different sequence, but his
proof ([Nelson] or [Dimock]) admits the case given here.

From the theorem, (x,, ne N*} has a unique limit in all LP(Q,p,), pe N*. We denote
it q-ee'vA(Q). Note the factorization law e VAUA'= e VA e VA" for all disjoint compact
sets A,A' of R2. If the polynomial is replaced by AP, A>0, the limit is noted exp-AV,.

I1.1.2 Measure of the regularized models. We introduce a probability
measure |y , on X by :

1 .
da@ = 7~ @ e MVal@ for all ge Q

which is well defined for all A0 and A compact set of R2. Z, , is the normalization

factor. Note that the constant of the polynomial P disappears in the division by
Z) 5. Thus the prescription "P bounded from below" can be replaced by "P
positive valued".

II.1.3 Moments of p, ,. The measure p, , is absolutely continuous with respect
to ,. So are well defined the generalized moments of u; , :

S0 = fo dnaa IT : 6™
i=1

for all ne N*, me (N*)" and fe &". The goal now is to remove the cutoff, i. e. to
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perform the limit A—R?. The first step is to establish bounds on S, independent

of A. We consider a Banach space % of functions from R? to R, given in Appendix
I For all ne N* and fe %" we write: A, (f)=I1,.,If)l 3. For all U, VCR? disjoint, we
define: %;={fe &, support of fCU} and d(U,V) = smallest distance between U and
V (usual distance in R?2).

II.1.4 Theorem. There exist K, A, me (0,%), depending only on P, such that for
all A compact set of R? and all Ae[0,A], for all n, n'e N*, me (N*)", m'e (N*)", (with
A=Xicicn My and X'=%;gey m'; ) :

i) I1SSDI< KA forall fe F

it) for all U, VCR? disjoint, fe (By)" and ge (By)" :

m+m'’

St (feg) - ST(f) Sy@)| < 21 41 KA A (D Ay(g) exp (- m d(U,V))

The Theorem, due to Glimm, Jaffe and Spencer, is the main and the most difficult
step of the construction of the P(¢), models; its proof consists of the control of the
so-called cluster expansion [Glimm, Jaffe, §18]. The Theorem gives an extension

of S:'A, originally in (%')", to a continuous n-linear form on % Note that the

bounds are independent of A in [0,A].

I1.2. Two convergence theorems

Fix Ae [0,A] for all this paper. The limit A—»R? is taken first on the moments S:‘,A.

Let B; be the closed ball in R? of centre O and radius r. A sequence {Aj, je N} of
compact sets of R? is said to be admissible if B;C A, for all je N.

II.2.1 Theorem. Take ne N*, me (N*)" and fe & ". For all admissible sequence

[Aj, je N} of compact sets of R?, S;:Aj(f) converges if j—co to a unique limit.

The proof is in [Glimm, Jaffe, §18] or [Dimock].
We are interested now in the convergence of the measure p, ,.

I1.2.2 Theorem. Take o Y. For all admissible sequences {A;, je N} of compact
sets of R?, u;_,Ai(o) converge if j—eo to a unique limit.

[Glimm, Jaffe, Corollary 18.1.3] gives the convergence of the measures, but in a
weaker sense, as in II.2.5. The proof of the theorem needs three lemmas.
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I1.2.3 Lemma. Let {0}, je N} be a family of Borel probability measures on R such
that for all n, je N the moment Fn,j=IR x" doj(x) satisfies : 1) IF,;! < n! K" for some
fixed Ke (0,), 2) lim;_,, F,; exists. Then there exists a unique Borel probability
measure 6 on R such that :

i | g X" do(x) = lim;_,_ F,; for allneN

i) Jg elP* do(x) = lim;_,.. [, €P* dojx) for all pe R.

I1.2.4 Lemma. Let {W;, je N} be a family of probability measures on X such that
for all n, je N and fe Sthe moment F, ;(f) = IQ (65)" dp; satisfies: 1) IF, (D)l < n! K" If1"|
for some fixed Ke (0,00) and Schwartz space norm |...|, 2) limj_,m Fn'j(f) exists. Then
there exists a unique probability measure p on ¥ such that :

i) IQ @p" du = limg, F,f) for allneN and fc &

i) Jo e du = lim,. I €% d  jorall fe .

The proofs of Lemmas II.2.3 and I1.2.4 (standard!) are given in [Frochaux, d].

I1.2.5 Weak convergence of the measures Ka,Aje The hypothesis of Lemma
I1.2.4 are satisfied by the sequence {ul’Aj ,je N} :1) follows from theorem II.1.4
i) and Lemma A.Il ii); 2) follows from Theorem II.2.1. So there exist a unique
probability measure M, on XY such that :

Jo ¥ dm = lim, GA®  whee GA® = [0 duyy,

Jo @" dm = lim. [, 09" duya,
for all fe ¥ and ne N. We have obtained the weak convergence of the measure
Wa,a; S in [Glimm, Jaffe, Corollary 18.1.3].

11.2.6 Lemma. For all fe &, f£0, there exist Me L'(R), depending only on P and f,
such that | G A(af)| < M(a) for all ae R, Le[0,A] and A compact set of R2.

Proof This is a consequence of the Integration by parts formulas of Appendix I
Take fe &, f£0, and let us compute the derivation :

Dcfeiatpf(q) - lim 1 eiaq(f)+ia£C(f,f) i eiaq(f) _
es0 ©

eia¢f(q) Tim l_( eiaeC(f,f) ) 1)

€-0

B eiwa(Q) iaC(ED

ioo(q) .
for all qe Q. We have found : D £ = ela(pf(q) 5

Cf jaC(f,f)
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We use the Proposition A.I.2 of Appendix I, with N=1, F=ei°‘¢f/iaC(f,f) and
G=(Z;L’A)'1exp(-kVA), the derivatives of G being given by Lemma A.IL.4, to find :

1 .
Cgl.,z\((x'f) = lﬂ‘.C(f,f) IQ dul,A elaq)f (P'R,A(Cf) - ¢f)

(P' is the derivative of P). Note that there is no singularity when oa—0, the
integral being O(w). The same formula, with N=2 and F=-e¢!®®f/a2C(f,f)? gives :
(gl,A(aﬂ=

= - ;%I(EBEJ‘Q dpy A ewupf (P";_,A(Cf,Cf) + (P'k,A(Cf))z— 205 Py A(CD) + :¢f2:)
(P" is the second derivative of P). Again, there is no singularity when a—0, the
integral being O(a?). For lal>1 we use the theorem IL1.4 to write :
G (af)| < __1; K' IfI?
’ o C(t.0)
for some K'e (0,»). For lal<1 we use 163, 4 (af)l<1. We define M(a) as the found
bound. ¢

Remark Using the integration by parts formula again and again, we find that
a— % a(af) decreases when lol— oo faster than the inverse of any polynomial,

uniformly in A. And so is its limit when A—>R?, in the sense of I1.2.5.

I1.2.7 Proof of the Theorem. Because the sets Cg(B)={qe Q, ¢¢(q)e B}, with fe &
and B a Borelian of R, generate the o-algebra ¥, we restrict ourselves to them.
From the Fubini theorem and Lemma I1.2.6, we have for all je N :

j]gda Cﬁ.Aj(af) \,-Z_TC’ZB(G) = J.Q xB(e£(q) dul,Aj(‘I) &= P‘A,A]-(Cf(B))

where xp is the characteristic function of B. We take the limit j— . Referring to
the d.c. theorem and the lemma II.2.6, the limit and the integral can be
permuted in the 1. h. s. and we obtain :

lim A (C((B) = dea lim 4, ,Aj(af)\lﬁ w@) = P(CeB)) . o
Jreo

)=

II.3 The weakly coupled P(¢), models
Let 4.(f) = IQ el0f du,, =jlim 4., Aj(f), for fe ¥ be the characteristic function of the
—o00

measure W=lim;_, ., Wy, Aj announced by the theorem II.2.2.

I1.3.1 Theorem. %, satisfies (P).

Proof. We verify each axioms (P) one after a other.
(P) i) : letye ¥, A a compact set of R? and fe &. From the definition of Haa (IL1.2)
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and the invariance of p, (Proposition 1.1.2), we have : G A(v-f) = G y1.4(D).

If {E;,je N} is an admissible sequence of compact sets of R?, so is {y“-...j ,je N}. By
the Theorem I1.2.2, the limit A—R? gives on both sides the function % .

(P) ii) : let us define a closed subspace of L?(Q,p,) : L*= closure of the span of {e!®f,
fe ¥+}. Because %, satisfies (P) (Proposition 1.1.2), L* have the property IQ ¥ 0.y

dp, 20 for all ye L* (Lemma 3, First Part). Let A be a compact set of R? such that
A=A*U A", with A*N A'=@ and 0-A*=A". Then dpy 5 =Z, " dp, Ex+ 0-Exs where :

Ex+r = lim exp (— A JA+ d’x :P(¢x_jn):)

n—eco
where {j, ,ne N} is a sequence which approximates &, with the special condition:
je &*. The existence of this limit is assured by Theorem II.1.1. Thus E,+eL*.
Because p, satisfies (P) we have, for all ne N*, fe (¥+)" and z£ Cn :

n _ 1 _

z; 0f-f.) z = =5— 6.y d 20
i};‘l i %,A( i _]) z] ZU\ Q Y Oy ap,
where y = E,+ Zisjs,, Z; ei¢fj e L*. We take an admissible sequence of compact sets of
R%: {A,,ne N} such that A,=A,*UA_", with A_*NA, =@ and 8-A,*=A, for all ne N. Then
we take the limit n—eo, using Theorem II.2.2. The function %, appears in the 1. h.
s. of the above equation. The non-negativity is preserved during the limit.
(P) iv) : the inequalities of Theorem II.1.4 i), uniform in the cutoff A, are
preserved in the limit A—R?; then together with the Lemma A.Il ii), they give :

“Q (op)" d”xl < n! K" iI®

for some Schwartz norm |...I, for all fe and ne N. By Lemma 1, First Part, the
function Raa—% (af), for fixed fe & is of class C~, and the following formulas hold
A" (af)|gp = i" IQ (6p)" dy,, for all ne N*.

(P) iii) : because of the inequalities on the moments stated above, the span of
{(¢p", ne N, fe ¥} is dense in LZ(Q,p.x) (First Part, Lemma 7). We will prove that we
can replace ¥ by 9 i. e. § = span of {(¢;)", ne N, fe 9}, is also dense. Let &, be
two vectors in §. We denote by P the orthogonal projector in L2(Q,u,) on the
constant functions of Q. The inequalities of Theorem II.1.4 ii) being uniform in
the cutoff A, they are preserved in the limit A—R?2, so we can write :

lim (&, (T -P)E)2q,, = O

lIxll— o0
Because T(x)-P is bounded uniformly in x, (P) iii) holds. We must now verify that
d is dense. For this, we prove that for all ne N * and fe % there is a vector of ¢
very near from (¢5)". Take € >0. Because & is dense in Fthere exists ge I with :
n-1 . . -1
If-gl < e[(4! @) Y e ey
=1
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We suppose that € is small enough for the above r. h. s. to be <1, that is Igi<ifi+1.
With (09" - (0g)" = 0.5 Licjen.1(05Y (9,)"7" and with the CS inequality, we have :

n-1
I ($p)" - (¢g)ﬂ ||L2 < | 0f.g ”L4 z (¢f)j (¢g)n—j-1
j=0

L4

With the bounds of the moments of p, just found we obtain II(¢f)“-(¢g)“IIL2 <€e o

I1.3.2 The weakly coupled P(¢), models. From the Theorem II.3.1 and the
reconstruction theorem of the First Part there exists for all positive polynomial P
and all Ae[0,A] a Wightman Quantum Field model, called a P(@); model, whose
Schwinger distributions S, ; are the moments of u, :

Sualfi-rf) = [odr(@) 05, (@ - 0, (@)

for all ne N* and fe ". These relations, writing the Schwinger distributions of a
model of quantum field theory as moments of a probability space, are known as
the Feynman-Kac-Nelson formula. These models describe a world in which
interaction actually occurs [Osterwalder, Sénéor], [Eckmann, Epstein, Frohlich].

I1.3.3 The generalized Schwinger distributions. The limit announced by
the Theorem II.2.1 are called the generalized Schwinger distributions denoted as

S,» where : S, (f) = J{i'ZZ SMj(f)
for all Ae[0,A], ne N*, me (N*)" and fe &"; for m=(1,1,...,1} we write simply S;n =Sn

The inequalities of Theorem II.1.4 are preserved in the limit, because of their
uniformity. Thus we have:

i) 1S5® <2 K* A forall fe B
ii) for all U,VCR? disjoint, fe (Hy)" and ge (ﬁv)“' x
| S ™ (feg) - ST(D) ST (g)| < A1 A1 K AL(D) Ay(g) exp (- m d(U,V))

for all Ae[0,A], n, n'e N*, me (N*)", m'e (N*)?, (with 2=, m; and £'=Y, .. m";). The
constants K, A and m are those of Theorem II.1.4. The goal of §III is to find a

representation of S;" as an integral over Q, i.e. to generalize the Feynman-Kac-

Nelson formula for the generalized Schwinger distributions.

III Euclidean Wick fields of the weakly coupled P(¢)2 models

III.1 The Wick-Schwinger functions

Some combinations of Schwinger distributions are generated by continuous
functions.
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III.1.1 Definition. The Wick-Schwinger distributions SW, , are defined by :

Swl,n(f) = IQdilx :¢f1“'¢fn:
where Ae[0,A] and ne N *, for all fe %", for n=0 we take SW, o=1. Note that for

A=0, SW, =0 for all ne N*. The importance of these distributions can be seen in
the following formula, called the Wick decomposition.

II1.1.2 Lemma. Let X be a finite non-empty subset of N, p a partition of X and
fe SX. Then the following formula holds (Wick decomposition) :

010 e - 3 [jqauo I s T os¢ | ¢ T1 o5

Jep ] AcYSX Jepy  jel jeX-y
where py is the restriction of pto Y.

This formula is given in [Dimock, Glimm].

Proof. The definition of the Wick polynomials leads to :

: +1
H :H 0f; 2 = i a“l'"aan el‘bu-f [H“go(zﬂaf])J
a=0

Jep jel Jep jel

with a-f=%¢e, 0;f; . We multiply by 1 = €(a-DE(a-f)" :

Jep  jel Jep jel

=0

With the Leibniz formula, the r.h.s. can be written as a sum of product of
derivatives of each of the two factors. The derivatives of the first factor give the
Wick polynomials, and the derivatives of the second factor give the integrals as
was announced. ¢

By integration the relation of Lemma III.1.2 gives the following result.

II1.1.3 Lemma. Let X be a finite non-empty subset of N, p a partition of X,
fe X and \e [0,A]. Then the Wick decomposition gives :

JQdle IT 11 of;: = )y '[Q dpo IT ¢ II Of; ¢ | SWaxyi(fx-y)
2cYeX

Jep jel Jepy jel

Thus for all A each Schwinger distribution is a sum of products of Schwinger
distributions of the free theory and Wick-Schwinger distributions.

We establish now the Integration by part formulas for the Wick-Schwinger
distributions. We need some notations, because of a little algebraic complication.
Let Q be a polynomial, X a finite non-empty subset of N and p a partition of X.
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We denote by QX the k-th derivative of Q (if k>deg Q, Q¥=0). For all Ae [0,A], A
compact set of R? and fe P , we define :

SHO = [oanan IT:Q% )

: Jep
The limit A—-)]Rz, in the sense of Theorem II.2.1, will be denoted as :

QP _ 4 QP
S, ® = lim, $30(0)

II1.1.4 Lemma. For all ne N* and fe ", the Integration by parts formula gives :

SWaa® = 2, S5P(E)
pe &,

where fye PP is given by fr, =@, (Il;c; Cf) .

In the Lemma, C is the operator (1-A)’! and &% is the set of all partitions of
{1,...,n}. This formula is written in [Eckmann, Epstein, Frohlich, proof of theorem
2]. Note that the 1. h. s. involve ij instead of fj, which is the key for finding the
regularity of the distributions SW.

Proof. The Corollary A.L3, with Fzze'lVA/ZLA for some compact set A of R, and
then the Lemma A.I.4 lead to :

P,
JQ dpa,a TR TR Zsk’:(fp,l\)
pe

where fp_A=OJEp(xAHje 1 Cf;). The limit A—R?is performed using Theorem II.2.1.¢

III.1.S Lemma. For all ne N *, the distributions SW ,, are generated by
continuous functions sw,, . Moreover for all ne N* there exist Ke (0,00) with
Isw, ) <K for all xe (R%)" and Ae[0,A].

The boundedness is known [Eckmann, Epstein, Frohlich, proof theorem 2].

Proof. We prove first that t : (R?)"s X=(Xq,....Xp) = Z SPl'p(cp'x)
pe Iy

- ; Ipl 5o o -
is bounded and continuous, where c, e #* is given by cp ;= ® ;. (IT;c; x;¢), and c
is the L? function, the Fourier transform of which is R2sk— (2n)~! (k2+1)"1. t(x) can
be written as a finite sum of following terms :

S;'n( Hjejl Xj'c e — Hje"k xJ"C)

The boundedness follows from the inequalities 11.3.3 i} (which is independent of

A) and because II;, x;-c belong to & and has a Fnorm bounded for all x;
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(Appendix II, Lemma A.IL.2 vii) ). Let x,y be two points in (R ) y(x)-t(y) can be
written as a finite sum of following terms :

S:]( l-ljel1 XiCyeens 1_Ije.lr X;C 'HjeJr YiCseees l-IjeJk ¥ )
We use again the inequalities II.3.3 i) and we take the limit lIx-yll- 0. From
Lemma A.IL2, viii) : Il ITjcyx;c - Ilyy;c lg— 0, and then t (x)-t (y)—0.
Let T be the distribution generated by t. Because t(x)=U(x;-C,...,X,-C) with
Ue #'((R?)™), we have T(f)=U(cxfy,...,cxf,) for all fe (¥)". But c«f is just Cf.
Comparing with the formula of Lemma IIl.1.4 we obtain T=SW, ,. ¢

I11.2 Euclidean Wick fields

The continuity and boundedness of the sw functions permits us to construct the
Euclidean Wick fields as in 1.2, but in the case A#0. We take again the sequence
{w,,ne N*) of L.2.1.

III.2.1 Theorem. For all pe N* the sequence {y,, ne N*) converge in LP(Q,u,) to

the same limit, denoted by :¢;":(f). The distributions S: can be written as integrals

S‘;(g) = J.Q du, H :q)ii:(gi) for all ne N*, ke (N*)", ge 5.
i=1

The Theorem generalizes the result of [Klein, Landau] (for even P) and of [Glimm,
Jaffe, Theorem 12.2.1] (for P of type even + linear). The relation in the theorem
can be seen as a generalization of the Feynman-Kac-Nelson formula of IL.3.2 to
the generalized Schwinger distributions.

II1.2.2 Lemma. (y,,ne N*) is a Cauchy sequence in LZ(Q,ux).}

Proof. We will work in 4 steps.
Step 1 : Definition of a number. Let us denote by k the following real number :

k=2 (2‘)2 ot an“ d’x d’y £(x) £(y) c(x-y)" sWyg(XK,....y,..)
=0

where f=2m-2a (the x and y variables appear both m-a time in sw, g ; this will
be always understood in this proof). Because sw, g is bounded and continuous
(Lemma IIL.1.5) and the function ¢ of the proof of Lemma III.1.5 belongs to LP
for all 1<p<eo (see for instance [Frochaux, b, Appendix A]), x is well defined.

Step 2 : We write an expression for (y,, y,)-K. The strong convergence is proved
if the following statement holds : for all >0 there exists Ne N such that I(y,, v, )-xl

<e¢ for all n, n'>N. Because of the Wick decomposition (Lemma III.1.2), (y,, ¥,)-X
is a finite sum of the following terms :
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IR4 dzxdzy f(x) f(y) [C(x'jmy.jn')ajq du, :(¢x_jn¢y_jn.)m'u: - c(x,y)m sw;"p(x,...,y,...)]

multiplied by some combinatoric factor, for all 0<a<m, with B=2(m-a). We look at
the limit n,n'>eo. If d=m the convergence to 0 is assured by Lemma I.2.2 (free
model). The convergence towards O if a=0 follows from the continuity and
boundedness of the sw functions (Lemma III.1.5) and the d.c. theorem, because
fe L!. In the intermediate case O<a<m we write what we study as :

fn4 dzx dzy f(x) f(Y) C(x'jn 4 Y'jn')a I:.[Qduk :(¢x-jn q’y-jnv)m-a: - Swlb(xv'-:ys-"):l

+ fn4 d’x d%y f(x) f(y) [C(x-jn , ¥eia)® - C(x,y)“]sww(x,...,y,...)
The first term will be called A and the second B.
Step 3 : Convergence of A. We know that both C(x-jn,y-jn-)a and the factor [...]
converge as n,n'— e in the distribution sense. The problem we have here is that
one of the convergence of a product of distributions. Now C(x-j,,¥:jn)= jn‘*_]’\n*c(x-y)
where {},(x)=j,(-x) for all xe R2, From the Young inequality, nj,,.*j‘n*cuus gl 4
ljglly 1 Nelly = (”j“L1)2 licll, , for all ne N*, which is well defined for all 1<p<co be-

cause of the integrability of c (Step 1). With the CS inequality in the y variable :
1/2 1/2

A sﬁgz a*x £ [z @y 19 Gawe® ] [[r2 dy Cxia s 3]

)m-a

where &, v(x.y) = lq duy, :(0x.j, 0y,
the last factor [...]' is bounded by a constant Ke (0,0) independent of n and n'.
Thus with the CS inequality in the x variable we obtain :

Al < K Umz d’x 1f(x)l ]m [Inz d*x 1£(x)l JRz d’y f(y)’ an,n-(x,y)z]

Because of the continuity and boundedness of the sw functions (Lemma III1.5),
the functions x,y— &, .(x,y) are bounded by a constant uniformly in n, n' and
they go pointwise to 0 when n,n'»e. The convergence towards O follows from
the d.c. theorem, because fe L.

Step 4 : Convergence of B. Let us denote by F the function x,y— f(x) f(y) s(x,y)

where s(x,y) = sw;, g(x,...,y,...). Note that F is in L'(R*) and thus F is a continuous
functiqn. B can be written as :

o ﬁdzkia-“'_“' . o
B (2r) L@u [i=l ki2+1J F(z ki . ékl) [J“(k) 1) = om) ]

i=1 i

: - 5wy g(x,....,¥,...). By the above discussion,

1/2

a
where J (k) =H 7 a(k;). The factor [...] is bounded for all n, n' and k, and goes

i=1
pointwise to 0 when n,n'-e (for more details, see the proof of Lemma 1.2.2).

Moreover | (ITd%k;/(k?+1)) IF(Tk,-X k)l is well defined ; with Appendix III this
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can be written as | d%k IF(k,-k)l G, (k) bounded by IG,ll 2 ( | F(k,-k)? )!/?; and
[ Fk,-k)? = | d®x d’y d%z f(x) f(y) f(z) f(x+y-z) s(x,y) s(z,x+y-z) is well defined.
The convergence towards O follows from the d.c. theorem. - .

II1.2.3 Definition. Because LZ(Q,M) is complete {y,, ne N*} has a limit, noted as

W0 = lim | g2 d’x £(x) 2(05,)™

n—oo

and the maps :¢’:: from S (R2) to LZ(Q,].l;\_), for all me N*, are called Euclidean Wick

Fields. Note that we mention explicitly the A dependance. For m=1 we have
simply :¢;:(D = ¢f (independent of A).

111.2.4 Lemma. :¢;“:(f) e LP(Q,p,) for all m, pe N* and fe (R 2,

Proof. We have only to show that the LP-norms are bounded uniformly in n, for

all even pe N* (see [Frochaux, d, proof of 1.2.4]). (lly ll;p)? is a sum of following
terms

J;;Zp [113 d'x; f(xi)J I:JQ du, l-il :(¢xi-jn)ai:] _[le’-x 111 (¢xi.jn)m-ai:

multiplied by some combinatoric factor, with 0<a<m (multi-indices). The last
integral is bounded in n (Lemma III.1.5). With the Wick theorem (see for
instance [Dimock]), the positivity of the function c (see for instance [Frochaux, b,
Appendix A]), the absolute value of the integral over p, is bounded by the same
expression, with j(x) replaced by lj(x)l, which is also in L!. Thus we have only to
control an expectation of the free model, which can be done as in [Frochaux, d,
proof of 1.2.4], the function x—If(x)l being in L2 .

II1.2.5 Proof of the Theorem. Let {A,, ne N*} be an admissible sequence of

compact sets of R2. The definition of the generalized Schwinger distributions
I1.3.3 uses the definition of the Wick fields of the free model 1.2.3 as follows :

n

Si(f) = .lim lim IQdu*’Aj H IRZ d%x f,(x) :(¢x~jk)“:
jooee  koreo i=1

The convergence of these two limits have been proved in 1.2 and II.2. It follows

from II.2 and Lemma III.2.2 and III.2.3 that if we permute the two limits, the

double convergence exists too. We must prove that this gives the same result,

which holds if the convergence k— o is uniform in j. This is indeed true, because
we can repeat Lemma II1.2.2, III.2.3 and their proof, replacing everywhere u,
by g We use Theorem II.1.4 instead of inequalities II1.3.3. All estimations are

uniform in the cutoff A;, thus on j. .
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Appendix I. Integration by parts formulas

This is a set of relations between Schwinger distributions [Glimm, Jaffe]. Here we
give more general relations, always obtained in the same way.

A.L1 Definitions. Let F : Q—»C be a ¥-measurable function. If q'#0 belongs to Q,
we define Dy F, the derivative of F in the direction q’, by :

W "
DgF@ = lim —(F(q+eq) - F(q))
for all qe Q, whenever the limits exist. F is a cylindrical random variable if there

A A
exist ne N*, fe #" and F:R"—C Borel measurable such that F(q)= F(¢¢,(q),....0¢ (q))

A
for all ge Q. If F is derivable, then the derivative of F is given by the formula :

n

DyF@ = 3, (0F(0r,(Q) + - . 05,(2)) ) 95(@)

i=1
A
for all q, q'e Q. We will say that F is N-time derivable, with Ne N*, if F admits N-

order partial derivatives, all being Borel measurable.

A2 Proposition. (Integration by parts formulas) Let Ne N* and F, G be two
cylindrical random variables N-time derivable. Suppose that F, G and all their
derivatives are in LP(Q,p,) for all 1<p<ee. Then for all fe &:

N
N - N k £ N\ .k Nk
[qare @gBG = DN [, du, F Y CD* (1) o D

The Integration by parts formulas of the literature [Glimm, Jaffe] contain no
derivatives under the integral of the lLh.s.. The interest of the above
generalization is in its applications to the characteristic function (proof of II.2.6).
Let us write these formulas for G=1.

A.LI.3 Corollary. Let N and F be as in the proposition, and fe . Then :
N N
fqdp.o DLF = fQ dp, :6'y: F

To apply these formulas to the expectations with respect to p,, we take G=

exp(-AV ,) (given in IL1.2), then we divided by Z, , and take the limit A—>RZ We
have thus only to know the derivatives of G.

A.l.4 Lemma. For all positive polynomial P, \>0 and A compact set of R? let us
denote G=exp -L:P($):(x,). Then for all Ne N*, fe LX(R?) and Fe LP(Q,,) for all 1<p<os:
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N _ AP () P DI
[4d#o F D{G = [qan, F G ,,ezgk( M T 2”@ :(xalcH

Jep

P™ is the n-th derivative of P. To prove the proposition, we take first N=1,

ALS Lemma. Let F, G be two derivable cylindrical random variables. Suppose
that F, G and its derivatives are in LP(Q,u ) for all 1<p<ce. Then for all fe :

Qduo (DCfF) G = - du'o F (DCfG - Of G)
Q

Proof of Lemma A.L.5. We follow [Dimock]. There exist ne N* and f,,....f e &
A A
linearly independent, with f=f,, such that F(@=F(¢¢,(q).---,95,(9)) and G(q)= G

A A
(0£,(q),...,0¢,(q)) for some functions F, G: R"—C, for all ge Q. Let {e,,...,e,} be an

orthonormal basis of the span of {f,,...,f } with respect to the scalar product

v A v
g:h—C(g,h). We note F the function F(or,(Q),....05,(Q)) = F(be,(q)s....0,(@)) for all
qe Q and we define G in the same way. The derivative of F is given by :

DCle(q) = 2 fl.i DCeiF(q) = Z fl,i aiﬁ(%](Q),---,%H(q))

i=1 i=1
for all ge Q, where fi’j=C(fi,ej). On the other hand, the definition of %, (I.1.1) gives

n
" 1 2
Y a? io-x -2 - = ¥ X,
Gae = ¢ 2 5% = [ M en™ & T 5N @

MI-—t

for all ae R", where a-e=X ;¢ 0;¢;. Note that (21)™2d"x exp- ;—Z sz is the only

probability measure on R" such that its characteristic function is a— % (a-e),
because of the uniqueness in the Bochner theorem. We have now :

JQduo (DCfF) G = Z fl,i IQ du'o (ai.§(¢e1(q)!-":¢en(q))) é(¢el(q)"-'s¢en(q))
i=1

n
- .2 v v
= Y, Jnn a"x 0y € 7 BN @ px) Clxynity)

N =

With the ordinary integration by parts formula, this becomes :

- n -2 - Ly ,2 v v v
- 2 £ _[R“ d'x 2r) e 2 j§1x F(x1s-...Xp) (aiG(xl,...,xn)-xiG(xl,...,xn))
i=1

= - -IQ du'o §(¢e19-"s¢en) (Z fl.i ajé(¢e11"'7¢en) - (2 fl,i ¢e5] é(¢ep’¢en)J
i=1

i=1
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= - fqne F (Dcr,G- 05,00 o

A.L.6 Proof of the Proposition. We work by induction on N. If N=1 the
Proposition is true (Lemma A.L5). Let us chose N21, such that the Proposition is
true for N-1. By Lemma A.LS :

N N-
quuo (DG = - deuo (D Cle) (DCfG - & Q).
By the induction hypothesis this is equal to :

N-1
DN jqduo F l;)(-1)" (V) oo " (G- 0, G)

The derivation gives :

Des (D, G- 6, G) = DY'G - Dy

-k-1 N-k-2
Cf

G - (Nk-1) Ctf) D G.

We use the Wick decomposition III.1.2 to write :¢;f: o = :¢;+1: + k C(f.,f) :q}k'lz for

all ke N*, and some simple algebra gives the claimed result ¢

A.lL7 Proof of Lemma A.l.4. We follows [Dimock, Glimm, proof of Theorem
3.2]. We write G as weak limit of cylindrical random variables. By Theorem

II.1.1, G=lim,_, exp (-kIA d*x :P(¢x,jn):) where {j, , ne N*} is a sequence of &
which approximate 8. The integral is approached by its Riemann sums :

. 2
IAdzx :P(¢x,jn): = lim a 2 =P(¢x-jn)=
a—+0 xe Fp a
where %, , is a suitable lattice. We prove now that the limit holds in the strong

LP(Q,p,) sense for all 1<p<o. Because fI:P(¢x,jn):Ile is well defined it is enough to

see the L2 convergence. This follows from the Riemann theorem, because of the
equality :
2

.[A d*x H(Ox.j )"t - a’ Y, H(0x.,)"

Xe "%A,a

I_12

= m! {_[Az d%x d?y - 2JA dxa® Y + a' Y } Coxeyf)

xe ) 4 X,ye ‘QA,a

for all ne N* and fe L?, and because the function AXA a(x,y)> C(x-f,y-f) is
continuous. We have now to derive the following random variables :

Gn,a — exp{- A a2 2 :P(¢X'jn):}

Xe ﬂA,a
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The derivatives of the exponential gives a sum over partitions (see for instance
[Frochaux, b, Appendix B]) :

DGy, = Gpa 2 II Di|-2a® X :P(¢x.,-n):}

peFy, Jep xe ‘ﬂA,a

and the derivation of Wick monomials are deduced from Dy :¢;: =n :¢;'l: C(f.g) .

Collecting all these results and taking the right limits gives the Lemma. .
Remark. Because the limits lim,_,.lim,_, .o G, .(qQ) do not exist for all ge Q, the
derivatives of G we have found hold only inside integrals.

Appendix II. The Banach space &

We present the Banach space of II.1.4 and II.3.3, then complete the proof of
Lemma IILL.5. ’

A.IL1 Definitions. For all j=(j;,j,)e 22 let us denote by A; the square A; =
{x=(x4,%,)e R?, Ix;- jj <;— for i=1, 2}. For all 1<p<e and fe LP(R?) with compact
support the following number Il f lly = Zjezz Inf XA Il p is well defined (y, is the
characteristic function of A). We define .@p as the Banach space of norm lIl...|I1p
obtained by completion. The Banach space % used in II.1.4 and 1I1.3.3 is %, .

Let T be the translation operator on Qp, that is (T(x)f)(y)=f(y-x) for all x, ye R?
and fe %, Il...Il; is the norm operator IIAﬂIp=sup[llIAfI1Ip, liflll, <1}. For all ne N* and
xe (R%)" we define the function R2-{xy,...,x,}2Z = ¢,(2) = [I cieq (2-X;), Where c is
the Fourier transform of R2sk — (21:)'1(1(2+1)'1.

A.IL2 Lemma. For all 1<p<e, we have :

i) B, = {feLP(R?), liflll, < )

ii) there exist a Schwartz space norm I...IP and Ke (0,) such that IIIflIIp <K Iﬂp

for all fe ?(]Rz)

iii) for all fe @p and €>0 there exist K, compact set of R? and ge Y (K) such that
- lif-glll, < e

iv) ITGI, < 477! for all xe R?

v) for all fe &, , TX)f ->T(Y)f in B, if x =y in R?

vi) llifglil, < 1flllg Mgl for all q, re R such that ;—= ;—+:— and for all fe %, , ge %,

vii) for all ne N* and xe (]Rz)“, C,E ﬁp , and x—)lllcxlllp is bounded on all (]Rz)'1
viii) for all ne N*: c,—c, in B, if x>y in (R®)".

Proof. i) Let fe &,. Then f is locally LP. From the inequality IIfil p<Ilifill, (because
all convergent sum of non-negative real numbers a=Ya, satisfy Y.(a,)P=Ya_(a, )P '<
a(sup{(a,)?'}) = a(sup{a,})*! < aP) follows that fe LP. Inversely let fe LP with
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lifllly<eo. For all ne N let us define A,= [-n-3, n+3]x[-n-7, n+r|CR? and f,=

xaf- Of corse f,—f in LP. But {f, ,ne N} is a Cauchy sequence in . Let ge %, its

limit. From the inequality of the first line of this proof follows that g is also the
LP-limit of f,. So f=g ae. .

ii) The function h : R%?ax—(1+x%)™"" belongs to &, (because for lljll big enough :

Ithy, AjuLp < K' lIji3 for some K'e (0,e), and Zije 22,1 ljii-? is well defined). Thus for

all fe S(R?) we have lIfllL,SKIfl, with Ifl,=sup,c g2(14x%) *If(x)l, and K=Ilhlll, .

iii) There exists J, a finite subset of 22, such that IIIf-fJIIIp< e/2, where f;=fyy , K'=
UjcsA;. There exists also a sequence {f,, ne N} of 9(K), where K is a compact
neighborhood of K', such that f,—f; in L?. But for the measurable functions with
support in K, the norms of LP and of &, are equivalent, and thus f,—f; in &, .

Then there exists Ne N such that llfy-fjlll,< /2. If g=fy, we have found llif-glil, <
ME-5ll, + Nify-glll, <€ .

iv) We introduce the notations : %= {4, je 2%}, % = {Ajix= x4y, Je 2%} and % '=

{(ANA, , Ae 2, Aye K}, Let fe B,. We have immediately :

T £, = (JAIf(y-x)lp d2y)”P= Y (J‘M 117 )llp =

Ac 2 re F

=y ( Y Jagr ]1,,, <

AT \Ae B, ACx-A

372

< 2 2 (IA' IfIP )”pz ‘2' (_[A' IfIP )”p

b Ae R, ACxA :
where the inequality follows from (a,+ ... +a,)"P< (a;)"+ ... + (a,)"'P for all ne N*,
a;,...,a,>0 (*). We collect the cells A'e %' belonging to the same Ae %:

> (wr) -y 3 (Jewr)” <

Ae &' b Ne R, ACA
1/p
p-1 v 1£1P - 4P
< X4 Y e = A f,
Ae Ae Z,A'CA

where we have used the inequality (a,)'P+...+ (a,)'? < 4"'1(a1+...+a,,f)”p for all

a,...,a4 >0 () and the geometric following fact : each A of % intersects at most 4
elements of %, .

(*) We have used the inequalities, for all ne N*, b,,...,b,>0 :
(by+ ... +b)" < (b))™+ ... + (b)™ for all me(0,1]
(by# ... +b)™ < 0™ ((b)™+ ... + (b)™ ) for all me[l,e0)

easily obtained by calculating the supremum of the following function :
0,000 3 (x, ... Xy 1) = (14X ... +x,,_1)'“(1+(x1)‘“+ +(x,,_1)‘“)‘1

v) For all ¢>0 there exist K, a compact set of R 2, and ge AK) such that
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if-glit, < e/(2°P), by ii). g being uniformly continuous, there exists >0 such that,
for all xe R2, lixll<d, we have lg(z-x)-g(z)l < e/(k2?P) for all ze R?, where k is the
number of cells of % which intersect K. Thus !IIT(x)g-gIIIp < e/(2%P).
For all x, ye R2, lIx-yll<d, we have now, using many times iv) :

I T(x) £ - T(y) fll, = N T) (f-T-x) ), = 1) f - T(y-x) f M, <

< 4arl(mf-g, + Wg-TEx) g, + WTyx)@E-g,) <
€ £
< 4L+ HmE-gl, + Mg-Tyx)gll, ) < 5 +t3 = €.

vi) By the Holder inequality, we have :

Megi, = X Nfgxallp = X Wfxallq Ngxalls
re be R

which contains only a part of the terms of :

ey Mgl = Y > Wfxallq Ngxall,.

e R Ae F

vii) By iv) and vi) it is enough to verify that ce .@q for all 1<q<e. Because ce L?
(Step 1, III.2.2) it is enough by i) to control 1IIcI|Iq. From the inequality: c(x) <
exp-lixll for llxll big enough [Frochaux, b, Appendix A], it follows that ¢ is bounded
asymptotically by the function h of the proof of ii). So llicllly is well defined.
viii) We write c,-c, as follows :

n i-1 n
(@ -c,@) = Y, []'[ c(x,--z)J(c(xi-z) - c(y;-2)) (H C(YJ'Z)J

i=1 j=1 j=i+1
for all ze ]Rz-{xl,..,,x,,,yl,...,yn}. Using vi) and iv) we obtain :

n
Ml ey-cy lll, < lle llg‘" 2 I T(xi-y) ¢ - clily
i=1
with q=np. The announced result follows from v) and vii).

Appendix III. A technical Lemma

Let c be the Fourier transform of R2sk — (2r)"! (14k?)"". Note that ¢ e Ny pee P

A.IIl.1 Lemma. For all ne N, n>2, the function G, given by :

G,(k) = J X (Inl d?p; c”(pi)] s‘”(:\: P - k]
R n

i=1 i=1

for all ke R?, belongs to N, .. LP.

Proof. Note that G,= C* C*.* C (n time). By the Young inequality lIG,_Ilj p< (lICll q)"
with g=np/[1+p(n-1)]. We see easily that qe (1,.2] when pe (1,]. o
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