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A variational proof of the existence of a
bound state in a relativistic quantum model
with weak coupling

By Etienne Frochaux

Département de mathématiques, Ecole Polytechnique Fédérale de Lausanne,
CH-1015 Lausanne

(18. III. 1988)

Abstract. The two-particle bound states of P(¢), models with weak coupling are studied using a
new method of variational type proposed by Glimm, Jaffe and Spencer. It proves the existence of such
states if the Schrodinger equation of the non-relativistic limit has bound states. The binding energies
found are the same as those obtained by the Bethe-Salpeter equation. Moreover zero-time
approximations to eigenspaces are given. In the present work, we limit ourselves to the case where the
interaction polynomial 2 is even and has a non-zero fourth degree monomial.

Introduction

The problem of finding the bound states of a Quantum Field Model is
generally studied by searching for poles in functions occurring in the Bethe-
Salpeter equation; this program is well presented in [a]. In the framework of the
Constructive Field Theory, this method has been discussed by [b] and studied by
[c] and [d]. It has been successfully applied to the #(¢), models with weak
coupling [e].

In a lecture at Erice (1973), Glimm, Jaffe and Spencer [b, p. 175-7]
proposed another way of finding bound states, combining variational methods
with perturbation calculations (called here the ‘variational perturbation method’).
It was developed by Perreaux [f], who showed that it leads to a solution of a
Schrodinger equation; then there is a bound state if the non relativistic limit of
the studied model has one. We present here an extended version of this work,
already announced in the literature [g].

In a first paper, we treat the case of the two-particle bound states for a (@),
model where 2 is even and has a non zero fourth degree, i.e.:

N
P(x)= 2 o, a, 70
n=0

with N eN, /=2, a,€R Vn and a,, > 0. Because a, will play no role, we can
choose it such that 2 is positive.
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In §1 we present the variational perturbation method, and in §2, as
application, the main result of this paper (§2.1 describes the ?(¢@), models; §2.2
presents a quantum mechanical model; §2.3 gives the Theorem, which connects
some Rayleigh quotients of two different models; §2.4 comments on the Theorem
and §2.5 deduces from it a criterion for the existence of bound states). The proof
of the Theorem lies in §3 (§3.1 gives an outline of the proof, which presents the

main ideas; it contains three Propositions, whose proofs, more technical, are in
§3.2).

§1. The variational perturbation method

Let us describe the background in which this method works.

The weakly coupled ?(¢), theory associates to any positive polynomial %
and parameters m, >0 and A =0, with A/m} sufficiently small, a Wightman model
of state space #,, hamiltonian H,, momentum P,, vacuum Q, and field @, (P
and m, will be fixed and A will move; therefore there is a A index everywhere).

We know by [d] that for even %, the spectrum of the mass operator M;,
given by M3 = H3 — P3, is:

0 m; mB(l) 2m,1
- - i =4 o
vacuum one-particle two-particle
mass bound state masses
\ — \o J
¥ v
discrete continuous

with: m; — mg and mg(A)— 2m,y if A—0
and: 2m, is not an eigenvalue, for all A=0

The spectrum between m; and 2m; _is discrete or empty, depending on %, and the
eigenvalues are interpreted as the masses of two-particle bound states.

Here we are interested in the mass mg(A) of the ‘biboson’, the lightest bound
state (if it exists) and we shall calculate it by perturbation expansion in A near
A=0.

The ordinary perturbation theory of an eigenvalue cannot be used here,
because of two difficulties:

1° for all values of A, the operator M, acts on another Hilbert space #;
2° the Oth order is singular, because there is no eigenvalue if A = 0.

The variational perturbation method is adapted to this situation. If bound
states exist, mgz will be calculated with the formula:

orve  |[Yli%,

A=0

where ¥, is the intersection of the domain of M, with the subspace of
perpendicular to the vacuum and the one-particle states.
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The minimized quantity is the Rayleigh quotient of y for M3, and will be
noted as RQ;(vy). It has the interesting property that, for each ¢ € &, it is an
upper bound for mgz(1)>.

One of the difficulties in the calculation of the minimum comes from the too
large freedom of choice in %,; Glimm, Jaffe and Spencer [b] propose replacing %,
by the set of zero-time vectors in %, which we will note as %93. They prove that
this is not a restriction (another proof of this fact will be given in [h]).

The perturbation calculation of RQ,(v,), where 1, is a vector of 99 for each
A=0, begins with RQ,(1,), which is greater than (2m,)* for all y,. The others
terms of the expansion can be negative, but are smaller (they are 0(4)). To
approach the minimum, we must compromise. Glimm, Jaffe and Spencer [b]
propose introducing the fact that we are looking for bound states. For a
two-particle bound state, there exists a typical compact in the relative configura-
tion space, in which the wave function is essentially localized for all time (see
Ruelle’s definition of bound states in [i]).

Suppose now that 9, , for A >0, has a bound state and denote by 8(A)~' the
volume of the characteristic compact. As A— 0, we have seen that mgz(4) goes
continuously to 2m,, which is not an eigenvalue; the localization of the bound
state must then disappear, and we expect that 6(A)— 0. In what follows, this
continuity property of 6 will be assumed as an ansatz. Glimm, Jaffe and Spencer
[b] propose to introduce the parameter 6(A) by scaling some well chosen vectors
of 99, such that the first term of the perturbation calculation behaves as:

RQA("/’A,&)IA:() = (Zm(,)z +0(3)

With a good choice of 6(4), the 0(8) term (which is positive) can be cancelled by
a negative part of the perturbation serie. In this way, we can hope to approach
the minimum of RQ;(y).

The choice of scaled vectors and the choice of the continuity of 6(A) have the
unpleasant consequence that we do not minimize on a dense set, like 9: thus the
result can only be an upper bound for mgz(1)>. However, if this result is smaller
than (2m;)?, then M3 has some spectrum below (2m;)* and, given the knowledge
of the spectrum pointed out above, we see that bound states exist.

We resume here the discussion of the drawbacks of this method:

1° Some information about the spectrum of M, is necessary (in fact, we must
know that the spectrum below 2m; is discrete); thus the Bethe—Salpeter
method is needed for this point (but only for it). For this work, we use
(d].

2° We obtain only an upper bound for mz(4).

§2. The main result

First we present two classes of models, then the central Theorem, followed
by a Corollary.
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2.1. The P(@), models with weak coupling

These models are non-trivial examples of Wightman’s quantum field theory.
Physically, they describe a relativistic quantum world populated with spinless,
chargeless, massive, all identical bosons living in a space of one dimension.

The physical units are chosen such that c =h = 1.

2.1.1. The definition. For my>0, A=0 and a positive polynomial #, we
consider the probability space (Q, Z, 1), where Q = ¥'(R?), X is the borelian
o-algebra of Q (given the weak topology) and u, is a measure on X defined by:

m(B) = lim lim u,  (B)
A—R? g—6

for all B € X, with:

1
dts.n @) = 5—exp (=2 d:9(q(x - )):) diata)
AAE A
for all g € Q, where u, is the measure such that

d!‘u(‘]) exp (iq(f)) =exp— f ‘ —A+m? f)LZ

for all f € #(R?); g € $(R*) and x - g(y) = g(y — x) for all x, y € R?; : : denote the
Wick polynomials and Z, , , is the normalisation factor.
The two limits must be taken in the following sense:

g— 6 (the ‘UV limit’) in &' (R?) (& is the Dirac distribution)
A— R? (the ‘thermodynamic limit’): we replace A by A, = B(0, n), the ball
in R? of centrum 0 and radius », and we take n— o

These two limits exist provided A/m§ is sufficiently small (see [j] for the UV
limit, [k] for the thermodynamic limit; the formulation involving limits of
measures is given in [l]).

We will keep m, and % constant, and we will move A; we will denote by A
(depending on m, and %) the maximal, positive value of A for which the
thermodynamic limit exists. From now on, we suppose that A € [0, ].

The measure u, obtained in this way satisfies all ‘probabilistic axioms for
quantum field theory’ (see [l]). Thus, having chosen an euclidean time axis, we
can construct a model of the Wightman theory, with state space 4, hamiltonian
H,, momentum PA, vacuum Q,, field ¢,, such that its Schwinger distributions
S..» are the moments of w,, ([1]).

Central in this construction is a bounded, dense-range, operator
W, : L Q, uy)— %, which we will use.

These models are called ‘P(¢@), models’; they are the most simple examples
of Wightman theory for which the scattering is not trivial ([m], [n]).
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2.1.2. Zero-time Wick vectors. For all f € $(R?) let us consider the random
variable:

¢r:Q39—4q(f)

¢, belongs to L7(Q, u;) for all 1 <p <. Let us choose an euclidean time axis:
each x e R® is written as (¥, ¥), where X is an euclidean time and X is the
component with respect to a perpendicular axis. It is possible to make sense of ¢y
for f(x)=08(x)g(¥), with g=F(R), in L*(Q, u,) for each A (see [0]). This
random variable will be denoted by ¢,(g). For all n e N we can also define ¢7,
formally given by:

030 = [ dii - dBhG B ) he @)

where ¢,(X) stands for ¢,(¥-9). Applying W, give vectors of ¥, :W,¢%(h),
called here ‘zero-time Wick vectors’. It is proven in [0] that these vectors lie in
the domain of H,, and that for two of them &, n,, the scalar products:
(&, | M) s, an (&, | H3na)s,, as functions of A, are C*([0, A]), provided that their
test functions belong to some normed spaces 9Bp,, (for suitable neN),
containing ¥ (R").

2.1.3. Particle structure. 1f E;(h, p) is the conjointly spectral measure of H,
and P,, the mass operator is:

MA:] Vh _ﬁZ dE)L(h, p,)
Vi

where V, = {(h, p) e R* | h =0, h* — p> =0} is the support of dE,(k, p).

The domain of M,, called D,(M,), is that one for which the integral exists.
M, 1s a positive, self adjoint operator.

The spectrum of M,, already discussed in §1, is composed of a discrete part
(from 0 to 2m,, not inclusive) and a continuous part (from 2m;,, inclusive). The
eigenspaces of the discrete spectrum are (E, is now the spectral measure for M,):

E;(0)3, = {cQ, | ¢ € C} =the vacuum
E;(m;)%,, which carries an irreductible representation of the Poincaré
group, 1dentified with the one-particle states, of mass m;

and eventually:
E;(mg(1)) 7, : the ‘two’-particle bound state subspace.

(we do not present more than one bound state, which never occur in the ?(¢),
models, see [e]).
We will use the fact that A—m;, is C*([0, 4]), proved in [n].

2.1.4. Even models. In the case where the interaction polynomial 2 is even,
the space states can be written as a direct sum: ¥, = % D #3, where #35 (and
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#3) is spanned by the W, (¢(f))” with n even (n odd) and describe the states of
an even number of particles (odd number, respectively). For the proofs, see

([o, §3.3]).

2.2. The non-relativistic model

We consider a quantum, non relativistic model describing two particles of
mass m,, moving in a one-dimensional space. The state space is % = L*(R?) and
the hamiltonian is given by the formal expression:

A 1
HNR(mG) o P15 + 2 Lo - )
where p; = (1/i)3;, and X; is position variable of the jth particle, j =1 or 2. Recall
that a, #0 by hypothesns Here, A =0 must not necessarily be small. 1/mg is a
dimensionless quantity. This formal hamiltonian can be given a precise meaning
as a self-adjoint operator [p]

The spectrum of HNf(A/m3), the hamiltonian for the relative problem,
acting on L*(R), is the following, for all A > 0:

{ulp=0} if a,>0
(~E}U{u|u=0} if a,<0

where E = o*/m, and o = —3a,A/2m,.
In the last case, the eigenspace corresponding to —E has dimension one and
is spanned by f given by:

f(f)=\/c_¥e_'f'“ or f’(p-)z\/_g;fﬁ;

Note that f spreads out as A — 0.

2.3. The theorem

There is a relation between the two models of §2.1 and §2.2. Dimock [q] has
proven that the two-particle scattering amplitude and the two-particle binding
energies, for a (@), model with ? even, converge as the velocity of light goes to
infinity to the corresponding objects for the non-relativistic model of §2.2.
Moreover, the binding energy of the two-particle bound state of the 2(¢), model
calculated at first perturbation order by [e] and that of the non relativistic model
are the same.

The variational perturbation method gives another connection: there exist
zero-time vectors which relate Rayleigh quotients of the two models, at first order
of perturbation. Let us define, for f € L'(R?), f #0, the quotient:

| 4P 45 1B, PP w0(3) Py

my | £1l%2

a:(f) =
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Table 1
Vectors appearing in the theorem

We use the notations of §2.1.
For f € Bp, , and A€ (0, A}:

W)=~ E O (630 +1 3, 0311

n=

6 5 8)355)
(g~ (5]

and g = U(A/m)f. The action of the scaling operator U(8), & € (0, 1], is

where

falky, ooy B = (2_1_[),, 12

— .. QP p) - (= 1. . @
Y, k= 2L f (B 15) VA, Krem

8w, ()
where P, j are related to k k by:
P=k, +k,
P? =ik, — ko) = (0, (k) = 0,(k)*)

sign of p = sign of k —k,
fx is related to f by the Kepler change of variables
fie((B, +X2)/2, X, = X5) = (f (%), X5) + f(%,, £1))/2
The above definitions use the functions:
;R > k— \/m
Q,:R?3 (P, p) > VP + 40, ()

whenever it exists. Here w:k— Vk+m2, and fe 1s related to f by f.((x, +
%2)/2, Xy — x3) = (f (x4, x2) + f(x2, x,))/2

Theorem. There exist K,, K, € (0, ©), depending only on m, and P, such
that for all fe L'\(R?), f+#0, with q,(f)<= and for all Ae (0, 1] with A<
(K»q:,(f)) "' there exists a vector:

Ya(f) € (1 — E;(0) — E;(my)) %, N Dy (M,)

linear combination of zero-time Wick vectors, given in Table I, satisfying

e Sy, (f)=v(f(. —5,.-5) VieR (1)
(%(f) | M wk(f))% (f l Hrcl (Df)ﬁ’ 5/2
G matam oo ) g A @)

where R, satisfies:

| R4, ) < Kiqi(f)*[1 = AKaq,(F)]

The proof will be given in §3.
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Remark. The set of functions f for which the rest %, is bounded for some
A >0 in not empty: take R > 1 and define

Qr={feL'(R*)If #0, q,(f)<R}

, 1
Ar = min {A ’ 2K2R}

Note that Az >0, and for R big enough, Qr # .

Then for all f € Qg and A € (0, Ag], the Theorem asserts that:
| (4, f)| <2K,R*

2.4. Comments on the theorem

2.4.1. Two-particle states. From (1), P,y,(f) = Y. (Pf), where P is the total
momentum in #. Moreover the relative momentum of f is scaled by vy, so as to
be O(A) (see Table I). Then y,(f) can be interpreted as a two-particle state of low
energy.

2.4.2. Effective non-relativistic limit. In the Theorem, the velocity of the
light is a constant ¢ = 1. The effective non-relativistic limit comes from the small
coupling and from the small relative momentum due to the scaling, i.e., from the
hypothesis:

P, A
S~ 1
m, my

Nevertheless, the relation in the Theorem between M?, HYR, and m, is that of a

standard 1/c development: restoring the ¢ constant and defining the hamiltonian
1 =
H=2mc+EP2+Hfif
where P is the total momentum, we have:

M?c* = H?* - ?P* = c‘*(-’-lm2 +El~2~4mHﬁf + O(%))

2.4.3. Energy domain of interest. The formula of the Theorem has an
interest only for finding bound states, i.e., in the domain of energy in the centrum
of mass less than 2m;. The reason is the following.

The Theorem gives a relation between M3 and A*HY¥(1), but the formula of
§2.4.2 holds for M3 and H{(A/m{). We can correct this mistake by defining for
all functions f, a scaled function f, by f (P, p)= 6" "2 (P, p/6), with &=
A/mg, which gives:

(_A_)z (f | HIE WD e _ ( +| H N(mi)f)
1115 TR

mé
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Then the formula of the Theorem can be written as:

NR __)L_
(Ya(f) | Maya ()5, = forgs & Ao (ﬁ | Hre (m%)ﬁ)
A (F)11%, P AR

Now the two Rayleigh quotients concern scaled vectors; remember that this
scaling reflects the existence of some characteristic compact, which must be for a
bound state, but which would not have any physical explanation for a scattering
state.

=+ 2°PR,(A, )

2.5. Existence of bound state

2.5.1. Minimum of RQ;(y;(f)). The minimum of this quantity, when f

varies, is given by the minimum of the r.h.s of the formula of the Theorem. The

minimum of the Rayleigh quotient of H/.(1) is the bottom of his spectrum, given

in §2.2. Suppose that HY(1) has a negative eigenvalue — & (i.e.: suppose a,<0)
and write the Theorem for functions f given by:

fx(P, p) =g(P)h(p)
where ge #(R), g+#0, and h is the eigenfunction of H]X(1) (see §2.2).
Obviously:

q:1(f) = q2(g)

is well defined. We have then proved:

Corollary.
Hypothesis: H' (1) has an eigenvalue of energy —% <0
Conclusion: for all ge ¥(R), g#0, with q,(g)<x, for all A€(0,A] with

A <(K,q,(g))~" there exists a vector:
W, (g) € (1 - E;(0) — Ey(my)) 3, N Dy(M,)

linear combination of zero-time Wick vectors, given in Table 11, satisfying:

e 5B, (g) =W, (g(. —5)) forall SeR (1)
(P(g) i Miwh(g))% — A2 _ i 2 52 5
s, 4 i) €+ 130 ) A

where R, satisfies:

| R4, 8)l < K1q2(8)[1 — AK2q2(8)] ™"

2.5.2. Bound state and eigenvector. It follows from the particle structure of
P(@), models, §2.1.3, that the Corollary predicts the existence of two-particle
bound state if the hypothesis is satisfied (i.e.: if a,<0); its mass mp(A) is
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Table 11
Eigenvectors of the bound state

For g e ¥(R) and A € (0, 4], the vector appearing in the Corollary of §2.3.1 is, with the notations
of Table I:

W, (8) = vu(f)
where f,(P, p) = g(P)h(p) and

E(ﬁ) = VZ”W B= “‘%‘hmn

bounded by:

2 1/2

mp(A) < (4m?L = 4m0(£—2) €+ O(AS’Z)) =2m, — A’E' + O(X°?)
0

where E' = 9a3/4m3.

We compare with the literature. Using the Bethe—Salpeter method, [e] have
found that there is a bound state if and only if a,<0 (under the hypothesis
a,#0); this bound state is unique, and its mass is exactly equal to the bound
given above, at first perturbation order.

So the variational perturbation method gives here a better result that what
was expected; we have actually reached the bottom of the spectrum of M% on
(1- E;(0) — E;(m,))3,. Then the subspace {W,(f)|fe P(R)} of zero-time
Wick vectors can be seen as an approximation of the real eigenspace.

§3. Toward the proof of the theorem

We give first, in §3.1, an outline of the proof, containing three Propositions,
the demonstration of which, being more technical, will follow in §3.2.

3.1. Outline of the proof

We will use the following method: we try to find a class of vectors (which will
play the role of an ansatz), using heuristic arguments, and then we calculate
rigorously the Rayleigh quotient RQ; for this class. In order to minimize this
result, we modify the initial class of vectors, using heuristic arguments again, and
calculate RQ, for this new class, and so on, until the theorem is proved.

3.1.1. First class of vectors. All the classes of vectors that we will consider
will be composed only of zero-time Wick vectors of even degree. The reasons for
this, which are heuristic, are the following.

1) The ‘zero-time’ is suggested by the structure of the quantum mechanical
model of §2.2, which we try to approach.
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2) The ‘zero-time Wick vectors’ describe well the particle structure of the
free model (i.e.: the model with A =0).

3) The Wick vectors of ‘even degree’ span the states of an even number of
particles (see §2.1.4). Therefore these vectors are orthogonal to one-
particle states.

We will do perturbation calculations, so it is natural to begin with the A =0 case,
where the answer of our problem is well known. The two-particle states are
spanned by the set: {W,¢3(f) | f € Bp,..}, and contain no bound state (%ABp,, , are
the normed spaces introduced in [0, §3.3]) in order to have vectors in the domain
of the hamiltonian). Consequently, the first class of vectors we will consider is:

€= {yi(f) =1 - Ex(0)Wa03(f) | f € Bp2.2)
with A €[0, ).

3.1.2. Rigorous calculation with €.

Definition. For f € 9Bp,,, f #0, let us denote:

aalf) = (mbl;p(f(}))

where bp,, ,,, is the norm of %Bp, ,, (see [0, §3.3]).

Proposition 1. There exist K5, K, € (0, ®), depending only on m, and P,
such that: and for all f € Bp, », f #0 and for all A€ [0, 1] with A <K'

WD MYk 37y 4 a0 (5) + 320000 + TP + G )
1301,

where M, I,, I, T are given in Table IlI, and R, satisfies:
|Ra(4, )l < K3qs(f)(1 — AK,) !

The proof, rather technical, is given in §3.2.1.

3.1.3. Second class of vectors. We are interested in the minimum of the result of
Proposition 1. The first term, #3(f), is positive and its minimum is (2m,)>. We
note that this value cannot be reached by any function f. The second term, A/, (f),
is smaller (because of the A factor) but can be negative (if a, <0).

To approach the minimum, we use the scaling of Glimm, Jaffe and Spencer,
discussed in §1. We replace then the relative position variable X in f by 8%, where
0 is a positive and small parameter. In a first time, we keep d fixed, and expand
the result of Proposition 1 in it.

In momentum space, this scaling replaces the quotient p/m,, where p is the
relative momentum, by ép/m, in all kernels of the scalar products involved in the
Rayleigh quotient. Thus the 6 expansion leads to the non-relativistic limit.
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Table III
Expressions appearing in Proposition 1

For f € Bp, 5, f #0, we define f, by:

[ y)=(fx ) +f(H, X)/2 Vi yeR
Then:

dF;
[m (12, A(k)) oKy R (3K ) + 0, (K2))* = (ky + o))

J,Rz(:ﬁl 2w€i’((k )) LA ( E E

Mi(f) =

where
w,:R 3k Vk*+m?

For the other terms, we note:

=2 (I 525 ) ik, ko

w(k;

where @ = w,,. Then:

o( 1, &)
E w(k;)
x (= (w(k)) + o(k)(w(ky) + w(ky)) — (ky + ko)* = ME(f))

w 2 3 > . 2n 3 2
rn=avoy 3 ot | (I 505) |2k S7)

wn=-22win | (115 ’i))f(kl,kz)f(kz,ka

5, o)
@il (DA [ (Ezjéi))if(él,’znzi_ilw(k})*]
ren x| (11 ,(fj"mu)f(k’ EFKs, K063 k)

X(—(k1+kz)2—dﬂ3(f))22 kys oo ka)

where M(f) = 3,M5(f) |-, and L3 is presented in Appendix II.

We choose P, p, total and relative momentum (Kepler decomposition) as
written in Table I. Appendix I gives formulas for this change of variables. The
scaling operator U(d) is defined in Table I (the factor Q,(P, P)Y? is necessary for
finding the right hamiltonian H}R(1) in the Theorem; the factor w;(3)""* is
needed for bounding the rest of the perturbation serie).
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The class of vectors we consider now is:

€6 = {¥3.6(f) = (1 — E;(0))Wa3(U(S)f) | U(6)f € Bp»,»}
with A € [0, A] and 6 € (0, 1]. This set is not empty (lemma of §3.2.2).

3.1.4. Rigorous calculation with €3.

Definition. For f € Bp, ,, f #0, we note:
[ dP d5 | 7B, )P0 ) (P
mg” |If Iz

qq(f) =

whenever it exists.

Proposition 2. There exist K5, K¢ € (0, ©) depending only on my and P, such
that: for all f € Bp,,, f#0, with qif) <, for all A€[0, 4], 6 €(0, 1] with

A _
e 6 < (Keqa(f))™

(¥3.5(f) | Miy3 5(F)) s,
193 s(F)1%

40? [ dPdp \[u(B, )P 7 +
71
5 A if2 ) )
FRTUEN) + X () 85 R(, 5, f)
0

i=0

p ‘J.aﬁiﬁ( -:

= 4m? 4

where T is given in Table IV and R}, satisfies, V0 <i<35:

; . A —1
944, 8, )] < Ksgu( £ 1 = Ko 5+ 8) ()|
0
The proof will be given in §3.2.3.

The fractional powers of & and A, arising in front of &}, are necessary so that the
exponent of w(p) in g,(f) be as small as possible, in order to admit functions f

which are weakly decreasing as |P|—>oo such as the eigenfunctions of H of
§2.2.

Table IV
Expression appearing in Proposition 2

With the notation of Table III:

=an 3 GRE [ ([T 22%)
s f(" ,§.-"‘f) | [(221 w(;;.))z- (; i)- M%(f)]

") - (55) -
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3.1.5. Comments on Proposition 2. We follow Glimm, Jaffe and Spencer [b]
to find the minimum of the result of Proposition 2, in varying 6. As announced
(81), we accept that 6 depend on A in such a way that § —» 0 if A— 0. We then
take 6 = (A/mg)*, a dimensionless quantity, with x > 0.

In the result of Proposition 2, the first interesting term (with involves the
classical kinetic energy in the centrum of mass system, p>/my,) is positive, and of
order 6°=A**. The second term (which is responsible for the interaction) is
negative if and only if a,<0. It is of order A8 = A**', The third term, A*t
(coming from the cut of the two point function, see Appendix II), is positive and
of order A% The minimum in varying k is obtained when the negative term
dominates the positive terms, that is when

K+1=2k
K+1=2
The only solution of this system is k = 1. We then put 6 = A/m} in Proposition 2,

which gives:

Corollary. There exist K;, Kz € (0, ), depending only on m, and P, such
that for all f € Bp, », f #0, with q4(f) <, for all € (0, A] with A < (Kzq.(f))™"

(W2.o(F) | M3W3s(f s » AN (| HYR Q)
TR “"4’"”4’”0(:712) I£1%

0
+ A%1(g) + A2 Rs(4, f)
where g = U(8)f and 6 = A/m{; Rs satisfies:

|R5(A, )] < K7q4(fY[1 = 2Ksqo(£)] ™

Remember that HXF is given in §2.2.
The appearance of the classical hamiltonian in the above RQ; was first found
by Perreaux [f].

3.1.6. Third class of vectors. In the result of the Corollary, the term A*z(g),
which is always positive, prevents reaching the minimum announced in the
Theorem. This term comes from the cut of the two point function (see Appendix
IT), and it is well known that it disappears if we project y5 s(f) into the subspace
of mass M, <(2+ 3)m,. However, we will not follow these considerations. In
order to cancel the undesirable term we modify our class of vectors in the most
general way: we add to 3 5 any linear combination of zero-time Wick vectors of
even degree. To preserve the interesting terms in the result of the Corollary, we
multiply this new vector by A. Then our new class is:

=W 1) = (1~ EOW(03@) +2 3 03°(n)) |1 & Bz for € Bpno¥in

with A € (0, A] and with the notations: g = U(A/m2)f and f =(f., fs, . . .). Note
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that we have not added to ¢3 vectors of degree zero in the fields (which would be
eliminated by 1— E;(0)) nor of degree two (because we have already given a
A-dependence in the degree two term).

We introduce functions which will play an important role:

Definition. For allneN, n>2 and f € Bp, ,, we call F; , the functions:

7k, £ &) +7(Z & )

a, i i#j i#j
2 n—1 = . 2 . 2
GO (s o)) - (LK) - md
i) %]

where the g; are the coefficients of the interactive polynomial 2.

E. R*s5(k,,..., k)——

3.1.7. Rigorous calculation with €;.

Definition 1. For fe @Bp,,, f#0, and f= (fa, fo - - ) with fo, € Bpy;i >,
Vi =2 let us define:

(bp2£ 2(](‘21))
m(, “f”L

I'Mx

qs(f, ) = qu(f) +

whenever it exists.

Definition 2. For n e N* and f € Bp, ,, f #0, we introduce the measure on
R":

ki,..., kysdop,(ky, ... k)

- ) (5 0 - (3 5)

Proposition 3. There exist Ko, Ko € (0, ), depending only on m, and P,
such that, for all fe Bp,,, f+0, f (farSor - - )y foi € BpyiVi=2, with
gs(f, ) <o for all A e (0, A] with A < (K,0qs(f, )", we have:

(vif, f)le'x(f o _ 5 4 o ( ) (f | HeFQO)f )
I93(f P, 0 1115

f 40 (K) (k) = Fy 20 ()P

(%) gk, B

+ A2Re(A, f, )
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where g = U(A/m{)f, and R satisfies:
(%62, £, P < Koas(f, /)1 = 4K oas(f, I

The proof of Proposition 3 is given in §3.2.4.

3.1.8. Proof of the theorem. The minimum of the result of Proposition 3,
when f is varying, is given by the choice:

on = FU(Um(Zl)f, 20 forn = 2, 3, TErL N

fon=0 otherwise

We must control bp,, »(f,.) for all n; from the lemma of §3.2.5 and then with the
lemma of §3.2.2, the existence of K € (0, ) follows, with:

as(f, f) < Kq.(f).

Inserting these results in Proposition 3 gives the Theorem.

3.2. Proofs of the three Propositions

3.2.1. Proof of Proposition 1
Ist step: The scalar products are written as Schwinger functions. For all
seR? §=0and A €0, A], we define:

XA, 5, )= (W) | Pyl (£,
= (‘P%(f) ‘ T(S)(Pi(f))m(g.m)

where T is the translation operator in L*(Q, u;). It follows from [0, theorem of

§4.3] that:
As An » s=0)

for all f € Bp,,, f #0. To make evident the f-bilinearity and the action of T'(s),
we write:

x4, s, f)
4
= j (ﬂ dfi)fs(fla X2)fs(X3, 554)55‘,/;,/1((0’ X1), (0, £5), (§, X3 +3), (§, X5 +5))
=1

R* Ni=

where f, is the symmetrisation of f (see Table III) and 57, is given, for even
P(@), models, by:

ST (r, oy Xa) =532001, X387 3 (X2, X4) + 55 5(x1, X457 (X0, X3) +8545(x0, .., X,)

This identity can be represented graphically by:
1 3 N
= + L+ 0

2nd step: Perturbation developments of the scalar products. We read in
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Appendix II the perturbation development of s ; and s] ,, and we obtain:

5.1 =2 [ (T35 7GR, Rl o5 exp [ - 1 3 ()

2 dk d2k 2vi i ieL I o f - -
A= I_.i 2 2 2\ L i5(k1+Ky) ,isky— |8l (Ky)
7 b 20 (By) (Bt iy Hslkn Rl T (k)™ e

A < dk, |
(2“)2 IRR (H ki + )fs(kl’ ko)f (s, ka)0P(ky + - - - + kg)etr+hd

i=1

x( = )2 s (kl,...,k4))+0(/l3)

The laplacian A of x, for § =0, is given by the derivatives under the integrals.
We put then s = 0.

3rd step: Integration over the k,-variables. As a consequence of the choice of

zero-time vectors, we need to integrate over the k;-variables. We use the formula
of the residues. We write the results as follows:

ay+ Aa} + A’al + A%al
aj+ Aa? + A%a3 + A*a3
where for i € {1, 2}:

ah=20+2°T"(-m) | (] 212%(,( o) Vs, B
(52 i+ 90 ;((é:l CUJL(E;'))2 ~(ky + 1'('2)2)

) 4!a4J— (4 dkf )~ - > = = =
. L_\F(k,, k) (s, k
a, » ,:.Zw(k,-) f( 1 2)f( 3 4)

JU

RO(yi(f)) =

Sk 4 -+ -+ k)
w(k,)+ - -+ w(ks)
X (52 i — 0 z((w(El) + w(lzz))(w(]zs) * w(lz4)) 2 (El + Ez)z))

2n(2n)! (a,,)? 2 dk, TR
4;2 (27)2D fR (11—112 (k)) \fiky, kot -+ k)

(32,;' + 51,1'((!_2251 w(/?j)) _ (I_Z::l E]) )
’ 2 2n 2 3
Kfiﬁ)(kb) - (,E Ef) —m?’:]

(2;)4 ), (n kzdzk 2 JE ke, R, )

X 5(2)(1‘1 ffer 4 B k4) 22 (kl’ < e k4)(62.i - 51,:‘(’(1 + kz)z)

A’ay are the remainder of the perturbation series (see step 5). In these
calculations, we are permitted all operations which have a O(A%) error.
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4th step: Division of the Rayleigh quotient. We will use the identity:

=cy+ Mci—cody) + A ey — cody — di(ci — cod )}

Z A”R(Cé) LR Cé! di’ LR d:’;)

3

1+ .Zl Ad;
where ¢, =¢;/dyV0<i=<3,d; =d;/d,V1<j=<3 and P, are polynomials of degree
one in ¢; and of degree three in d;.

This 1dentity holds for all ¢;, d; € C provided that the denominators do not
vanish. It is purely algebraic. c;, d; can also be functions of A. With ¢; and d;
replaced by a}, a? as above, the first term of the division gives #(;(f), and the
other terms, after complete perturbation expansion, give AL(f)+ A*(L(f)+
T(f)), listed in Table III.

5th step: Bound on the neglected terms. First we estimate the remainder:
A*R' of the perturbation series of RQ,(}(f)) calculated up to order A> (which
supposes that we have also developed A— #3(f)). We use the A’-term of the
algebraic formula for the quotient of the step 4, where d,, is now replaced by:

l19o(HlI3e = x(0, 0, f) = bp,.o(f)*

Then it follows from [o, theorem 4.3] that the d; are bounded by constants, and

the ¢; are O(qs(f)). The denominator is now greater than 1 — AC,, for some
C, € (0, »), and so we have proved that

R' = 0(q5(f)(1 = ACy)™")

We must now take into account the difference between 5(f) and its develop-
ment up to order A%, This can be done in the same way as for ', because M3(f)
is itself the RQ;(yi(f)) of an even P(@), model: the free model with single mass
m,. Then this difference is also 0(g,(f)(1—AC,)™") for some C, € (0, ), where
g.(f) is just gs(f) in which the function @ has been replaced by w;. But we can
substitute w; by w in each estimation, because there exist Cs, C, € (0, ) with:

w(k) _

=y

forall keR and A€ [0, A]. This is due to the fact that m,>0 and that A—>m, is
C*, ([n]). We can now easily see that %, is bounded as claimed. W

3.2.2. The norm of U(S)f-functions. We must control the bp, , norm of the
U(8)f-functions.
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Lemma. There exists K, € (0, ©) such that

bp2 (U V<K, [ dP 5 (P, ) P, 5"
forall 6 €(0, 1], «=0 and f € Bp, , such that the r.h.s. exists.

We have used the notation: Q(P, 5)*>= P?>+ 4w(p)>. The Lemma asserts that
there exist many functions f with U(d)f € Bp, .

_ Proof. The bp,, norm ([o, §3.3.2]) of U(6)f is given by (see the Jacobian of
ki, k,— P, p in Appendix I):

bp2U(O) Y= [ aP dp (P, )P (1] %{)(2 o (k) wx(8P)

where k; 5 = k;(P, p). From Appendlx I (X2, wi(kis))?= P2+ 46%0% +4m? =
Q,L(P 8p)2, which is 0(Q(P, p)?) and we have just seen (5th step of §4.2.1) that

E is bounded. Obviously, w,(6p)~* is bounded, too. W

3.2.3. Proof of Proposition 2. From Proposition 1:

ROL(3.5(f)) = M3(g) + AL(g) + A (L(g) + T(8)) + A*Rs(4, 8)

with g = U(6)f. We must expand all these terms in 6. We will find two sorts of
terms:

1) [ dpdp | P, p)P NP, p)

2) fdpdpn def-K(_Prpl)fK(P)pZ)N,(Pl’plrpz)

with W, #" continuous functions. (We omit the arrows on P, p,, k; henceforth.)
The first objects, which we will call ‘kinetic’, do not vanish if 4 — 0; the second

ones, called ‘interactive’, are 0(8). The scaling makes the interactive terms
smaller.

Ist step: Expansion of the denominators (kinetic type). With the use of
Appendix I, the denominator of #3(g) can be written as:

i=1

. dki T1(R) 2 __ 7 2 ' -2
2 [(I 55 c5) 1 5@ o, kP = [ dPdp 1 (P, p)F ws(op)

With the algebraic identity:

1/,_B
A+B A A
1+

> | o
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and with the estimates:

o)
w, (6p) P=m;* + O(aanl) =my*+ O(h) + 0( anI)

A 0

we find that

[[ P dp e, P 060)2] = mi] [ aPap icr, 1P|

A
x (14251, 8, £)+ ori, 6, 1))

where, for i € {1, 2}: ’

lr(4, 6, f)l < C1514(f)[1 - (5 + mi(z])cz%(f)]_l

for some C,, C, € (0, «). If we do not need to expand this denominator, but only
to control it, we use the algebraic inequality: (A + B)"'<A~'(1 —|B|/A)~"' for
all A > |B|, to write:

[ [P ap 1, o) wr(00)]

<m| [ aPdp (P, p)|2]_1 - (s +;1)L—%)C2q4(f)]_1

The denominators of [, ,, T and g5 contain w instead of w,. From:

k2+mﬁ_‘_1+mi—m(2):>wx(k)

K*+ms kP +md T wk)

=1+0(1) VkeR

it follows that they are bounded by the same expression as the denominator of
M3(g). (Will will suppose that the constants C, and C, are big enough to include
this case.)

Remark. We will often use the above argument to replace w, by w, and ;
by €, when it is suitable, which gives an O(A)-error.

2nd step: Expansion of #5(g) (kinetic type). With the formula of Appendix
I, we obtain:

j dP dp (P, p)I* p*w(p) 2

M3(g) = 4m; + 46° -
dP dp |fx(P, p)I* w,(8p)~*

With the estimate:

w,(p) 2 =m;* + O( 0 |p|) =my*+ O((\/S + n—f—g)m)

m;
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and with the 1st step we find:

[ apap 1fece, )P

1(g) =4m3 + 46°
| apap i7cp, prP

+ 8r(4, 6, f) + 52\[%r4(}t, 6, f)
where, for i € {3, 4}:
i —q
15, 8, )1 < Coqu(f7| 1= (8 +55)Caaut)|

for some C; € (0, ). To control #3(g), or #M3(g) — 4m3, we use that w,(dp) 7 is
bounded to find:

2 (g) — 4m?| < C452£I4(f)[1 - (6 + —m&-)czqa,(f)]"l

2
0

with C, € (0, ). We have also to control 3,.#3(g); deriving /3, and using:

[ apap 17, p)P mssop)

=1

f dP dp |f(P, p) wy(dp)™

we find a similar bound as for /3(g) (we will suppose C, and C, big enough to
include this case).

3rd step: Expansion of I(g) (interactive term). With the formula of
Appendix I, we find:

sta. | 4P Do (=P, p TP, pIE(P, 5p1, 6p2)
4

Al(g) = Ad é'm . - ) -
mi [ dPdp (P, )P @3(6p)
where
(P, p1, p2) |
o Q(P, p1,)RAP, p,) + Q(P, 0)* + M3(g) — 4mj (1+0(1))

(Q(P, p1) + Q(P, p2))o(p1)**0(p2)**VQ(P, p1)Q(P, p2)
A little effort gives the expansion of F

Fi(P, 0py, 6p;) =1+ O(A) + O(Vdw(p)w(p,)) + O(Mi(g) — 4mi)
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so we find:

j dP dp, dp»fx(—P, p)fx(P, p»)
4! ay

4m,

+ -iz &5"rs(A, 6, f)

Al(g) =46 m
f dP dp |fx(P, p)I? !

+ 6(’%)3/2%(/1, o, f)

0

where, for i =5 or 6:

JdP dp, dp, IfK(P’ pl)fK(P’ p2)l Vo(p)w(p2)

Ir(4, 8, f)| <C4
[ apap Ve, P

xap1-(6+ Z)caain]

for some C,e (0, ). We use: [1 —A]><[1-2A4]"'VA <3, and the Cauchy-
Schwarz inequality for the p, and p, variables:

fdP dp, dp, |f~K(P’ p})fK(P! )| Vo(p)o(p,) s CSJdeP |fK(P:P)|2 (J')(P)S/2

where Cs= [pdpw(p)™?, to find that there exist Cq, C;€ (0, ®) with, for
i€{5, 6}:

(A, 8, )l < C6q4(f)2[1 - (‘5 N mig) C7q“(f)]_l

We remark that 6 ' |I,(g)| itself admits also the same bound (we suppose here C,
and C, big enough) because

(P, 8p1. 89 = 0(au )| 1 - o 2+ 8)aun)] ).

dth step: Expansion of L(g) (interactive term). The first term of A*L(g)
contains terms already discussed in steps 2 and 3; then we find easily that it is

o(wsaipy[1-(o+ ) caun] |

For the 2nd term of A°L,(g), we use that the ¥} function is bounded (Appendix
II). Then this term is bounded by a constant, time an expression which looks like
I,(g), except that f is replaced by |f|; it is bounded then in the same way.

We have then found that, for some Cy € (0, »):

A% 1L(g)l < A*V6 Cyqa( f)3[1 - (6 + -}—2)C7q4(f )]_1

my
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5th step: Expansion of T(g). We will not expand T(U(é)f) in 4, but only
obtain:

MTU(S)f) = At(U(8)f) + O(A*6)

In the integral of the numerator of T(f), we see |F( )|*, where

2n

sty S (S o) - (§) ]

i=2

which is not symmetric in k4, . . ., k,, (but the symmetrization is actually done by
the integration); we do not make any modification in replacing |F( )|* by its
symmetrized one, which we write as follows:

1 2n 1 2n 2
~ Fk"k,...,vi,..., n2=_ iy ,...,vi,...,kn
2ni=1| ( ir vl k k2 )l 2” i!§=:1F‘(kz kl k 2)
=5 D Flkiky, ..., k... ko )F(ks ke, ..., k... ko)
i#j,=1

(notation: .. stands for ‘omitted’). We replace all this in T(f); the first term
gives just 7(f); the numerator of the second one gives the interactive term:

. dk %e =
= (I 5 Pk ks k3t -+ kDK K

where
. 5w (A dp
Bk, .. k) =So(k)o(k) 3, o Sl [(11 Tt p[-))
" (X pi + ky + k3)[(n + w(ky) + w(ks))> — (ki + k2)* — Mi(8)]
[(7 + 0(ka)) — 07 + w(ky)Y: — w(ka)y]

We use two identities:

n=Xxw(p;)

n+wo+w; 1 W+ W,
M+’ — w3 ntw,+w; (n+w)— w3

n+w,+w; 1 - W5+ Wy
mM+w)V-w;, n+o,+0, (n+w) - ol

(with w; = w(k;), i=1,...,4) and the fact that

[(Nzgs)s(Ee+s)

20(p;)
is bounded to find:

|Fo(ky, . .., ky)| < Co(mi+ Mi(g)) (@, + 0,) (@3 + w,)?
for some C, € (0, «). Then the numerator of |T(g) — 7(g)| can be bounded (with
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the formulas of Appendix I) by:

6C10(m(2)+ M%(g))fdpdpl dp, |fK(P’ Pl)fK(P’ p2)| (P, ép)F(P, 8p>)

for some C,, € (0, o), and with:
Q(P, p)°
w(p)**VQ(P, p)

Obviously F(P, ép) = O(Q(P, 0)*?). Using the Cauchy—Schwarz inequality as in
the step 3, and the result of step 1, we find:

E(P, p)= (1+0(4))

T(@) - 1(8)| < 8Cu 4|1 (6.+ = —2)Caals |

for some C;; € (0, »).

6th step: Bound on R;(A, g). The first step and the Lemma 3.2.2 condense
to:

0 =0(a[1- (64 %)) | )

Then, using the inequality for R; of the Proposition 1, we find:

1 -1
9,1, )] < Cagu()] 1 (6 + 73] Cusatf)|
for some C,, Ci3€(0,>). R

3.2.4. Proof of Proposition 3

Ist step: New contributions to the Rayleigh quotient. Here we drop the
scaling. We follow exactly the proof of Proposition 1. We introduce the scalar
products:

251, F)=24Re 3 WA | TOW0F )

+A% 2 (Wad3"(fan) | L)Wad2" (o)),

nm=2

and we must add Ax(4, s, ff)|;L _o to the numerator of RQ;(vwi(f)) and
x(A, 0, f, f) to his denominator.

The first term is decomposed according to a Wick formula ([o], §2.2.2) which
gives, in symbolic notation:

(115 =19795: +2nc(1 = 2) 11957 + n(n — 1)c(1 —2)* 195372

This gives three terms.



Vol. 61, 19588 Proof of the existence of a bound state 947

x(A, s, f, f) can be written with Schwinger functions [ :¢*: du,, the pertur-
bation expansion of which is given in Appendix B. We obtain:

x(A s, f,f)=—-2A*Re D, ©,
n=2

2n dk 5
#2235 @ [ (1150 ) s, B
R \j=1

n=2 )
n

w(k;
X exp (iE i ki— 5| > w(lz,-))

j=1 Jj=1

where

. =(2n+2)!a2,,+2J’ (2"” d’k; )
" (275)3'“—l rines \ o1 kE 4+ m§

2n+2
X g-(Elr EZ)ﬁn(th b I 122n+2)6(2)( 2 ki)eib‘(k‘+k2)
i=1

+4n(2n)!aznj dk, (Z'ﬁ' dzk,)
R

2n)>% Jgans 2(1)(/2.) i=> ki+mg

2n+1

Xg(—El, Ez)fzn(EU E3’ o E2n+l)6(2)( E k’_)ei.?(/?.+/?3)ef§132—|§|m(l?,)
i=2

—-

+%)r')—“2—j (H k)(ﬂ o Ve, ~Rdfunlfor - o)

2
i—3 ki +mg

2n <
% 6(2)(2 k,) exp (IE(El + lzz) - |§| 2 w(El))
i=3 =1

A’r, is the remainder of the serie and g = U(A/m)f. The Laplacian A, of x is
given by the derivatives under the integrals. We put then s = 0. We integrate over
the k-vanables using the formula of the residues. We do the division in the
Raylelgh quotient with the algebraic formula of the 4th step. Then the new
contribution in RQ(3(f, f)) due to f is:

)LZ
2 [(f %) 1, e
1=12 E B

x{2Re 3 @ +Z+E+ 3 2] | dopanlO) alOR] +Hnh 1 )
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where
22n+2) ay,, . Znt2 dk -
Bl=— ( (213),, iz J( 1—11 Yo (k))g(kl, k2)f2n(k3; cees ko)

(2:1512]() SN\ R I
infzw(k)((z w))( 3, k) - i+ Koy - ie)

8n(2n)! a,, (/' dk, 4
Ei=_%ﬂ:))n_—12f(n )) ( k17k2)ﬁ2n(k1;k3"-"k2n+1)

) (0 - 0E S, @) - K+ R - 4i(0))

2n+1

5 w(f)
== —2—‘%—[(11 Z(jfk))g( frs —k)fonB, - Kon)
x%((;w(h)) (ky+ k) J%(,(g))

Here A’r, is the total remainder (including that one of Proposition 1). From [o,
Theorem of §3.3] it follows that all ¢ and d; of the algebraic formula of the 4th
step (see proof of Proposition 1) are bounded by a constant time §s(g, f), where:

bp22(8)° + L bpauofon)’
qs(g’ f) - bpz'(](g)z
Then there exist C,, C, € (0, ) with:
(%, £, FI< Cids(g, /)11 = AC2q5(8, )]
2nd step: Expansion in 6 = A/mj. We follow the proof of Proposition 2,

using the inequalities established there. With g = U(J8)f and with the help of
Appendix I, E), can be written as:

= C,Vé f dP dpfy(P, p) f (

X F(P, 8p, ki, ..., kz)
where C; € (0, ©) and:

I3, (k))fz,,(kl,...,kz,,)é(ﬁ+ S ic’,-)

F(P,p, ki, ... k)= - -
(@B, )+ £ w@))oG)VaP, 5)
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Obviously:

(B, B, R, K = O(QP, 0)+ X, (k) + 46(g))
i=1

We use three times the Cauchy—Schwarz inequality: the first time for

1/2

| 4517 pl=este| [ a5 1P, p)P 07
the second time for:
[(I12) 1hE . B 6(P+ 5 ) S ol
< cste U(ﬁ ‘Z‘C)) oKy, . . ., k)l ( Z )@1 w(k; ))2]1/2

and the third time on the dP-integration, to find:

[241< CaVa| [ 4P dp (P, p)F @(PPa(p)?| bpana ) (8)

with

C,e (0, =)
=2 is written as a sum of two pieces, using the identity (with symbolic notation):

0} = 0x(@3+ - -+ 001) = (ky + k)’ —

wy(wy+ -+ W yy)
(0 + 03+ -+ @y41) — (ky + ky)* —
(W34 + W3y41)* — @3

(03 + - + Wi )[(01 + 05)* = (ky + ky)? — M?]

wo[(ws+ -+ + w2n+1)2 - w%]

+

the first term gives the following contribution to =

2 j 0K 2, (K)o (K)

and the second one contributes to:

C [(IT 5o Yk k[ (3 0060) o+ k2~ 360

- (z'flk)izjm(k,-)
ST gyt b (3 o) - otk

i=3
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with Cs € (0, ), which is bounded by:

e [ (1255 etk kP [@(k) + (k) = s + ko = 4G@)F |

x U( ‘i’,‘()) Fonks, ks - g

X 8yt - -+ kz,,ﬂ)(znjf1 w(k,-))z]m

i=3

with C¢ € (0, ). For the first factor, we use g = U(d)f, and:

4.4

[ apap e P Es] = 0oy [ apdp e p)F (oY)

(The factor w;"? in the definition of U(8) of Table I is here essential.) The
second factor, after integration over k, using the & function, is O(bp,, »(f2.))-

=, can be treated as the second term of 22, and be bounded in the same way.
Remember that =/, must be divided by

2
2 [ (I k20 (k) ) lgChs, kP
i=1
which is %bpz,o(glz(l + O(4)). We bound bp, »(g) with the lemma of §3.2.2. Then

we obtain: gs(g, f) = O(gs(f, f))-

3rd step: We collect the results. The addition of the vectors AY, ¢**(fo,)
gives the following contribution to the Rayleigh quotient:

AR R CLA O

+ [ | 40,0 1O} + 35500, £.7)
where
(4, f, f)\ < Cygs(f, f)4[1 — ACsqs(f, J_E)]*1
for some C;, Cge (0, 00). If we add 7(f) of Table IV, which can be written as
12
ibp 20(8)2

we obtain the sum of perfect squares announced. W

(f) = 5, [ dogant®) | Fon)F

3.2.5. Bound on bp,, »(F; )
Lemma. ForallneN, n =2, there exist K € (0, =) such that for all fe Bp, s,:

prn,Z(F},Zn) < Kbp, sn(f)

Proof. We read the bp-norm in [0, §3.3.2]. In the definition of F;,,, there is
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a sum, which we must square. We use the inequality (in symbolic notation):

2. FF

1=<i,j=2n

<C X |FP,

where C € (0, «), to write:
|f:v(k|, kz + e + km)lz

bpan,2(F 20)° < C, J( ok, )) Sym [(Z:z w(ki))z B (igz ki)z j mg]z

m—1 m 2
x5 (3 o) 3 T18(Sk)
Jj=0 M=j+1 pePp; lep iel

with C, € (0, ©) and m =2n. Sym, ., is the symmetrisation operator with
respect to k,, . . ., k,,. Note that the 6 functions concern only an even number of
variables k;, #p; being the set of even partitions of {1, ..., j} (see [0, §3.3.2]).

In the factor in {...}, a variable is distinguished (noted °‘k;’). The
development of bp(F) gives two kinds of terms, depending on:

1) the 6 functions do not concern the distinguished variable

2) the distinguished variable enters in a é function.

Using that, for all meN*, [gm (Ili<i<m dk;/0(k;))S(X 1<i<m ki + Q) is
bounded for all Q € R, each term of the type 1) is bounded by:

= dk; 1fi(ky, ky+ -+ k)2 r | 2
C, I(H] w(k, )) [(_ R r)m”)z ) (éz k,-) _m%]z (; w(k,))

for some C, € (0, ) and 1 <r <2n (r =1 is excluded because r is even). This can
be written as:

2 dk 5
sz ( o (k )) 'ﬁ(k';_f)'dp_ 5(ka= % pi) ok (@ (k) + n)
; f (“ w(;;,-)) [(n + @)’ — (k)

where « = (2n —r)m,. Because of the & function, the denominator causes no
difficulty. Using the equality (in symbolic notation):

=% lw(p)

N B ad - 2
n+ao—w, n+a—w,
the integral over p,, . .., p,_, is bounded by

(0, + wz)zwzf( 11 dp,-/a)(p,‘)) X 6(k2-— > p,.)

I=i=r—1 I=si=sr—1
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time a constant. With the standard estimate, for all m e N*:
. dk;
g w 1/2
'[ (__ (kﬁ)) (25 k g?) (Z#D(Qz)

for some C; € (0, =), for all Q € R (which can be proved using [r]), we obtain that
the sum of the terms of type 1) is bounded by:

Ca f( : 6?;; )) If(k1, ko) (w(ky) + w(ky))*?

with C, € (0, ), in agreement with the claimed result.
Each term of the type 2) can be bounded by a constant time:

« dk, ks, kot - - + k)l
f (H, w(kz)) [(_ (k)+(2n—t)mo)z—(igzkf)z—mg]z

x(g a)(k,-)) 6(k1+ 3 k,.)

i=2 i=t+1

forsome 2<t<2n—1and 1+ ¢t<u =<2n. This can be written as:

2 gt 4 5("1 +ky — zg p,-)w(kz)nz
J( ‘%) ks, [(IL wfi)) [(1 + BY — (ks + koY — miP

where B(2n —u)my,. Using the same tool as for the type 1), we find that the
integral over p,,..., p,_; can be bounded by a constant time w(k,)y(k,+
k,)** < 4(w(ky) + w(k,))*. Thus we obtain the same estimations as for 1). W~

n=XZlw(p)
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Appendix 1. Relativistic kinematics of two free particles

We are interested in the physical system of two free particles of mass m, in
one space dimension.

A state of this system is given by two momentum (k., k,) € R%. We introduce
four vectors in the energy-momentum space:

k= (ky, k) = ((ky), k)
ks = (ks, ko) = (0(k>), k»)
K=K, K)y=k, +k,
k=(k, k) =k, —k;
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with (k) = o They satisfy:
K*=4m?— K
K-k=0

(with Minkowsky’s metric). Note that k*<0

First change of variables

The states of the system are parametrized by two hyperbolic angles (a, x) € R?,
defined by:

K =VK?*(ch a, sh @)
ki - kz

chy=

sign of x = sign of k,— k. We obtain immediately:

2
K2=k%+k§+2k1-k2=m2-¥-m2+2mzchx=4m2(ch-}2§)

2
—k?P=—k?—ki+2k,-ky=—m?>—m*+2m*chy= 4m2(sh %C)
Our four vectors can be written as functions of « and y:

k.=(m ch%cha+m sh%sh af,mchgsh cv—i—msh%ch af)

kzz(m ch%chaf—mshgsh a, mch%sha—msh%ch a)

K=2m chz‘z—(ch o, sh @)

k=2m sh%(sh @, ch a)

Lorentz transformation
The action of a Lorentz transformation of velocity S <1 on a state (ki, k2) is
given by:

Rkl = k; + Bw(k;)

The transformation of w is given by w(k;)' = w(k}), i =1, 2. As function of & and
x, ki is:

) X 1
ki \/i—ﬁf(ch sha+sh20ho:+[3ch cha+ﬁshzsha)

xsha+ﬁcha xBsha+cha
’"( VI_E W Tvisw )

m(chish (cH— y)+sh§ch (o + y))

I
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where y =argth . The same -calculations of k, convince us of that the
transformation of (a, y) is:

a~ o' =a+argthf
Horg' =%

This looks like a galilean transformation (for which the relative momentum is
invariant, and the total momentum is shifted by a constant).

Invariant measure L.
The Jacobian of the change of variables (k;, k,)» (a, ¥) is:

%msh%sha+%mch§chaf mch%chaﬂrmsh)—z{sha’
det
%msh%sha—%mch%cha’ mch%chaf—msh;—cshaf

b!

20, wl) = %
= w(k)w(k

1o, o, (k)w(k,)

=det(

The invariant measure on the phase space is:
dk, dk,
w (k) w(kz)

Second change of variables
We must change the variables (a, x) because

=dady

1° we need variables with units of momentum .
2° the choice of zero-time vectors distinguishes the variable K.

We define the new variables (P, p) by:

- —>

P=K

= X
= h=
p=ms >

The Jacobian of (&, x)~ (P, p) is given by:

8P8p X X
J d( ) _
et a3y mchZ > mch= ch o= 2w(p)K

We note K = w(k,) + w(k,) = Vi* + 40 ()Y = Q(P, p)

We have then the following formulas:

Pp o . Q@ p)

—, P+p
@(p) w(p)
Pp 5 . Q(P,p)

ky= l(gz(P 5 B —:&)

s 0@’ " 0@

k,= %(Q(f’, p
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K= (Q(P, p), P)
Lo (Pp 9(13,15))

@) o)
K*=4w(p)* =4m* + 4p*
k2 = —4p*
- mPP 4o (p)
o (ky)w(kz) = 20()

Appendix II. Perturbative expansion of some Schwinger functions

The perturbative expansion of the Schwinger functions will be performed by
using the formula of [0, §2.1.3]. The remainder of the series will be simply
noted as ‘O(A")’, and will not be discussed here. We adopt the notation
(F),=JoF(q) duh(q) for F € L'(Q, u;). The truncated functions (see [0, §2.1.2])
are noted as {.;...;.);.

Two-point function
The function (¢(x), ¢(¥))" =57 ,(x —y, 0) can be written as:

530, 00=c—A:P"(P(0)):)sc *c+c *c* T,
where c¢(x)=(Q2n)7? [ dxe®™™/(k*+m?*) and T,(x)= (:P'(¢(x)):, :P'(¢(0)):)]
for all x € R?, x #0. The first terms of the expansions in A are:

5320, 00=c+ (—Aa+BAY)c * c + a’A’c *x ¢ * c + A% * ¢ * T+ O(A?)
where a=2a,, B=X,(n+1)(n+2a,,.a, [c" and 1(x)= Y2, (na,)*(n -
1)! ¢(x)"~". By Fourier transformation:

§3.4(ky, ka) = 8P(k, + ky)

( 1 N —Aaf+ﬁﬂuz+ Aa® AT (ky)
ki+mg  (kKi+my)y  (ki+mg) (ki+mi)
~ 5P(k, + k)
ki+mi+Aa+ A(B - (k)

+ O(A-‘))

+ O(A%)

where:

T (k) =2n%(k)=2 E (;ml)fzz f(:ij: zacjéi))

o35 R)5 o

(2 ow)

is a function of k? analytic in the hole plane C except for the cut: {k%e
C |Jmk*=0, Re k* < —2m,}. Thus the above approximation of 57, has a simple
pole for k> = —m?Z, near —mg, where:

m3 =m3+ Ao + 22(B — T (k) [eom_mz) = mi + Aa + 22(B —T (k) |ure_p2) + O(AY)
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Then §7 , can be written as:

1 T(k3
fz,l(k]) kz) = 6(2)(1(1 + kz)(k_z_-}_:__ 4 AZ ( 1)
1

3
2t ey O®)

where T (k%) = T(k) — T(k) |22 —m2.

Four point function
The perturbation development of the function s4,(x;, ..., x4 =

(@P(x1);-..; P(xs))1 begins with:

4
(5(2)( Y ki)
i=1

4
STalky, . k)= [—yl+ A2 Ez(k., L k4)] + O(1%)
I1 (k7 + m§)
i=1

where

v = (2P™(¢(0)):)o(2m) =4 a,2n)?

and

S k) = BGPNGO) N o+ B Gty )y

where Y} is introduced in [o, §2.3.3].
It follows from [o, §2.4.3] that k,, ..., ks—> Y3 (k,, ..., k,) is a bounded
function on the manifold defined by }; k;, = 0.

The n-point functions
The Proposition 3 need the first order of (:¢(x,) - - - ¢(x,):) for n>1, which is
given by:

(:p(xy) -+ p(x,):)2=—An'a, | dz ﬁ c(x; —z)+ O(A%)

i=1
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