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On the S-operator for the external field
problem of QED

by H. P. Seipp, Institut für theoretische Physik der Universität
Zürich, Schönberggasse 9, CH-8001 Zürich, Switzerland

(22. XII. 1981)

Abstract. The scattering operator associated with the quantized electron-positron field interacting
with a time-dependent external electromagnetic field is investigated. It is shown that it depends
analytically on the strength of the external field up to arbitrarily high values. As a consequence, there
exists no threshold for the occurrence of spontaneous pair production.

1. Introduction

Looking at the Hamiltonian H H0+xV, where H0 is the free Dirac
Hamiltonian and V an electrostatic potential associated with a distribution of
positive charges, one observes the following pecularities: when x increases, bound
states appear at the upper continuous part of the spectrum (E m), move across
the energy gap and dive iito the lower continuum at E —m. This is usually
illustrated by a gedanken experiment, considering an atomic nucleus of charge Z,
assuming that Z increases infinitely slowly [1]. When the ls level reaches the
lower continuum, its binding energy reaches the value 1m and the creation of an
electron-positron pair becomes energetically favorable. The value Z at which this
happens is called the critical charge Zc. When Z>ZC, the creation of an
electron-positron pair even reduces the total energy of the system. This phenomenon

is interpreted as 'decay of the neutral vacuum' to a 'charged vacuum' by
'spontaneous pair production' and is expected to arise in strong fields, since the
calculated value of Zc for a 'realistic' potential is equal to about 173. (Notice that
the potential of a point charge is not suitable because the Hamiltonian ceases to
be essentially selfadjoint at Z 137.)

Today the only practical means of creating strong electromagnetic fields are
experiments involving heavy-ion scattering. Provided that two colliding nuclei
approach each other closely enough so that their joint electric potential exceeds
the critical strength, the occurring spontaneous pair production could be detected.
However the electromagnetic field created during the collision is time-dependent,
so pair production induced by the changing field is also expected to occur. A
criterion is needed which makes it possible to distinguish between 'induced' and
'spontaneous' pair creation.

Most of the results that can be found in the literature concerning QED in
strong fields (for a review, see [2, 3]) are based on approximate calculations, so
the notion of spontaneous pair creation remains ambiguous.
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If radiative corrections are neglected, which is an adequate first approximation,
the problem can be treated rigororously in the framework of the external

field problem of QED, i.e. the theory of the quantized electron-positron field
interacting with an external classical electromagnetic field [4-8]. In the case of
certain regular static electromagnetic potentials, a vacuum can be defined that
becomes charged discontinuously as the potential increases. This has been discussed

by Klaus and Scharf in [9,10] (see also [11,12]). A basic requirement of these
investigations is the existence of a dressing transformation on Fock space which
converts the 'bare' vacuum into a 'dressed' vacuum. However this construction
refers to a static external field and cannot be used to describe the situation present
in heavy-ion collisions. Furthermore it is known that in static fields no pair
creation occurs.

Since pair creation is a scattering phenomenon it is most natural to discuss
the problem in the framework of scattering theory. At the same time it yields an
unambiguous particle interpretation of the asymptotically free incoming and
outgoing states [13]. One observes that there is a resemblance between the Fock
space S-operator with time-dependent external field and the dressing transformation

in the static case (for a comparison, see [14]). At certain values of the field
strength, the S-operator has singularities which are analogous to the
discontinuities of the dressing transformation corresponding to the occurrence of the
charged vacuum. For this reason one might suspect that these singularities are
related to the occurrence of spontaneous pair creation.

It is the aim of our investigations to answer the following questions: Is it
possible to distinguish between

(i) undercritical and overcritical external fields
(ii) induced and spontaneous pair creation

on the basis of the Fock space S-operator?

We will show that the singularities mentioned above are spurious. Moreover
the S-operator depends analytically on the strength of the external field up to
arbitrarily high values. Therefore, contrary to the presumptions, the answer to
questions (i) and (ii) is negative.

2. Some results of classical Dirac theory

In the following we fix some basic notions of classical, i.e. nonquantized
Dirac theory, and collect several results which we will use in Section 3 and most
of which are well known [4, 5,15]. The observations stated in Theorems 2 and 4

seem to be new and lead to a clarification of the situation.
The underlying Hilbert space ffl (L2(U3))4 is the space of Dirac four-spinors.

We will only need its structure as an abstract Hilbert space later on. The set of
bounded operators on "X is denoted by 38 ($f).

Because we frequently are dealing with holomorphic operator-valued functions

C —» .38(Slf) we recall the convenient criterion [16]: Let T(x)effl(2e) be
defined on a domain G of the complex plane. T(x) is holomorphic in G if and
only if each x e G has a neighbourhood in which ||T(k)|| is bounded and
(/1 T(x)g) is holomorphic for any /, g in a fundamental subset of 9€ (i.e. a subset
which has a dense linear span in %C). We note that T(x)~x (if it exists) and T(x)*
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are holomorphic functions of x if T(x) is holomorphic, whereas T(x)* is not
holomorphic (notice that the inner product (• | •) is conjugate linear in the first
argument).

The Dirac equation with time-dependent external field reads

H(t)f(t) i^-f(t), feW (2.1)
dt

where

H(t) H0+xV(t)
H0 -ict-V+mß (2.2)

V(t) V(x, t) eA0(%, t)-eoL- A(x, t)

(2.1) is solved by the unitary propagator U(t, s)

f(t)=U(t,s)f(s) (2.3)

The spectrum of H0 is o-(H0) (-°°, -m]U[m, °°) and we introduce the spectral
resolution H0 J A dE(k).

The spectral projections corresponding to the positive and negative part of
the spectrum are given by

P+=r d.E(À)=4 + T- f dttHo-®1
j\n z zrr J-,,,

r-m 1 1 f°°
P_= dE(K) --— d4(H0-utrx

Loo 1 Irr J_c

(2.4)

They satisfy

P+ + P_ l, P+P_ 0 (2.5)

and give rise to the direct sum decomposition
QU> — QI/> CT\ Q/O <xo — r> Or, fr\ £\dt —at +KV at _, ./C ± — r±àc \Z..\J)

of the Hilbert space in 'electron' and 'positron' subspace.
(2.1) can be converted into the interaction picture integral equation for the

propagator U(t, s)

Ü(t,s) l-ix\ dtxV(tx)Ü(tx, s) (2.7)
•'s

where

Ü(t,s) eitH°U(t,s)e-isH°

V(t) ei,H°V(t)e-iai° '

If V(t) is assumed to be a bounded (and of course selfadjoint) operator for each t,
and strongly continuous in t, one obtains the norm converging Dyson expansion of
Ü(t, s) by iterating (2.7)

Ü(t, s)=t (-ix)n f
'

dtx i1 dt2--- f""1 dtnV(tx) • ¦ ¦ VU) (2-9)
n =0 "'s «'s ^s
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If furthermore Jü«, dt || V(()|| <°°, the scattering operator exists by the strong limit

S lim Ü(t, s) (2.10)
t—>oo

S—*—oo

and according to (2.9) we have

S(x)= t (-ix)nSn
"=0 (2 11)r r«. e,-, (Z-Xl>

S„ dtx\ dt2-\ dtnVbx) ¦ ¦ ¦ V(fJ
•*—GO J—oo J—oo

We take (2.11) as the definition of the classical S-operator. Since the series has an
infinite radius of convergence, S is an entire function of x. Moreover S is unitary
for real x, thus

S(x)*S(x) S(x)S(x)* l, xeU (2.12)

This relation can be extended to the whole complex plane by analytic continuation

since S(x) and S(x)* are entire. One has

S(x)*S(x) S(x)S(x)* l, xeC (2.13)

For simplicity we will omit the argument x resp. x whenever this does not give
rise to confusion. It has to be chosen in such a way that the operators become
holomorphic functions of x.

Using the projections P± (2.4) we define

S++ P+SP+, S__ P^SP_

S+_ P+SP., S + P„SP+

and for the adjoints we adopt the convention

S*_ (S+^)* P.S*P+
S*+ (S_+)* P+S*P_

Taking into account (2.5) one derives from (2.13)

sx+s+++s*+s^+ p+

S++SÏ+ + S+tatataSÏ_ P+

S*_S__-rS.Ï_S+_ P_

S—S*- + S-+S*+ P-

s*+s+_+sï+s__ o

s++sï++s+_sî_ o

sï_s_++sï_s++ o

s__sïta_+s_+s*+ o

(2.14)

(2.15)

(2.16)

(2.17)

The existence of the implemented S-operator on Fock space depends essentially
on the fact that S_,__ and S_+ are Hilbert-Schmidt operators (cf. Section 3,
Theorem 5). According to Theorem 7 in the appendix, potentials V(t) which give
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rise to this property exist under quite general conditions. Therefore it is justified
to assume

S+_(x),S_+(x)eHS, V*eC (2.18)

Hence the operators

S+_(*)*S+_(*), S+_(%)S+_(*)*

S_+(Ä)*S_+(x), S_+(*)S_+(Ä)*

are trace class for all complex x.
We define the operators1)

F+ S++ + P_, F_ Statata^ + P+ (2.20)

They satisfy the following relations which can be verified using (2.16) and (2.17)

FÏF+=1-SÏ+S_+
t+f + i ta>+tatata5+_

F*F_=l-SÏ_S+_
F_FÏ 1-S_+S*+

F+SÏ+ + S+_FÎ 0

F_SÏ_ + S_.^FÏ 0
-. (2.22)

FÏS+_ + SÎ+F_ 0
V ;

F*S_+ + SÏ_F+ 0

F+SÏ+S_+ S+„SÏ_F+
F-S%-S+_ S-+S*+F-
F*S+_S%_ S*+S_+F%

(2'23)

FÏS_+S*+ SÏ_S+tatataF*

In the following the kernel of an operator T is denoted by N(T), its
eigenspace corresponding to the eigenvalue 1 by Et(T) and its range by R(T).

N(T) N(T*T)={feW\Tf 0}

Ei(T) N(T-l) {feW\Tf f}
"M decomposes according to

-N(T)<£>R(T*) N(T*)®R(T) (2.25)

where R(T) means the closure of R(T).
We briefly summarize some facts about the theory of Fredholm operators

which can be found in [17, 18, 19]: An operator Te®(W) is called Fredholm if
and only if dim N(T) and dim N(T*) are finite. The set of Fredholm operators is

1) In literature usually the restrictions of S++ resp. S defined on SK+ resp. SK_ are used, but it is

more convenient to consider the operators (2.20) because in this way one has not to worry about
domains.
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denoted by &(%). The integer ind T dim N(T)-dim N(T*) is called the index
of T. It follows from the definition that

indT* -indT (2.26)

Since dim N(T*) < °°, the range of a Fredholm operator is closed [17].
Let M be a topological space. One says two elements x, y e M can be joined

by a path in M if and only if there exists a continuous mapping (a path)
rr : [a, b] —> M of some closed interval in the real line into M, such that rr(a) x
and rr(b) y. An equivalence relation ~ can be defined on M, writing x ~ y if and
only if x and y can be jointed by a path in M. The equivalence classes are called
the path components of M.

Now consider SFCat) as a topological space endowed with the operator norm
topology. One has

Theorem 1 [17, 18, 19]. The index is constant on each path component of
&(!%). If two Fredholm operators have the same index, then they are in the same
path component of 3F(af).

Corollary. A Fredholm operator T has index zero if and only if T~ 1.

We are now ready to prove

Theorem 2. F+(x) and F_(x) (2.20) are Fredholm operators of index zero for
every complex x.

Proof. From (2.21) we conclude

N(F+)cE1(S*+S_+)
N(F*)c:El(S+ta.S*_)
N(F_)czEl(Sïtata_S+_)

{Z-Z/)

N(F*)czEx(S-+S*+)
Each kernel on the left-hand side is finite dimensional because it is contained in
the eigenspace corresponding to a nonzero eigenvalue of a compact operator.
Hence F+, F_ e 2F(dl€). Let rr : [0,1] -> C be a path in the complex plane such that
rr(0) x and tt(1) 0. Then F+(rr(-)) is a path joining F+(x) and 1 in &(aV).
t —» F+(ir(t)) is continuous since F+ is holomorphic in x.

F+(rr(t))e&(aV), Vte[0,1].
F+(ir(0)) F+(x)

F+(it(1)) F+(0) 1 since S(0) 1.

Thus F+(x) has index zero for every xeC by the corollary of Theorem 1.

The same argument holds for F„(x). D

The kernels are explicitly given by
N(F+(x)) 3€+nS(x)*af_
N(F+(x)*) W+nS(x)aV-
N(F„(x)) aV-nS(x)*aX>+

(2-28)

N(F„(x)*) aV-nS(x)a?+
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Notice that the subspaces Sat±, S*at± are closed due to the invertibility of S resp.
S* guaranteed by (2.13).

We give the proof for N(F+): af+nS*af_cN(F+) is verified directly: let
fea?+nS*aV-, hence /e?if+,/eS*^_ and by (2.13) SfeW- Thus F+f
S++f + Pj P+Sf 0. Now suppose F+f 0,f^0. From S++f + P-f
S++f+f-P+f 0 it follows that f P+f-S++f, hence feaV+. Thus we have
F+f P+Sf 0 and therefore Sf€aV-,feS*a?_. We conclude N(F+)cz
f+ns*^_.

Inspecting the expressions (2.28) we observe that

S(x)N(F+(x)) N(F_(x)*)
S(x)N(F_(x)) N(F+(x)*)

Because S is nonsingular it follows that

dim N(F+(x)) dim N(F_(x)*)
dim N(F„(x)) dim N(F+(x)*)

Furthermore by Theorem 2 we have

dim N(F+(x)) dim N(F+(x)*)
dim N(F_(x)) dim N(F_(x)*)

We conclude from (2.30) and (2.31)

dim N(F+(x)) dim N(F+(x)*) dim N(F_(x)) dim N(F_(x)*)
dim N(F_(x)) dun N(F_(x)*) dim N(F+(x)) dim N(F+(x)*)

VxeC

(2.29)

(2.30)

(2.31)

(2.32)

For certain values of x the upper four resp. the lower four kernels (2.32) appear
simultaneously with the same finite dimension. The sets of these exceptional
points are denned by

ï {xeC\N(F+(x))j-0}
2 {*eC|iV(F_(*))^0}

(2.32) shows that 2 is the complex conjugate of S.

Definition. The points k e S U S are called singular, all other points of C are
called regular.

Theorem 3. The set 2 (and hence 2) is discrete in C (i.e. there is only a finite
number of singular points in each compact subset of C) and lies outside the disk

(zeC |z|<—], where a=\ dt\\V(t)\\.

Proof. It follows from (2.27) that S^+(x)*S_+(x) has an eigenvalue 1 if x e 2,
but by the analytic Fredholm theorem [20] (see also [16] Chapter VII) this is the
case only on a discrete set.
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By estimating

l|S-+ll ||î (-ix)nP-SnP+l

sÏH-lKll
it=i

Zi i an
\x\n—- eaM-l

n=i ni

we see, that if e*LKl, i.e. |x|<(ln2)/a holds, SU^S..*. cannot have an eigenvalue

1. D

In the rest of this section we restrict our considerations to real values of x. If
x is real, the operators (2.19) are selfadjoint and the spectrum of each is a subset
of the interval [0,1]. In this case it follows from (2.21) and (2.28) that

N(F+) N(FtF+) Ex(S*+S-+) W+ HS*at_
N(F*) N(F+F*) Ex(S+S*J) X+ n

(1 34Ì
N(,F.) N(F*FJ) E1(St-S+J) X.r\S*X+ '

N(F*) jV(F_FÏ) Ex(S_+S*+) KT_ n SX+

Theorem 4. If x is real, the operators S$_S+-, S+S%-, St+S^+, S^+S*+ have
the same spectrum including multiplicity.

Proof.

<r(S*_S+_) <r(S+_S*_)

c7(SÏ+S_+) cr(S_+SÏ+) '

holds in any case [16, 20]. If x is regular, F+(x) and F-(x) are nonsingular and
(2.23) can be written

S+_S*+_ F+S*+S_+F-+1

S_+SÏ+ F_SïtatataS+_Fl1
K '

Thus we have

cr(S+_SÏ_) a(SÏ+Statata+)

a(S_+S*+) (7(StS+tata)

due to the similarity of the operators. If x is a singular point, the four operators
(2.19) have an eigenvalue 1 of the same multiplicity, as a consequence of (2.32)
and (2.34). The similarities (2.36) still hold with the restricted operators

F+ F+\N(F+r
Ftata FfN(Ftata)^

(2-38)

for which the inverses exist

p-+1:N(F*)±-*N(F+r
Pz'-.mF^^mF.)1- '
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(cf. (2.25)). Hence

S+_SÏ_ .F+S.*+Sta_+F;1 on N(FÏ)± E1(S+_SÏ_)±

S_.^S^ .Fta_SÏ_S+_.F:1 on Ntf*)1- E1(S^+S*+)±

so that (2.37) is true also in the singular case. Combining (2.35) with (2.37) proves
the theorem. D

We remark that the symmetry expressed in Theorem 4 is independent of the
existence of an isomorphism between 9€+ and 2if_ (e.g. charge conjugation).

Introducing explicitly the eigenvalues and eigenvectors, we write, in consideration

of Theorem 4

S-+S-+tf>n .\n<t>n

Sl^S+_tf>~ .\ntf)~

S+tata.Sïtatata,K *„</<; (2.40)

S^+Sj+dj- /\ndj-

0ëAnël
where the eigenvalues are counted with their multiplicités.

Each eigenvalue \n(x) is a holomorphic function on the real axis as long as it
does not reach the value zero [16]. The eigenvectors (including those corresponding

to the eigenvalue zero) constitute complete orthonormal systems in %e+ resp.

K,dj+neX+, tf>-,dj-eW_
(<f>m I <f>n) (*Pm I </>n> (<f>m I <f>„> <^m I «An) Smn

We call the systems

{<t>n},{<t>n}, M:}, {</>;}

canonical bases.
Notice that the canonical bases are not uniquely determined when there are

degenerate eigenvalues. Especially the eigenvalue zero has infinite multiplicity.
But it is possible to choose the vectors as holomorphic functions of x whenever
the corresponding eigenvalues are holomorphic. Using the canonical bases we
obtain the canonical expansions of the compact operators S+- and S_+ [16,20]:

S+-=Y.V-n(<l>n\ 'Ht
n

S-+ Z \Ln(4>n I •)«/'n
n

n

n

t*n=+^K
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from which it follows that

S+-tf>n P<n<f't

S-;fr^ (2.43)

S*+ll>~n P^<f>t

From (2.40) one derives

F+F+4>n St+S++tf>^ (1 - A„)<^
FÎF.cf,- S*_S^tf>- (1 - \Mn
F+F*^ S++S*+^ (l-An)^:

C '

Ftata.FÏ^ S__SÏ_ta>n (l-À„)^;
The remaining properties we are interested in are more subtle.

Let us assume for a moment that x is regular, i.e. An<l,Vn. Multiplication
of the first of the relations (2.44) by F+ yields

F+F*F+4>; (l-An)F+<K.

and comparison with

F+FtK (l-KHn
shows that we can write

F+tf>+ Cndj+

by choosing the vectors dj„ properly (remember that the eigenvalues can be
degenerate). Normalization leads to

|cn|2 ||F+^||2 <4>; | F*F+</>;> 1 -An
We fix the constant cn by

cn e^4Ï^K
hence

F+tf>: eie»JÏ=K.dj+n (i)

If we multiply (i) by Ft we obtain

F*F+<K e»~Vr-^F*^: (1 -K)K
thus

F^; e-ie»VT=^;<f»; (ii)

Multiplying this by S_+ yields

S^Ftr^e-^Jl^Kp^-n
but by (2.22) we have

S_+F*,/.: -F_S*_t^; -p,nF_tf>-
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hence

Ftata.<^;=-c-ie"Vr-Ä:^- (m)

Multiplication by Ft leads finally to

The phases are arbitrary and we put 0„ 0.
Now suppose that x approaches a singular point x0 and that for an eigenvalue

A„ we have X.„(x0) 1. Thus the function Vl-A„(x) vanishes at that point
and the question arises whether there is a unique analytic continuation if x goes
through x0. To see what happens, we recall that kn(x) is bounded by 1 hence its
power series around x0 is of the form

r\n(x) 1-a0(x-x0)2m + ax(x-x0)2m+1+---, a0>0 (2.45)

Therefore the function

vn(x) Vl-,\,(x) (x-x0)m\/a0-ax(x-x0)- • • • (2.46)

has no branch point at x0 and has a unique analytic continuation. Notice however
that its sign changes when x goes through x0 if m is odd.

We adopt the convention vn(0) +l, Vn.
With the functions vn defined in this way we write the relations (i)-(iv)

F+tf>+n S++tp+n vndj+n

F-tf>- S__(f>- -vndj-

Fjdj-=s*.rn=-vA-n
Each function vn is holomorphic where An is holomorphic, i.e. vn may have no
further analytic continuation if A„ becomes zero at some x.

3. The Fock space S-operator

In this section we study the S-operator in the framework of quantized Dirac
theory with external field, especially its dependence on the coupling parameter x.

The existence of the scattering operator on Fock space is guaranteed for
every real x by (2.18) and Theorem 5 below, and its properties can be derived
from the results of the 'c-number' theory discussed in Section 2.

Explicit expressions have been constructed by several authors with different
methods [9,11,21-24]. One observes that an exceptional form is obtained at the
singular points and it is not clear whether this is related to discontinuities in the
dependence on x.

Ruijsenaars [25] proved that the S-operator is analytic for small x and has a

possibly two-valued analytic continuation, the singular points being branch points.
We will improve this result by showing that there exists a unique analytic

continuation along the real axis (Theorem 6). The exceptional form of the
S-operator at each real singular point x0 is the limit of the expression at regular x
as x approaches x0.
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We first introduce the quantized free Dirac field. It is constructed by choosing
the Hilbert space X introduced in Section 2 as test function space and representing

the *-algebra generated by the field operators M/(/), f&at, satisfying canonical
anticommutation relations, on a second Hubert space XF (the physical state
space):

V:W^®WF)
fh-»^(/) conjugate linear

M/),*(g)} 0 (3.2)

{¥(/)*, *(g)*} 0

The annihilation operators b(f),d(f) for electrons respectively positrons are
defined by

b(f)=V(P+f) b(P+f)
d(f) V(P-f)* d(Pj) (3.3)

nf) Hf) + d(f)*
and satisfy the canonical anticommutation relations

{b(f),b(g)*} (f\P+g)
{<*(/)*, d(g)} </1 Ptatatag)

{3A)

b(f) is conjugate linear and d(f) linear in /. It is assumed that a unique vacuum
exists, i.e. a vector ü,eatF for which

b(f)il 0, d(f)(l 0, Vf eat, ||0|| 1 (3.5)

holds.
Let {/m}, {gn} be complete orthonormal systems in 3€+ resp. $?_. Then a

fundamental subset D c afF is given by the orthonormal vectors

b(fmfb(fmf ¦ ¦ ¦ b(fmJ*d(gni)* ¦ ¦ ¦ d(gnJ*il
m,x<m2< ¦ • ¦ <mM

(3.6)
nx<n2< • • • <nN
M,N 0,1,2,...

The number operator JV and charge operator Q (both unbounded)

N=Z(b(fnrb(fn) + d(gn)*d(gn)) (3.7)
tt

Q I (b(fn)*b(fn)-d(gnrd(gn)) (3.8)
n

are well-defined on D, and are independent of the orthonormal bases chosen. The
time evolution of the free field is given by

%(f) V(eicH°f) Vo(0*W)Vo(0 (3-9)

where H0 is the free Dirac Hamiltonian on X and Vo(0 the implemented unitary
group on atF which now has a positive generator.
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A representation of the Fermi field algebra as described here can always be
constructed in the well known way, if atF is chosen to be the antisymmetrized
Fock space over at.

Within the framework of scattering theory, two free asymptotic fields *Pin(f)
and ^outCf) are related by the formula

,Po„,(/)=*in(S*/) (3.10)

S being the classical S-operator (2.11). We identify Vin(f) with the field ^(/) (3.1)
on atF and write to have a simpler notation

V'(f)^Vout(f)=%n(S*f) V(S*f) (3.11)

From (3.2), (3.11) and the unitarity of S it follows that the out-field again satisfies
the canonical anticommutation relation

m/),*'(g)*}=</|g> (3.12)

Considering the decomposition into electron- and positron-annihilation operators

b'(f)=V'(P+f) b'(P+f)
d'(f) V'(P_f)* d'(PJ) (3.13)

V'(f) b'(f) + d'(f)*
we have

{b'(f),b'(gr}=(f\p+g)
{d'(fr,d'(g)}=(f\p.g) {•

Writing finally (3.11) in terms of creation and annihilation operators, we obtain a
Bogoliubov transformation on atF.

b'(f) b(Sl+f) + d(S*J)* r ta

d'(f)* b(S*+f) + d(SÎJ)*
{ '

The question about the implementability of (3.15) is answered by a well known
theorem proved by Shale and Stinespring [26]. We state it here for the sake of
completeness.

Theorem 5. The Bogoliubov transformation (3.15) is implementable by a
unitary operator S on atF if and only if S+_ and S + are Hilbert-Schmidt.

The existence of the operator S is equivalent to the existence of a vector
D,' e atF which satisfies

b'(f)il' 0, d'(f)Q,' 0, VfeX (3.16)

As a result we have

b'(f) S*b(f)S
d'(f)=s*d(f)§ ¦

n'=§*n (3.18)

§ is uniquely determined up to a phase factor due to the irreducibility of the
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representation of the field algebra. It is interpreted as the S-operator on the
physical state space atF transforming incoming into outgoing many-particle states
at time zero, ii (3.5) represents the incoming vacuum.

At this stage it is instructive to check the charge conservation. As a

representative example we first calculate the charge expectation value of the state
SÜ:

<§n | Qsn>=(ü, | s*Qsa>
=-(a | §* I (b(fn)*b(fn)-d(gn)*d(gn))§n)

I <n I b'(fn)*b'(fn)a)- £ (a | d'(g„)*d'(&,)ft)
n n

I <n I d(sijn)d(sl-fn)*n)- Z <n | b(Sj+gn)b(s*+gn)*m
n n

I (SÎ-LI s*_/„>-1 (s*+gn | s*+gn)
n n

trS+_S*_-trS_+S.,.+

According to Theorem 4 the traces are equal

trS+tata.SÏ_ trS_+SÏ+ ZA„ (3.19)

thus we have

<§n|Qsn>=o (3.20)

in agreement with the fact that particles and antiparticles are created in pairs. To
verify the charge conservation in the general case we write the Bogoliubov
transformation (3.15) in terms of the canonical bases (2.41). Putting /= ifi* resp.
f=*l>n in (3.15) and using (2.43) and (2.47) we get

b'(K)=Vnb(<f>n) + P-nd(<f>-T

d'(dj-r=p^b(cf>+n)-vnd(cf,nr ¦

With Q expanded as follows

o=Z (b(K)*b(rn) - d(*-)*d(dj-))
n

we calculate

S*QS Z (bXWbWn) - d'(dj-)*d'(rn))
n

Z(Vnb(<pt)*+Prnd(<t>Z))(vM<t>X)+l*nd(<p-)*)
n

-l(^b(tpl)-vnd(tb-nT)(p^b(4>+n)*-vnd(^))
n

l((l-K)b(K)*b(KHKd(<f>-)d(<t>lT
n

-Kb(<P+n)b(tf>+n)*-(l-K.)d(tt>-)*d(tp-))
I(b(<t>+n)*b(t1>+n)-d(tb-rd(cf>-))

Q (3.22)

Therefore the charge conservation is established.
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We now collect some formulas by which it will be quite easy to handle the
expressions we are dealing with in the following.

Let T be a bounded operator on 3t and {/m}, {/„} resp. {gn}, {g^} complete
orthonormal systems in at+ resp. at— On atF we define formally the operators

Tb*d*=jd(fm\Tgn)b(fm)*d(gnr

Tdb Z <gm I Tfn)d(gm)b(fn)
(3.23)

Tb*b=ld(fm\Tf'n)b(fm)*b(f'n)

Tdd*=Z(gm\Tg'n)d(gm)d(g'nr
m,n

They are independent of the orthonormal systems chosen whenever they are
well-defined. This is immediately seen by carrying out orthogonal transformations
on the bases.

In the same sense we consider the exponentials

en'd*, eTdb, :eTb*b:, :eTdd': (3.24)

where the dots mean normal ordering of the operators b,b*,d,d*. The adjoints
are given by

I Tb*d*\* _ gTMb

(gTdb)* _ eT*b*d*
(:eTb*b :)* :eT*b*b : (3.25)

/-._Tdd*.\* _ T*dd*.

It is straightforward to verify the following intertwining relations by expanding the
exponentials and using (3.4).

:e(T-l)b*b. b{f)* HTP+f)*: e(T-l)b*b.

:e(T-l)b*b b{T*p+f) b(f) :e(T-»b.6

:e(1-T)dd*:d(f)* d(T*PJ)*:ea-T)dd*:
:ed-T)dd*. d{TP_f) d(f) :e(1-T)dd*:

eTdbb(f)* (b(f)* + d(TP+f))eTdb

eTdbd(ST (d(f)* - b(T*P.f))eTdb
eTb*d*b(f) (b(f)-d(T*P+f)*)e'n"d'
eTb*d*d(/) (d(^ + b(TP_f)*)eTb*d*

If T has a bounded inverse and leaves the subspaces at+ and at- invariant, one
has in addition to (3.26)

(T-i-l)b*b

b(f) b(T*f):e(T-1-1)b*b:
e" ""¦•:b(T/)* 6(/)*:e(T-1-1)b*b:
.g(T-i-l)b*b

.g(l-T-i)dd*

.e(l-T->)dd*
d(T*f)* d(f)* :e(1-T-1)dd*:

(3"28)

d(f) d(Tf):ea-T-1)dd*:
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Before we discuss the operator S, it is worthwhile to consider the vector Si'
since it has a simple expression characterized by (3.16) and shows all essential
features of the full implemented operator.

We show that ii' for regular x is given by

il' ce-Ab*d*il (3.29)

A F;1S+_ -SÏ+FÏ-1 (3.30)

The two expressions (3.30) for A are equal by (2.22). Because the inverse
F+x, Ft'1 are bounded in the regular case, A is Hilbert-Schmidt. Its canonical
expansion follows from the canonical expansion of S+_ (2.42) and (2.47)

a f-;1s+_ Z (*„<</>; |->f;V:
n

=Z«n<<*>; I •><*>:, «„=- (3.31)

If the operator Ab*d* is expanded in terms of the canonical bases, it diagonalizes
according to

Ab*d* Z (4>+m I Atf>-)b(tp+m)*d(cf>-)*

Z anb(<p:rd(<f>-)* (3.32)
n

Thus (3.29) can be written

crie"""ò<*"t),d(*"i,U
n

cïl(l-anb(<t>:)*d(tt>-)*)ii (3.33)

In the last step it is used that b(f)*b(f)* 0,d(f)*d(f)* 0,Vfeat, thus the
expansion of the exponentials consists of two terms only. Using this result, the
norm of ii' is calculated

IW |c|2(ft II (l-and(rpJb(Vn))(---ctnb(tf)t)U(tf>-r)ii)

|c|2(tt FI (1 + *ld(4>-)b(<t>t)b(K)*d(4>l)*)Si)

|c|2ri(l + a2J (3-34)
n

The infinite product has a finite value \~[n (l + a2)<oo since Z„a2<°° holds true,
the a2 being the eigenvalues of the trace class operator A*A. Consequently the
vector fl' (3.29) is well-defined. We normalize it choosing

c= rid + O -A1'2 (3.35)

A=(na+«sV=na-An) (3.36)
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A A(x) defined by (3.36) is equal to the determinant

A det(l-S*_S+_) (3.37)

which is a holomorphic function of x in the whole complex plane, since St^S+^ is
holomorphic and trace class there [27]. It vanishes if and only if St-S+_ has an
eigenvalue 1. This is the case exactly at the singular points. Note that one has

det (1 - S ï_S+_) det (1 - S+S *_) det (1 - S Ï+S_+)

det(l-S_+SÏ+) VpceC (3.38)

by Theorem 4 and the unique analytic continuation property.
We stress that the determinant A as a whole behaves much better than the

individual eigenvalues An, which are holomorphic in restricted regions only, even
on the real axis. This has to be kept in mind when the expression (3.36) is used.

The square root of A is given by

A1/2= (na-Aj) =rU (3.39)

where the phasefactor is fixed in such a way that A1/2 1, if x 0. Suppose that at
a real singular point x0 the functions i>x,..., v^ vanish. Then we have in a

neighbourhood of x0
"0 / « \l/2

A1/2=rK ll (l-Aj) (3.40)

Both factors are holomorphic according to the discussion at the end of Section 2.
Since this holds at any real singular point x0, A1'2 is a holomorphic function on the
real axis.

To verify that ii' satisfies (3.16) we take the expression (3.33) and the
Bogoliubov transformation in the form (3.21).

b'(tón'=c(^(^;)+M(«*) n (i-«mb(ct>ü*d(ct>mr)ii
m

cU (l-aj>(«*<*(4>-)*)

• (vMVn) + V.r.d(tb-)*)(1 - OnHtPtrd^-rW
c Jl (l-am6(^^*d(*J*)-(^d(*;)*-jiB6(*;)&(*;)*d(<fr;)*)n

0

d'(if,-Jii' c(p^b(t1>+r-Vnd(tr-J)-U(l-aM<t>^
m

=c n a-*Mtâ)*d(ct>^-(^b(<f>:r-vnd(<i>;))(i-^

c n (l-a^&^^d^^-^fcW^ + ^d^^&^^d^n)*)"
0

ii' has the required properties and is given by (3.29) or equivalently by (3.33),
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both forms being well-defined for regular x. If x approaches a singular point, the
normalization constant c vanishes and the operator A diverges and therefore the
exponential expression (3.29) ceases to be meaningful. The product form (3.33)
however can be written

o'=n v, n a - «nb(<t>+n)*d(4>-)*)ii
n n

=ï\(vn- p^b(ti>+nrd(cj>~r)ù (3.41)
n

and is defined for all xeU. At the singular points one has vn=0,p^, l for
some n.

The analyticity properties of ii' are established as follows.
Let $ be a vector of the fundamental subset D (3.6) and Ab*d* expanded in

terms of a fixed (i.e. *-independent) basis.
Then
<p(*0=<<D|n'>

A1/2<*|e-Ab*d*fl>

A1/2<e-A*db<D|fl> (3.42)

consists of a finite sum of terms, each being a holomorphic function since A(*)1/2
and A(x) are holomorphic. Hence tp(x) is holomorphic and so is ii'(x) by the
criterion stated at the beginning of Section 2, which is also valid for vector-valued
functions.

Now consider a neighbourhood G of a singular point x0eU. By the previous
argument the function tp(x) is holomorphic in G except at the point x0 where it is
not defined. Furthermore tp(x) is bounded in G-{x0} since ||n'||= 1. Thus by a
theorem of function theory [28] the limit lim,..,^ tp(x) exists in a unique way, and
defining cp(x0) limx^^0 <p(x), cp(x) becomes a holomorphic function in the whole
of G.

This argument holds for every singular point. We conclude that il'(x) is
holomorphic on the whole real axis.

The limit x —> x0 is trivial to evaluate starting from (3.41). Writing the
regular factor in exponential form we obtain a more familiar expression. Suppose

A„(*:o)=l; n l,2, ...,n0
A„(j<o)<1; n>n0

then we have
n0 oo

ii'M=R-» n b(<t>+n)*d(ci>-)* ¦ n (vn - prnb(<t>+n)*d(tt>-)*)si

(-)V fi b(4>+n)*d(<t>-T • exp (- £ anb(4>+n)*d(4>~r)ii
n X \ n=n0+l '

(-yV fî b(tf>+n)*d(cl>-)*e-A,b*d*il (3.44)
n l

/ » \ 1/2

c'=( fl (1-AJ (3.45)

A' A(1-P) (3.46)

(3.43)
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where P is the projection on the subspace spanned by the vectors <f>x,..., tf>~0.

Expressions similar to (3.44) are found in literature. With the method
described here, the exceptional creation operators b(cf>^)*, d(cf>~)*, n
1,1,... ,n0 automatically occur in pairs, in agreement with charge conservation.

We now consider the implemented S-operator. Since its explicit expression is
known, as mentioned at the beginning of this section, we don't give a deduction
but merely a verification of the result in our notation.

For regular x we write S* as follows

S* CeA*b*d* •C<A2*-1)''*b. .g(l-A*)dd*. gAfdb

_ c .eA4*b*d*+(A*-l)b*b+(l-A3*)dd*+A1*db. (3 47)

Note that written between normal ordering signs, the operators fc, fc*, d, d*
anticommute thus the quadratic expressions commute, a fact we will use
frequently in the following. By (3.25) the adjoint is given by

§=ceAib*d* .g<l-A3)dd*. :e(Ata-l)b*b. gA4db

ccA1b*d* .e(A2-l)b*b. .e(l-A3)dd*. gA4db

c •eAib*d*+(A2-1)b*b+(1-A3)dd*+A4db- (3 48)

The operators introduced are

A1 S+_FZ1 -F*-1S*+
A2 Ffx
A3 FZX (3.49)

A4 FZXS.+ -St-FX~x -A*
c=A1/2

Using the intertwining relations (3.26)-(3.28) it is not hard to show that S* given
by (3.47) and S given by (3.48) satisfy

§*b(f) b'(f)§*
(3 50)

§*d(/) d'(f)§*
K '

b(f)S Sb'(f)
d(f)S Sd'(f) ° ]

We will do this for the first of the equations (3.50) only. The proof of the others is

quite similar and may be omitted.
fc(/) commutes with eAîdb and :e<1-A?dd*: thus we have

§*fc(/) ceAïb*d* :e<Aî-»b*b: b(f): ea+A^dd": eA>db

By the second relation (3.28)

.etAi-x^b.h{f)=.e^-x,b*b.blf)
b(Ftf):e(F-+1-1)b*b:

which leads to

S*fc(/) ceAïb*d*fc(F:ï/) :e(A^1)b*b: : e(1-Aî)dd*: eA*db
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Now using the third of the equations (3.27) and FtP+ P+FX

~A'b*d*b(F%f) e-F-^-b*d*b(Fïf)e

7*f\*\ tata-F-iS^_b*d*(b(F*f) + d(St_Ft1P+Ftf)*)e-
(b(St+f) + d(S t_/)*)eA*b*d*

fc'(/)eA*b*d*

Hence §*b(f) b'(f)§* is verified. Since by (3.50)

\\§*b(fx)* ¦ ¦ • b(fm)*d(gx)* ¦ • • d(g„)*n||

\\b'(fx)* ¦ ¦ ¦ b'(fm)*d'(gx)* ¦ ¦ ¦ d'(gn)*Sl'\\ 1 (3.52)

holds for any vector of D, §* is well-defined on D and extends to an isometry on
StF. Moreover from (3.50) and (3.51) it follows that we have

§§*b(f) b(f)§§*

§§*d(f) d(f)§§*
S*Sb'(/) b'(/)S*S

(3'53)

§*§d'(f) d'(f)§*§

for every f&at. Because the representation of the field algebra is irreducible and
generated by "^(f) as well as by V(f), we conclude from (3.52), (3.53) and Schur's
lemma

§*§ SS* 1 (3.54)

Therefore the operators (3.47) and (3.48) have the required properties and
implement the Bogoliubov transformation (3.15) in the sense of Theorem 5.

To discuss the analyticity properties of S we consider a matrix element

£(*) <<& | S<D'>; $,$'eD (3.55)

where -S is taken in the form (3.48), the operators in the exponent expanded in a
basis independent of x.

As in the case of n', (3.55) consists of a finite sum of terms and is a

holomorphic function at the regular points since all operators contained in (3.48)
are holomorphic, the constant c included. Let G be a neighbourhood of a

singular point x0. Ç(x) is holomorphic in G-{x0} and bounded since S is unitary.
Hence Ç(x0) is defined by lim,,.^. Ç(x) and the function becomes holomorphic in
the whole of G. We conclude that the matrix element (3.55) is a holomorphic
function on the real axis for every <5, <!>' e D, and state our main result in

Theorem 6. The implemented S-operator S(x) is holomorphic on the whole
real axis. D

It remains to evaluate the expression for S at the singular points. For this
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purpose we expand the operators (3.49) in terms of the canonical bases and get

A1fc*d* -Z«„fc(«*d(-/0*
n

A2b*b \Z-b(rn)*b(K) (3.56)

A3dd*=-it-d(tP-)d(rnr
n Vn

A4db - Z and(4>;)b(<É>;)
n

We consider these operators in the neighbourhood of a singular point x0 at which
(3.43) holds and separate the diverging terms. Introducing the projections Pt, P2
on the subspaces spanned by the vectors djZ,..., if/^ resp. cf>x,..., <££, we have

Axb*d*=- Z a„fc(-A;)*d(«* + Aib*d*
n X

A2b*b= Z -fc(uV;)*b(40 + A2b*b
(3.57)

A3dd*=- Z -d(tf>-)d(*l>-rò* + A'3dd*
„=i vn

A4db=- Z and(tf>-)b(cf,+n) + A'4db
n X

A[ Ax(l-Px)
A2 A2(1-P2)
a;=a3(i-p1)

(3-58)

a;=a4(i-p2)
Inserting this into (3.48), the exponential containing the diverging terms is
expanded as follows

:exp(- Z anb(<!>+n)*d(*fr--)*+ Z - b(*Ì)*b(tf>+)
\ n l n X vn

+ Z — d(tf>Z)d(4>Z)*- Z and(tf>Z)b(tf,+n) :

n l vn n l '

:fl exp (-anb(rn)*d(rnr+- fc(</>t>*fc«>:)

+-d(</.;)d(^;)*-and(ta^;)fc(4,;)):

:l1 (i-«„fc(^:)*d(«*+-b(^)*b(^;)

+— d(tp-)d(djnr -and(4>Z)b(tf>+)-b(rnTd(dj'nTd(4>-n)b(cP+n) ):
v„



22 H. P. Seipp H. P. A.

Therefore, using (3.40) and (3.45), S can be written

§ c':ïï(vn-p,nb(<t>t)*d(ilrZ)*
n X

+ HrtFHtt)+d(tf>-)d(dj-)* - p,nd(4>-)b(tbt)

-vnb(tó*d(«*d(^»;)b(^;))
eA;b*d*+(A^i)b*b+(i-Aydd*+A;db. ^3 5ç\

The limit x —» x0 is evaluated putting vn=0, p,n l,n l,l,... ,n0

g_c' .g eA;b*d*+(A'-l.b*b-Kl-Aydd*+A4db.
n0

§0=11 (b(rn)*-d(cf>Z))(b(K)-d(rn)*): (3-60)

n l

This is the exceptional form mentioned at the beginning of this section. It
implements the Bogoliubov transformation (3.15) in the singular case.

If all modes with An^=0 are separated, a form similar to (3.59) is obtained
which is defined for all real x.

Let

M1n!^°; (3.61)
Mo {n|A„=0}

Using (3.56) and proceeding as before, we find

§ : ll (vn -p,nb(^)*d(dj-r + b(dj+nrb(cf>+n)

+ d(4>-)d(djz)* - p.nd(cf>-)b(cf,+n) - vMK)*d(dj-)*d(4>-)b(cf>+n))

•exp( Z fc(tò*fc(<p;)+ Z d(ct>-)d(rn)*

-Zfc(^)*M^;) + Zd(«d(«*): (3.62)
Via Vn ^

To conclude this section we point out that in spite of the fact that §(x) is

holomorphic on the real axis, its power-series expansion around the origin has a
finite radius of convergence when the function A(x)V2 has complex branch points,
which cannot be excluded.

Appendix

In this appendix we prove the implementability condition (2.18). For potentials

V(x, f) the matrix elements of which belong to ^(R4), a proof was given by
Ruijsenaars [29]. Palmer [30] considered a larger class of external fields, but his
proof is quite long and complicated. We will follow essentially the proof of a
similar theorem concerning the unitary propagator, given by Fierz and Scharf
[13].



VoL 55, 1982 On the S-operator for the external field problem of QED 23

Before stating the theorem we introduce Fourier transforms.

f(k) (lTT)-3'2\d3xe-iU-*f(x)

fea? (L2(M3))4

HÒ?(k) (a • k + mß)f(k) - H0(k)/(k) (A. 1)

^"X 1 or • Ir + mß a aKtto 2± 2E(k)
/(k)"p±(k)/(k) (A:2)

F(k)=+Vk2+m2 (A.3)

The free Dirac Hamiltonian H0 and the projections P± satisfy

H0(k) E(k)(P+(k) - P..*)) (A.4)

H0(k)P±(k) P±(k)H0(k) ±E(k)P±(k) (A.5)

The external field V(x, t) is a real valued function. We write

(V(t)f)(x)=V(x,t)f(x)

V(0/(k) (27r)-3/2Jd3fe'V(k-k', t)f(k')

(27T)-3/2(V(0*/)(k)

V(k, 0 (lirr3/2^d3xe'ik-V(x, t)

The norm of the 4 x 4-matrix V(k, 0 for each k and t is denoted by | V(k, Ol- H

l|V(0llp - (\d3k \V(k, Ol")1'" <» (A.7)

we write

V(-,t)e(Lp(U3))16

Theorem 7. Suppose that the external field V(x, t) satisfies the following
conditions.
(1) V(t) is strongly continuous on at and two times piecewise strongly differentiable

such that (d2fdt2)V(t) is piecewise strongly continuous.
(1) V(q)(-, 0e(L2(R3))16n(Lx(R3))16, Vf; q 0,1, 2

where

v^(k,t) -^v(k,t)

(3) ||V(<»(0MF(0; p l,2; q 0,l,2

(A.6)
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with

b= dtF(t)<co

Then S+-(x) and S-+(x) are Hilbert-Schmidt for ail xeC.

Proof. We deal first with the case where the derivatives of V(t) have no
discontinuities. According to (2.11) we have

S+-(*)= Z (-ix)"Tn
n X

(A.8)

Tn J dtx ¦ • • J'""' dtnP+V(tx) ¦ ¦ ¦ V(OP-

The Fourier transform is written in the following form

TJ(k)=|d3k'Tn(k,k')/(k')

Tn(k, kO f dtx--- f'"" ^^»eMW^Ik, k; tlf..., U
J—oo J—oo

In(k, k'; rlf.. -, O (lrrY3nl2 J d3.d • • • d3fcn_1P+(k)

• ^(k-ki, t1)e-,ft'-*»>H«^>)^Cki-k2, t2)e-i('^)H°(k2) • • •

e-'^--^«*«-^?(k„_1-.k', f-l)P_(k') (A.9)

Introducing new time variables

»t=^'i + ^+- + ^ (A.10)

s; t,-— (/-j; / 2,3, ...,n
with

det —=1

and the inverse transformation

1 r
tx Sx— Z (n-j + l)Sj

nJ=2

t„ s1 + -Z0'-Ds, (ATD
« /-2
1 ' 1 n

«1 8! +- 1(7-1)«, Z (n-7' + l)s„ 2^Zën-l
rt J=2 H j=I+l
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we obtain

Tn(k,k') | dsx\ ds2--\° dsneîsi(E(k)+E(k,))

g-VnZ.-^n-J+lïEW-O-DEtaW)^(k, k'; ^, SJ (A. 12)

Two successive integrations by parts with respect to Sx lead to (the boundary
terms vanish)

f°° f° f° e'
Tn(k, k!) - j dsx I ds2 ¦ ¦ ¦ I dsn —

.s,(E(k)+E(k'))

(E(k) + E(k'))2

e-i/„ir=2S,-((-/+i)E(k)-o-i)E(ko) «
/n(k; k. Sij >

Sn) (A 13)
dSx

Differentiation of In with respect to st acts on the potentials only. Since dtjfdSx
1,7 1, 2,..., n, (A.13) is equal to

T„(k,k)=-L dtx-.-l ^(£(k) + £(t0)24f>(k.k;tl,...,ü

Zf(k, k'; tlf..., t.) (2,r)-3"/2 Z f d3fci ¦ • ¦ d3K-iP+
a, «__ *

(k)

¦ V(^\k-kx, t1)e-i('^m^)V^\kx-k2, t2)

e-'VWy ta. g-Kv^Ä*..,)V^Xkn-x-k', ln)P-(k') (A.14)

where

n

q, =0,1,2; Z% 2
j=i

Thus the sum in (A.14) contains n2 terms.
We estimate the kernel

it.E(k) i(nE(k') I
e

r(2)(-k k'. f f \
(E(k) + E(k'))2

1

£(k) In (k, k ; tx, ¦ ¦ ¦, tn)\

(27r)"3n/2^ I fd3fc1---d3fcn_1|V^(k-k1,t1)l
E(k) „ta.-.q,,

J

• IV^Xkx-k,, f2)| • • ¦ |V("")(kn_1-k', tn)\

(27T)"3"/2^Ä5 I fd3Pl---d3Pn_jv^(k-k'-p1,f1)|
E(k) „,...„„ J

•|v(^(p1-p2,t2)l---|v(<'->(pntata.1,ui

(27r^3n/2^5 Z (\V^\tx)\*\V^\t2)\*---*\V^(tn)\)(k-k') (A.15)
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where we introduced the variables

pm=km-k'; m l,2,.. .,n-l
With this result we have

||P+V(fl) • • ¦ V(OP-IIhs

â (Irr)'3-'2 \\E(-)-2\\2 Z III V^(tx)\ * • • ¦ * | V^XOi II2

^(lrr)-3n'2\\E(-Y2\\2 Z \\V^(tx)\\x\\V^(t2)\\x- ¦ • Il^-U-Olli II^MOlb

â (2tt)-3"/2 ||E(-)-2||2rt2F(f1)F(t2) • • • F(0 (A.16)

where the convolutions are estimated using Young's inequality [31].
Let {tpm} be a complete orthonormal system in at. From (A.8) it follows that

Ms= ZllT„<Pm||2
rn

Z I } dtx ¦ ¦ ¦ J
"*

dfnP+ V(tx) ¦ ¦ ¦ V(.n)P_<pm|2

rg dtx ¦ • • dtn\ dt[- ¦ ¦ dt'n
J 00 ¦*—00 J—00 w—oo-

• Z \\P+V(tx) ¦ • • V(tn)P-<pm || • \\P+V(t'x) ¦ ¦ ¦ nOP.tpJ (A.17)
m

and applying Schwarz's inequality to the sum

llTjfessJ dtx-\tnldtn\ dt'x---^"1 dt'n

¦ (lllP+v^) • • • v(OP_cpm||2Y/2(Zl|P+v«) • • • v(t;)p_cpm||2)1/2

dtx ¦ ¦ ¦ f '
'

dtn I dt'x - - ¦ f " '
dt'n

J—00 J—00 J—00 J—ao

¦ \\P+V(tx) ¦ ¦ ¦ V(tn)P-\\ns\\P+V(t[) ¦ ¦ ¦ V(C)P_||„S

(J dtx---^~1dtn\\P+V(tx)---V(tn)P_\\ns)2 (A.18)

we conclude using (A.16)

||T„||HSS(277)-3'1/2 ||E(-)-2||2rt2|" dtx--- j"
*

d^Fdx) ¦ ¦ ¦ F(tn)

g(27r)-3'l/2||E(-)-2||2rt2^ (A. 19)

Calculating

«E(-r% (j «^rr,

f(k2+m2)2/ Vm

1/2

2\2(k2+m2)

(4irf dfck2 Y* -7== (A-2°)
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we have finally

||T„||HSrS(277)-3"/2^n2- (A.21)
vm n!

Now suppose that (d/dt) V(t) is discontinuous at N points. Then the integration by
parts has to be carried out separately in each interval of continuity, leading to 2iV
boundary terms of the form

ds2 ¦ ¦ • dsn
J—CO J—-00

e.Sl(E(k)+E(k'))

(E(k) + E(k'))2

c-i/n£,"=2Sf((»-J+1)E*)-(,-l)E*0) A Jn(kj fc'; Sl, Sn) (A.11)
dSx

in addition to (A.13).
By the same arguments we used to conclude (A.21), the HS-norm of the

kernel (A.22) is estimated to be less than or equal to

(lrr)~3nl2 -£= n— (A.23)
Vm (n-l)!

[(dfdsx)ln consists of n terms]. Consequently

TT 2b"
-== I" — i ««.
vm v n! (rt —1)

MlTT)-3n'2^{n2- + lNn— (A.14)
' n-l)!/

From this it follows that the series (A.8) converges in the HS-norm for every x,
hence S+_(x) is Hilbert-Schmidt. The same holds for S_+(x) as can be seen by
interchanging P+ and P_.

Looking back at the proof, we notice that S+-(x) and S_+(x) are even
HS-entire functions (complex differentiable with respect to the HS-norm in the
whole complex plane) if the external field satisfies the conditions of Theorem 7.
However, to prove Theorem 6 we need only the two operators to be entire in the
ordinary sense and HS for every x. This implies that the determinant A (3.37) is
entire [27].
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