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Helvetica Physica Acta, Vol. 53 (1980), Birkhiauser Verlag, Basel

Particles exist in the low
temperature ¢; model

by H. Koch

Département de Physique Théorique, Université de Geneve, 1211 Geneve 4, Switzerland

(22. VIII. 1980)

Abstract. The existence of an upper mass gap and of a two particle bound state are shown for the
A¢* - jo? field theory in two dimensions. The proof is based on a resummation of the low temperature
cluster expansion which can be combined with Spencer’s expansion in order to obtain decay properties
of irreducible kernels.

I. Introduction and main results

Once the existence of some quantum field model is established (in the sense
of [OSch]), it is natural to analyze physically relevant quantities such as the mass
spectrum, the S-matrix etc. This has for example been done for AB(¢), +3mie>
models for small coupling A [S], [SZ], [DE], [OS], [K], [G]] after Glimm, Jaffe
and Spencer [GJS 1, II] had constructed these models by introducing the cluster
expansion.

In the meantime much progress has been made in understanding field
theories at low temperatures A . For the two dimensional A¢*—3¢*— we models
with |u| <A?« A (which is for u =0 equivalent to a A'¢*+3¢* model with A’ » 1),
Glimm, Jaffe and Spencer developed a convergent expansion which establishes
existence and mass gap of each pure phase associated to a minimum of the
polynomial. Their methods have also been applied to other low temperature
models [Br], [BF], [BG], [Su].

In this paper we study the mass spectrum in a pure phase of the Euclidean
B(e)=Ae*—3¢+(641)™" model with 0=\ « 1. Our method is a minimal synth-
esis of methods used in the one phase region [S], [K], with low temperature
expansions [GJS III], [BG]. This involves a proof of n+1 particle decay for n
particle irreducible kernels, n=0, 1, 2. The upper gap then follows by a result of
Burnap [B] which is model independent.

In the two pure phases the mean of the field ¢ takes a value near £, where
B has its minimum, & =(8\) "2. In both cases the interaction is [, d*x:R(¢):(x)
in the limit A —R?. We will choose the + phase by taking a large region Y2 A
and imposing suitable boundary conditions on the field in the strip Y\A.

The polynomial ¥ can be written in terms of the translated field ¢ = ¢ —§,

Ble) =Ad*+(210)"?¢* +3¢% = V(o) +3¢>.
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Let
V(A) :I d*x:V(¢): (x)
A
where : : denotes Wick ordering with respect to the covariance C=(—A,y+1)"

with A,y being the Laplacean with zero Dirichlet data on Y. Then we define the
Ae* =@ —(641)" quantum field theory by the family of Schwinger functions

[agesi - popeven

S(X1s - s Xp) =(b(xy) - -+ P (x,)) =
Jd¢ce_V(A)

in the limit A — R?. As usually d¢ denotes the Gaussian process with mean zero
and covariance C. A condition on the sequence A, Y is that Y 2N(A), where for
X cR?

N(X) ={xeR*:dist (x, X) <L}

and LeN, L=(log A)? is a given length scale.
Our main result is as follows.

Theorem 1. Fix € >0. Then there is a 6 >0 such that the following is true.

(a) The infinite volume Schwinger functions exist and are analytic in A for
|Im A| < & Re A < 83

(b) They are also C” in A'? for A'?€[0, 8] and define a Wightman field
theory.

(c) For A'?€[0, 8] the mass spectrum in the interval [0,2(1—¢€)] consists of
two points, 0 and m, where |m— 1| <e, corresponding to the vacuum and
the one particle state respectively. Furthermore m=m(A'?) is C* in A'/?
and

m*(A"?) =1-4v3 A + O(A?).

(d) If A'*€[0, 8] then there is a two particle bound state with mass mge
(2(1—¢), 2m). Furthermore mg=mg(A"?) is C* in A'"* and

mz(A"2) =4m*(A %) — 14407 + O(A°).

Let P be the spectral projection of the mass operator associated to a
subinterval of (0,2m) in the complement of {m,mg}. Then Po(f) X
(1+¢(2)Q =0 for any pair £, g of C* functions with compact support.

The first part (a) and (b) of this theorem has already been proven by [GIJS III],
even for small external field. Our analysis differs on this level only by the way of
dividing unnormalized expectations by the partition function.

Differentiability with respect to A'> can be shown as usually by introducing
cutoffs. The explicit formula is

Ay 1 D) = — J'dzx[(d) A2 % (x)+2: % ()
—(®) - QA2 b (X) +V2: 0% (X))].

(1.1)
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The proof of (¢) and (d) is based on decay properties of the following irreducible
kernels. Denote by S; , the integral operator defined by the kernel

Sli,l(xl’ v Xy Vs -0 yl) =S(X17 ¥ B Y YI)_S(xl’ s Xk)S(yla s v o 9y[)

and denote by R,;(x;, X,;y) the truncated three point function. The n particle

n+1

irreducible (n p.i.) kernels S;;" are inductively defined by
Sﬂjl = SE,I(Sg,n)_l i i (L.2)

Three other kernels are needed for our analysis. Namely the 1p.i. two point
function k, the 2 p.i. three point function L and the Bethe-Salpeter kernel K.
They are defined by the equations

},1 = C—CkS},l,
R, = S%,zLS%,l, (I.3)
Sg,z = 28},1 X Si,1 - 2(Si,1 ® S},l)KSiz-

We intend to prove the following proposition.

Proposition 2. Let p>1 and £ >0 be given. Then for A > 0 sufficiently small,
(@) SEX1, .., X3 Y15+ -5 Y1) = Oplexp (=(1—-¢) min [x’—yf])), n=1,2,3
i.j

(b) k(x;y)=O(exp (—2(1—¢) [x°—¥y?|))
(¢) L(xy,Xp; ) = Oulexp (—(1—¢)[3 [2y° —x? —x3| +3 [x} —x3|])
(d) K(x;, X35 Y1, ¥2) = Oulexp (—(1—&)[3 [y) +y3—x7 —x3|+3 |x? —x3| +3 [yI —y2|])

where g(z) = O,(h(z)) means that |f dzg(z)h(z)'|=const. ||g||. for every continuous
function £ with support in a product of unit squares 0, =[§°, j°+ 1]x[j", j* +11.

These bounds can now be used to prove the second half of Theorem 1. By a
result of Burnap [B] the decay of S{, for n=1, 2 and of K imply the upper mass
gap. This, together with the remaining decay properties and differentiability in
AY2 allows to analyze the bound state spectrum exactly as in the AB(¢), case,
A « 1. However, the absence of other spectrum in (2(1 —¢), 2m) does not follow.
This could probably be analyzed, as in the weak coupling region, by an n particle
cl(uster expansion [GJSII]. It is replaced by the weaker statement in Theorem
1(d).

We shall now prepare the proof of Proposition 2. In a first step we combine
the Peierls expansion with Spencer’s t-expansion [SII]. Let I=|log A|'*, 1eN
such that L=(log A)? is a multiple of . By A we denote squares [ X[ with corners
in [Z?, while unit squares with corners in Z2 will be denoted by [J. We suppose A
and Y to be simply connected unions of squares A.

In the field theoretic version of the Peierls expansion [GJS III] the mean field
O~ ¢5=Jp d’x@(x) plays the role of an Ising spin variable [0+ 3(J)= + as-
sociated to unit squares [J in A. Let 1=y, + x_ be the smooth partition of unity
defined by

X+(X) — X—(_X) — W—IIZL d2ye—(x—y)2.
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Then we split the measure e™¥ d¢ into 2! parts by inserting

1=[1 @ +x(@)]l= Y xs (L4)

O<A Sef{+,—M

where

xs= [l x:0(@0).
O<A

Each term in the sum (I.4) represents a partition of A into pure phases, i.e.
regions where 3, has a definite sign. By setting 3((J) = + for [J < Y\A this sign is
uniquely determined by the phase boundaries, which we will also denote by =.

Notice that it is very improbable for the field ¢ to take values near zero, or to
change from +¢ to F& This will make the 3 expansion converge. On the other
hand because of the factor xs the effective potential in a pure phase is near to
3(@ £ £)*. This will be used to perform a cluster expansion in the region Y\N(Z).
For this purpose we translate the field ¢ = ¢ — & by a C” function & — g satisfying

gx)=20) ¢ for xed with dist(d,3)>1L.

For the explicit form of g see [GJS III]. The expansion in phase boundaries for
(®) is then as follows.

Z I dllrce_F(A’E)(I)er‘V(A)
(Py== (I.5)

Z J'dll'che_V(A)uF(A’E)

=

where ¢y = ¢ —¢g and

—~ log Y¥c
F(Aa 2) log dd)c (1.6)

=AX(¢—g), (FA+1)(E—)+(d, (-A+1)(¢E—g)).
This is the starting point for the cluster expansion which will be defined later and
which allows to take the limit A —R>.
We shall now illustrate Spencer’s t-expansion. It was designed to prove

Proposition 2 in the one phase region. Let Ag be the Laplacean with zero Dirichlet
data on a closed curve & in R?U{c}, and for te[0, 1] let

CH=(1-t)(-Ae+ 1D '+t (—A+ 1)L

Notice that C(t; x, y) = O(e" = ) and C(t; x, y) =0 if x and y are separated by
L. Then for every G,, G, <R? separated by & and for each finite set A of pairs
a=(x,y) with x, ye G, UG, (for simplicity we assume |x—y|=const.) let us define
K, =[l.ca C(t; a). It is easy to see that

K, |i—o=0 for a<n (1.7)
implies

IK|=O01) exp (—n(1—¢) dist (G, Gy)). (1.8)
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But if we take A such that K, is a graph of a 3(¢), theory, then (1.7) = (1.8) is in
general not true. In this case irreducibility should be checked at each line &
separating G, from G,. However if the vertices produce small contributions, then
it is sufficient to consider a certain discrete set of lines &;, ie I, depending on G,
and G,. For t=(t;),.; the corresponding covariance is defined by

Ct) =TT [(1—t)6g,+t)(—A, + 1)

iel

where Oa(—Ar+1)"'=(Ar g+ 1)7". t-derivatives are indexed by functions a :1—
Z+7

K, =[] oK.

iel

It was a goal of Spencer [S] to establish a relation analogous to (I.7) = (I1.8) for
kernels K, of a weakly coupled AB(¢), +3m3e> theory.

In trying to apply the same method to our problem, the following difficulty
arises. In order to show (I.7) using an explicit formula for t derivatives and a
factorization property (see (I1.13), (I.14)), that t dependent covariance has to be
introduced before doing the translation ¢ — s (notice that g(x) depends on ()
if dist (x,0) <3L). But if we do so it is impossible to translate the field in the case
where £¢—g#0 on &, and t;# 1.

This problem can be solved by taking advantage of the small factors
associated to nonempty intersections 2 NN(L;), so that we need not to
consider t; # 1. We perform a resummation of the Peierls expansion (r-expansion)
by specifying phase boundary free region (r; =0), where Spencer’s expansion can
be applied. In the complement of these pure phases, small factos (r-derivatives)
associated to phase boundaries will compensate the missing convergence factors
from t derivatives.

Let ¥ be a finite subset of [Z, to be determined later. To each ieJ we
associate the Dirichlet lines &;={(x% x')eR?:x°=i} and an expansion in two
variables

F(ri = 1, ti = 1) = F(O, 0)

1 1 (1.9)
+L¢@HmD+LmﬁHQQ
applied to the expectation
Z l—[ TQEHN&‘)IJ'dq!’c&)(DXz.e#V(A)
(D), =="=2 (I1.10)
Y [T e Jd¢c(:)Xze_V(A)
3 ie¥

where 0°=1, r=1°=(1;);c and t =% = (t;);q. Notice that setting r; =0 eliminates
all terms in the sum over phase boundaries for which £€—g is not zero In a
neighbourhood of ;. Thus in the range of parameters 1, t used in the expansion
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(I.9) the field ¢ can be translated by &£ —g as before, with

dlp(‘:(t)
décew
given by (I.6) independent of t.

We now define the r, t-dependent irreducible kernels by the same Neumann
series as in [K] in terms of C(t) and partially amputated Schwinger functions

log =F(A, 3)

S(Xi, + . 3xm’ yls E R yn)r,t

m d n
rlan(si)Ljd t By )y VR
R deo Il Soap 1 40 (112
2 [ =ome quf’c(t)Xze-V(A)
3 ey '

They have the factorization property

S(X19 e s Xpnbms Y10 o5 Yn+n')r,t (1.13)
= S(Xh =iEp er yl: Ry yn)r,ts(xm+la LR} xm+m’7 Yn+1= Hiwn Yn+n')r,t

if Q’i Separates {xb s Xy Y, e e Yn} from {Xn1+1> v e Xmtm’> Ynd1o 0+ 0> Yn+n’} and
r;=t;=0. To calculate t-derivatives we use the following formula

atis(xla e X, Vi - Yn)r,t (I 14)
:%Id“lS(ZD P i Xy s 5 5.5 Koy T+ 0 ¢ 5 YindeeOn CLE3 24, Z5)

where; denotes truncation. This formula is proved as usually by introducing

cutoffs. It is now possible to repeat the same calculations as in [K, Section III].
This shows formally

Lemma 3. Let x)<x3<y{<y9 and let a:1Z—{0, 1,2} be given such that
aid)=1 if x{<i<x) or y?<i<y3. Then

1_[ af:(l)k(xl; X2)r,t Iti:O = O)

x{<i<xf
[T 8°9Lxy, %0; Vi)ei ko =0
4 1> X25 Y1)et =0
x9<i<yf

and

l_[ ai(i)K(Xls X2} V1> Y2)et It;:(} =,

x{<i<y?

where r; =0 whenever t;# 1. Under the same condition on (r,t) and for n=1,2,3
we have

l_[ a:(i)sﬂ,l(xb v X5 Y19 e yl)r,t Iti=0 = O

x2<i<y(1’

if a(i)<n and x}<--- <xP <Y< <P,



Vol. 53, 1980  Particles exist in the low temperature ¢35 model 435

Suppose now that for a certain kernel K, (X;Y) we have shown that
a?Kt,l(X; Y) L-I=t1=0 =0

for every Ic¥ and every a:I1—7Z, which is pointwise smaller than some
B = B(K). The r-t-expansion for K(X; Y)=K, ;(X;Y) is then

{1} {1} (1 tl)B(’) 1
K(X, Y) = dt" K. (X;Y) |, 1.15
o) UZ%L} j I —r WKV g t1)

For the kernels we are interested in,  is given by the set of i’s considered in the
previous lemma, =17 N(x° y°) for some interval (x°, y°) =R. Then since .

Z 1= 2i3| < el‘lix"’—y(‘l
TuI=%5%
INJ=p

the proof of Proposition 2 is reduced to the proof of the following lemma.

Lemma 4. Let £ <0 be given and let (K(X;Y), O,3) denote one of the kernels
considered in Proposition 2 and Lemma 3, with the corresponding order symbol O
and index sets J=J(K, X,Y). Then we have

K, (X;Y) |i—o = O(1) exp (—(1—48) Za(i)—LlJl) (I.16)

iel

forr=r3,t=t, LJ<=$ and a:1—{0, 1, 2, 3} depending on X,Y (taking constant
values on products of unit lattice squares) such that INJ=§ and r;, t;€[0, 1].

The proof of this lemma will be given in the next section. It is based on a
bound for modified expectations (®), ., which will be shown in Section IV to be
analytic in the variables r; and h(a) in a large domain, and on a connection
between t;-derivatives and derivatives with respect to the new variables h(a).
Correspondmg irreducible kernels K, ., with K, , =K, , are defined by convergent
Neumann series in terms of expectations (®), ., and thus Cauchy’s formula can be
applied to calculate 3J0°K, ,.

Remark. Recently J. Imbrie [I] has proven Theorem 1 by using a method
which also works for small external field.

Il. The expansion

In this section we define expectations (®), ,,, and their expansion. We fix two
sets [T with J=1TUJ<IZN{x%:xe A}, INT=0. Then the a’s which occur in
(I.16) are elements of I, where I™ is the set of maps fromIto {0,1,...,m—1}.
Let

2

1
atiC(t) Ay == szx dzyatiC(t; X,V) m .

2



436 H. Koch H. P A.

Then multiple t-derivatives can be written as

[
#fascwo= T [aven Il Eco a0 )
i=1

ayt+etog =B
a,'S].

or, by introducing variables h(«;)

a? jdd’C(t)Q (II 2)

R | J'd¢cm IT II[1+n(a)eeCt) - A,1Q -0

oy =B i=1 aem, jelz*
o;=1

where Ci(t; x,y) =A;;(X)C(t; X, y)A,,(y) for j=(ji,j.)€1Z% and A; denotes the
square [i°% i°+1]x[i', i' + 1], respectively its characteristic function. 7, is a subset
of P(I®), PA™) ={mw<I™:¥ . acI™, @ ¢}, which contains ay, ..., a.

We now define

<(I)>r,t,h
| . | (IL3)
Y [T e J' déce I1 1 [1+h(@)sCi(t) - A, JPxse V™

_ 3 ieXX acmg jelz?

> [ e [dqbcm [T TI [1+h(a)azCi(t) - Ay lxse™ v ™

3 iesy aemy jelz?

The set m,eP(I®) is always supposed to be chosen according to the derivatives
that we want to compute, and the domain of parameters (r, h) which we consider
is (with & given by Lemma 4)

R={(r,h):reC® heC™ r,=0 foriel,

I, <e® for ie S, |h(a)| <exp (1—-2&)(d(a)+1)) for o € my}

where d(a) =max {li—j|: a(i), a(j)#0} for a eI®.
To construct our kernels K, we need fields of the form

=110, 55 11 Ci0:em:t (IL.4)

where [J; denotes the unit square [j% j°+1]x[j', j*+ 1], respectively its charac-
teristic function. The support =0, U--- UL, is supposed to be in A. We
define two functions mg and ng by

M ,
mg()) = |Q’ni3,-i|,
=1
N
(@)=Y |Qn0)- v,
i=M+1

for ()’ cR® The expectation is considered as a function of the variables
X1, - - - » Xn- Since d/d¢(x;) can contract to some : ¢*:(x;) or to a vertex V together
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.

with some other d/d¢(x;), this function has the form

||
f(xla I XN) = Z IH dzyj I-I S(Xi—Yi) - f-rr(yla s ey Y|n|)
NbH

weP(l,..., i=1 ico;

where the sum runs over partitions w={oy, ..., o1} of {1,...,N}. Let m denote
a fixed partition of {1, ..., Ny}, No=N. We define

Itly =l llq

if ==, U, for some partition m; of {1,...,N}. Otherwise let |f|,=0. Notice
that [fl, = [0}, - [f?), if f=f, @ f..

Lemma 5. Fix q=1 and € <0. Then there are positive constants B and p such
that for (r,h)e®R, te[0, 1]' and for A >0 sufficiently small (®),,, is analytic in t
and h. Furthermore for mg+ng # 0

l(q)>r,t,h|q = Cl(mcbs q)Q(n@a q)
independently of A, where C,(0,q)=1, C,(0,q)=A"?"° and for m,n#0

pm(Q)43

Ci(m,q)=¢

Cy(n, q) = (1+ A7 @2gmr2)eln@ [T @),

O<A

This lemma will be proven in the next section, together with the following
one. Let
Op=0,()——  i=1,....M
{i} i VM d(b(xl) (R Ry )
D, =00;(x) : %1 (%)) i=M+1,...,N
be given with Q=0; U---UO; <A. To subsets Q'<Q and R'<R={1,...,N}
we associate products

Dy = H Dy, H Dy

i=M i>M

O, 0,0 (IL.5)
dR) =[] o [1 Dy

i=M i>M

ieR’ ieR’

Then for partitions {R;, ..., R} of R we define truncated expectations as usually
by

@R)OR): o)~ L 3 [{e(Ur)) ae

oUUop={1,...,s} j=1

Lemma 6. For given q=1 there are constants K, 8 >0 such that for (r, h) e R,
te[0, 11" and for A >0 sufficiently small

KP(R,); . . . ; PR)r.en | = (Ks)*Ci(Mayry> Q)ColNary, g)e 24P

where Q, is the support of ®(R,) and d((),,...,Q)=sup{x—y|:xeQd;,yeQ,
1=i<j=s}.
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Proof of Lemma 3 and 4. With (I1.14) and Lemma 5 and 6 as input we can
exactly follows [K] in order to show that irreducible kernels K, , ,, are well defined
(i.e. that Proposition 2 holds for 1— ¢ >0 sufficiently small), that they are analytic
in r and h for (r, h)e R, and that they verify the statements of Lemma 3.

Let now K denote one of the kernels k,L, K or S{;,. Then from (IL.2) it
follows [S III] that

1
0 K, .= Z H oK. ln=o (IL.7)
ot toy=ai=1
a;=1

and thus

KX Y),, (I1.8)

h(a)! dh(a)
= K(X; Y
a1+4-;a| =a ae{o!:,l...,al} Zﬂih(a)n(a)+1 E 2171(2 —I )2 ( )Z a
(xjsl

where n(a) is the number of copies of a in (ay, . . ., ;) and where the integrations

are over circles

Ih(a)| = exp (1 —3&)(d(a) +1)),
ol =e
We suppose 1;, t;,€[0,1], r'=0. Since n(a)=3 and since the number of sets

(ay, ..., o) with O%a =1, ¥, o;=a and Y (d(e;)+ 1) =ml is zero for m<
|| = ZIGI a(i) and bounded by 32™ for m= ||, we obtain

EFKOG ), =0(1) - T 327 6™ exp (—(1—3e)mI—L 1)

m=|ol|

=O0() exp (—(1—4&)l |a|—L|J).

Following [GJSIII] we now define a cluster expansion for expectations
Forxx (T, t, h,s=1), which will be defined below so that for r'=0

S Z FQ,Y,E(r’ t: h: §= 1)
(D), p="2==2 (I1.9)

S
? Z FQ,Y,E(ra t5 ha §= 1)
h

with Y=(Y, Y, ). ® denotes a fixed field of the form (I1.4).

Let X be a subset of Y built up from lattice squares A and let X =0X"UoX"™
be a partition of its boundary. We suppose the triple X=(X,9X", 38X ) to be
regular, i.e.

N(@EX™) N(NEX) U(Y\A) =0.

For each X'cX let b(X') denote the set of (IZ)* lattice bonds b in X' with
|bNaX'| =0. Furthermore let A(X) denote the set of spin configurations 3 on X
such that 3(J) = = for [J< N(8X™). Given a configuration 2 € A(X) we introduce
a cluster expansion which only involves bounds b far from phase boundaries, i.e.

be b =b(X\N(2)).
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Let C(t,s) be the covariance

Ct,9) =111 5,0, +ss] [T [(1+1)0g, + ] (~Ap+ 1) (I1.10)

beb iel

for te[0, 1], s€[0,1]°, where 6 (—Ap +1)"'=(—Ar ,r,+1)"", and where Ar
denotes the Laplacean with zero Dirichlet data on each bel. For I'c b and for
F=F(s) we define T° = b\T, of =Ilpcr o,

. [0 if ber®
S(F)b“{sb if bel

and

a
8 F= j dsa; F(s(T)).
A

0}
The cluster expansion is then the identity
F(1)= Y 8'F, - (IL.11)
I'cb

applied to expectations ()’ < X)

- bTN - k
Fﬂ',X,E(r’ L, hs S) - l—[ r!EﬁN( ')LJ.d‘Pc(t’s)e P

= (I1.12)

x [T I1 [1+h(a)arC(t, s) - A, JPgxse VP.

acmy jelz?

We continue by considering X =Y. Equation (II.9) is obtained from (II.3)
through the translation ¢ +— ¢y =¢ +&—g (see (1.6)) by using that

ey _ dbcan _ o FAD)
déces décan

for our particular choice of Dirichlet lines.
In the usual way we order the sum (II.11) such that subsums are indexed by a

covering of Y with closed, nonempty connected sets X,, ..., X, having pairwise
disjoint interior. The set of such coverings will be denoted by C(Y). For given
{Xi1, ..., X }eC(Y) we sum first over those I'’s satisfying
Y\(aY U b)= Uy, (I1.13)
bel™ j=1
with Y; open, connected and closure (Y;)=X| for j=1,...,n. Of course the X

must be compatible with 2, i.e. 9X; = b(Y\N(2)). If we orient their boundaries by
defining

Xy =aX;N{O:3([O) = £},
then they are pairwise compatible, i.e.

NEX) N((NGX;) U (Y\A)) = 0. (IL.14)
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The restrictions of 3, and I" to X; will be denoted by %, and T'; respectively. Notice
that 2, € A(X]) and T';e B(X;, 3;), where

B(X,3)= {Fe b(XAN()): X\ U b is connected}.

bel™

Furthermore we have the factorization property

Fovs(® t,h,s(T) =T Forx, x 5,1, t. h, s(T). (I1.15)

i=1

The expansion for S, and Sy can now be written as follows. Let ()’ < () be given
and let C(Y) denote the set of sets {X,,...,X,} with pairwise compatible
elements, such that {X,,..., X }e C(Y). Then

Sw=0, 3 BBy

2 TI'eb(Y)

= Z Z H 8E‘FQ'nxj,zi(j,zj (IL.16)

3 Teb(Y\NE) j

= Z l_.[ Z E 6£Fn'nxi,x,-,2-

{Xj}leC(Y) j ZeA(X)) I'eB(X;.3)

The proof of the convergence of the expansion for (®)=S,S;" can now be based
on the following estimate.

Lemma 7. Fix q=1 and £ >0. Then there are constants a,b,c>0 such that
for regular X, Q' < QNX, (r,h)eR, te[0, 1]' and for A >0 sufficiently small

!SEFQ',X,E(rs ta h: S)IqS Cl (md)no q)CS(n(I), 0’9 Q)
xexp (—c|[|—bA 2 NE) NX|+al 2 |X])

where

Cs(n, &, @) =C(X, 2" exp ¢ +8¢c) In (V) [] n(©)!

Oy

if n#0, Q' #9,
(1 i |E=]eX]=0
CX; 2= {2§ otherwise
1 if =g
AY27= otherwise

b

Cs(0,Y,q) = {

This lemma will be proved in the last section.
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III. Convergence of the expansion

In this section we prove the convergence of the low temperature cluster
expansion for the modified expectations

2 Il X2 Y &Fpavys®ths)

{Y¥}leC(Y) j ZeA(Y) TeB(Y,, 3)

(P, = (I11.1)

> Il ¥ Y &Fysthys)

{Y}eC(Y) i ZeA(Y;) FeB(Y,.5)

and the exponential clustering of the corresponding truncated expectations. We
use a method due to H. Kunz, B. Souillard, T. Balaban and K. Gawedski [BG].

First the numerator and denominator in (III.1) are divided by a product
[TacaZ, of 1Z?% square partition functions

Za= 2, 8TF,;440,0,0,5)

I'eB(A,9)

which do not depend on the sign of the boundary dA. The expansion can then be
written in terms of the following quantities.

Sqx(r, t,h) =Z37x0al Y Y 8Fqxs(r,t,h,s) (IT1.2)
3eAX) I'eB(X,3)

if ' <QNX, |X|>1? X is connected and X regular; otherwise let Sq x =0. The
new expression for (®),,, is

Z n Sanvy,y,

(D), iy = SR (IL.3)

2 IIS.y,

{¥;} comp. j

The sum ranges over sets M={Y,, ..., Y.} such that MUN is a partition of Y for
some N=4{X,, ..., X} with |X;| =1?. Such sets M will be called compatible.

Lemma 8. Fix q=1. Then there is a positive constant 8 such that for X<,
Q'<QnX, (r,h)eR, t,€[0, 1] and A >0 sufficiently small

|Sp.x(T, t, h)| <e~22%X™

[See x(8, &, B)ly =i (s, Csln, Q25

Proof. The proof is as in [GJSIII]: One part of the factor e ®* *N® jp
Lemma 7 is used for the first factor in C, (see Lemma 5). The other part controls
the first sum in (II1.2).

Y exp(-bATAINE))= Y exp (—IbAT2(3))
SeA(D SeAX) (II1.5)

< (1 + exp (__%b’A—UZ))ZIX] = CMXI.
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To bound the second sum in (II1.2) notice that for I'e B(X, 2) we have 217" |['|=
|X| 17— 1. Thus

Y e M<exp (—%l“‘(lX\—lz)) Y o1

reB(X,3) FeB(X.%) (IT1.6)

<exp (_% 1_1(‘Xl _ 12))221—2!X|—(1/2)l~1\aX| =exp (_i_ l—l(IXI _ 12)),

and we can take 28 =¢/10 if we put a factor e*”*** into C, for the case |X|=1°.
Finally the factor Z;' ™Al is bounded by using [GJS III]

|Z3| =ePMM 7P, (I1L.7)

We continue by expanding the ratio on the left hand side of (III.3). Notice
that a compatible set {Y;, ..., Y,,} is already determined by {Y,, ..., Y} and the
relative signs of the boundary loops (since the outermost loop must have the +
sign), i.e. by {Y,, ..., Y.}, where X={(X, 0X*, 0X"), (X, 0X~, 8X")}. The starting
point for the expansion of [BG] is the observation that the factor

@ :{H Sn,-,Yi if {Y;,...,X,} are compatible
i=1
0 otherwise

can be expressed in terms of an ‘interaction’ U(a) between pairs a = ((€2;, Y),
(Qja Yj))'

Let us call X positive or negative according to the sign of its external
boundary loop. A negative (positive) boundary loop of a positive (negative) X will
be called inner. Then by regarding

Sm((ﬂla Yl)) LR (Qma Ym)) = S.QI,YJ e SQm,Ym
for fixed Q, Y, i=1,...,m as a function of m signs we define

[U((Q1, ), (Q, ¥o))S1((Q24, Y)), (25, o), .. )

(0 if Y,NY,#0.

Sm((Qla (Y17 aY;a aY;))a (QZ: YZ)s i3 -) if Ql 72 ¢

and if Y, is surrounded by an inner boundary

_.J Ioop of ¥ ) _ (IT1.8)
Sm((Qla Y1)7 (Q2: (Y29 aY;, aY2 ))’ . -) lf QZ 72 Q

and if Y, is surrounded by an inner boundary

loop of Y,.

[ Sm((Q1, Y1), (5, Y5),...) otherwise.

The remaining U(a) for aeWA={((£), Y), (Q;, ?j)): 1=i<j=m} are defined
analogously. By identifying X with its positive element, ¢ can be written as
follows

¢ = (P((Qla Y1)3 s 408 3 (Qms ?m))
= l-I U(a)sm((ﬂla Y1)5 BRG] (Qm’ ?m))

ae

(IIL.9)
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Here we have used that by the ¢ = —¢ symmetry Sg x ax+ax-) = Sp.x.ax-.0x- NEXt
we write a graphical expansion for [, .y U(a), namely

[I U= TT v, ¥, @, %)Y I1 A ][] v (I11.10)

aeN 0,,07#0 G, aeG, ac

where A(a) =U(a)—1. The sum ranges over connected graphs G, whose lines are
a subset of those a=(((, V), (Q, Y)) e with ;=0 or =@, and whose
connected components contain at least one ({2, Y) with O, # Q) A" contains the
pairs of those points {(@, Y,)},c; which are not involved in G

With a sum over the €,€{QNY;, @} such that | J; (;=(2, the numerator in
(IT1.3) can then be written as ‘

Z— Y e QLY. .., (D, Yo)

* ¥qy,....Y, pos.
Q4.8
= Z—— Y I v, v, @, %) (I1.11)
- m! Y., Y, pos. O, Q%0
Q4.0

XY [T Al@)Smyd(@;, Y)heo TT U@)S (4, Yhie

G, «eG, ac

or, by summing first the terms with fixed {(Q;, Y))}s = {(Ql,Xl) L QL XY
k=m—|I|,

Loy @Y., @Y

m m' Yi1,-... ¥, pos.
Q4,....0,

YL Y e X)) 0 £ 0, X)) : =0 (IL12)

k k X] XkDOS

X,'ll_! Y e Yy,...,0,Y)

* Y Y. pos.

with
(PC((Qla Xl): vy (Qi:» Yl)’(ﬂ, Yl)) v e g (ﬂy Y]))
= H UL, Xr), (Q,, Xs)) Z H A(a)S;;((Q, X)), ..., (D, Y)).

1=r<s=i G, aeG,

(I11.13)

The sum Y _is over all graphs whose lines « contain at least one (§,Y,) and in
which every (,Y,) is contained in a connected component containing some

(Qs, XJ). The second factor in (II1.12) is now equal to the denominator in (II1.3)
and thus

1
(@)= ) I
{X;,....X;} pos. ¥Y.,....Y; pos. .]' (11114)

QNX,#0, Q=X,U---UX;

X (PC((QOXD Xl)’ SERE S (Qan Xl); (ga Xl)a ® B E (ga Yj))'

Lemma 9. Given q=1 there is an € >0 such that for A >0 sufficiently small
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Y lec@NX,, Xy), ..., (QNX, X); (B, Y, ..., (0, X)),
S, Iyl =1°N (I11.15)

=it [T canx,, X exp (21 3 x|~ eIN)
r=1 r=1
where C(QANX, X) is the bound on Sq~x x obtained in Lemma 8.

Proof. First we sum in (III.13) over graphs G, with {s:((Q,,X,), @, ¥)e
G. =1 fixed. For such graphs vertices (0, Y,), s¢ I must be connected directly or

indirectly to {(Q,, X,):r=2 1P U{(D, Y): seI} but there is no restriction on
lines (@, Y,), (@, Y,) and ((Qr, X,) @,Y)), s,s’el, r=2,...,i Then by summing
over I<{1,...,j} we obtain the recursion relation
@C((le Xl)s = wn v iy (ﬂia X])s (Qs Yl), ws o g (ga Y}))
= 2 [lue.x), @.x) 1A, X), @, %) (IT1.16)
I<{1,..., jtr=2 sel

X (81 X @)((Qy, Xy), - - ., (s, X, {(D, Y eer; 1D, Y leen)

To prove (III.15) we proceed by induction over i+j. By setting
ec®;(0,Y,),...,0,Y)=0 we can start with i+j=1, and clearly
ec((©4, X,); 0) = Sq, x, satisfies (II1.15). Notice that A((£),, X,), (9, Y,)f # 0 only if
Y, overlaps or surrounds X,. We say Y, surrounds X, if X, is contained in a hole
of Y, and we will write Y, os X;. The number of clusters Y, satisfying this
condition with X, and [Y,|=1’M fixed is bounded by 172 [X,| exp O(1)M.

Define f(X) = sup {fX)|,: X e X}. Then by using Lemma 8 (take 3¢ =28) and
the induction hypothesis we obtain

Z l(PC((Qla Xl)a soaey (Qia X1); (Q: Y1)> LR (ﬂa Yj))‘q

= 2 Z 28, (2, X,))

I<{1,....j} Fysosos i
Y Y |=1°N
Sel>Y, os X,

X (PC({(Qn5 Xn)}nzz
=S((Q, X)) Y [ecl@u X Dhaoa 340, Yo koot

vy
Y Y =1"N

+ 20 ({(Qy X)hama. s {(9 Yo)to-1,...53 9)

+ X 2“‘81((91, X)) Z Y Y

(IT1.17)

Ie{l; k=1 (Ys)ssl (YS)S¢I
O<|II<J P ]Ysl =%k Es IYsi=IZ(N-k)
Y os’ Xl
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i i
=it [] c@., X,) exp (21_2 b3 IX,I)[e‘E”“
r=1 r=2

Z lI“ Z Z (21‘2 IXlI)lIle(O(1)+2—381)ke—£1(N_k)]

1<|I| ) o=1
lesslll o=k

=j! rljl C(Q,, X)) exp (21“2 i X, |- elN)
X [1+ Y — m ((2!‘2 XM Y exp (—281§05))]

1<|1|
=j! H C(Q,, X,) exp (21‘2 Z \X,l—slN).

Proof of Lemma 5. By inserting the bounds (ITI.15) into (III.14) we obtain

(@), = Y 5 %lcpc((n NXy, X0, ..

{X,....X3} Y,....Y; J:
QNX,#4, QcX,U---UX;

£ ,(ﬂnxi, Xl); (ﬂs Yl): FEWY (;Z), Y]))lq
som ¥ [c@nx.X)ex (21 ¥ X))

{X1 ..... X,} r=1
XwNX, =@, m#*n
QNX,#4, QXU UX;

=Cy(ma, Con, ) 3 (MDD (T exp 0(1)+2-3¢D)0))

= C,(mg, Q)C,(ng,, q)2™e P+ (I1L.17)

The third inequality follows since the number of clusters X with |X|=[?¢ and
containing a fixed square A < () is bounded by €?V?, while the number of choices

of k squares in () is bounded by (mqn(ﬂ) ;—nq,(ﬂ)

absorbed into C,C,. This proves Lemma 5.

). The factor 2™+ can be

Proof of Lemma 6. We insert (ITI.14) into (I1.6) and obtain the expansion

p

(DR));...; DR)) = — Z ( pl) ) I1

U Uap={1,...st k=1
x 2 2

o7 ']

{X¥.....X;X}pos. {Y%, ..., Yk} pos.
[QkﬁXk—qS nkcxku AUXE
X (PC((Qk N Xla Xi{)» (Qk ) (Q Yk) (Qa Y}i))]

where for the definition of ¢& the fields ®y in (I.12) are replaced by
(e, Rq;. By the proofs of the Lemmas 5 and 9 we know that this sum is
absolutely convergent, also if the ¢¢ are expressed as a sum of products of
functions S;. We may thus sum up first all contributions from sets C=
(Xi,..., X2, Y5,...,Y) which factorize, i.e. for which we have two regions
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G,, G, =R? without hole separated by a positive distance, and a partition (C,, C,)
of C such that Zc G, for Ze C, and Z<G, for Ze C,. Notice that if the
argument A of a @& only contains clusters of a factorizing set C, then @&(A)
factorizes accordingly to C into a product ¢&(A,) - @&(A,). From a standard
argument using formal power series [R], [EMS] we conclude that this first sum is
zero. From the remaining terms we can extract a factor e ¥ by using
Lemma 8. The assertion now follows since C,(-, q), C,(*, q) are concave and since
‘fl ® f.’llq = ‘fllq ) leIq and

o U---Uo,={1,..., s} p

IV. Proof of Lemma 7

We assume that |3 NN(L,)| =0 for all ie I (otherwise Fg x s =0) and omit the
r-factors since they are bounded by

l'[ r!zrwN(ﬁin
ey

3L\CL+1DI-Y |2
=((e’") )™
Se711512|eo(;\—1/2)12t,

and will be dominated by a factor e ®* "N® b>0. Let B,={(j, @):je1Z*°NX,
a € o, a(i) =0 if &, N X =0}. By expanding the product over 8 € B, we obtain the
following expression for 8;Fq x 5(1, t, h, s)

8 Foxs
= Z 8: Id¢c(t,s)e_F(AﬂX’2) l_[ [h(e)arCy(t, 8) * Ay [Pgxse VA,
B<B, BeB

The derivatives are computed as in (II.1), leading to

m
8:Fq x3s= Z Z l ds Idtllc(t,s(r))[ Z H ay C(t, s(I) - Adl]
o}

rur,=I BeB, weP(l,) yer

xemnxal T T h(@araCit sI) - Ay [Paxee VA

Ugenvs=I'2 BeB

where P(I',) is the set of partitions of I',. We also write the kernels 3YC as a sum
over localizations in the [Z” lattice

8. Foxz=% jdll'(:(:,s(r)) [ [1 arc (e, sm)) - Al!l]e_F(A”X’z)
r (IV.1)

X [H h(a)a=arCi(t, s(I) - A¢]¢Q,Xze—vmnx>

BeB

where

2= X 2 2 - E N,

N url,=T BeBy Ugen v =T1 weP(I) {ii}yex
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Each term in this sum is of the form
3 [y W VRN av.2)

3" is obtained and interpreted as follows. By definition d/d¢ : ¢":=n:¢" ': and
this is rewritten as 3:¢" ':. This convention is inductively used for all derivatives
d/d¢ acting on @ xse™V or on derivatives of this expression. Every field ¢ is then
rewritten as a function of ¢, ¢(x)=y(x)+(£—g(x)), producing again a sum of
terms. Now we perform the derivatives d/d¢s in the same way.

In order to bound the norm |8} Fy x 5|, 9> 1, associated to a given partition
a, of {1,...,N} we bound the product

SgFﬂ',X,E[w] = ((3£FQ',X,E)«1, )
for functions weL?, p '+q '=1.
By Holder’s inequality
|8: Fo x s[0]| =32 [WOTw]|, x5 exp (-VIANX)-FANX, 3.  (IV.3)

where r and r’ are dual Holder indices and r is some sufficiently large even integer
(r=35000). The last factor in (IV.3) is bounded as in [GJS III] by

H Xyze—V(AﬁX)—F(AﬁX,E)hL_'

=( [I v([l)!) exp (a'AY2 | X N A|) exp (—3bA2(INE)|+ X))
k. (IV.4)

for some positive constants a’, b, where v((J) is the number of times xsy; has
been derived, and where

X= U 0O

v(@)=0

Each covariance is now written as a sum of terms localized (in both variables)
in unit lattice squares. This induces an expansion of W®'[w] into a sum

W' w]=) W, & [w] (IV.5)

of Wick monomials localized in unit squares. The resulting number of terms is
bounded by

i1l (IV.6)

ve BeB
and the monomials in W, are smeared out with localized products of functions
(¢€—g) and aYa;C.
In order to bound the resulting graphs and the sum 3’ we use the decay

properties of kernels 6787C; established in [S II], adapted to the case of unit mass
and large length scale. Define

i(a)=min{ie lZ: a(i) # 0},
d(B) =d(j, a) =dist (A, , ) +dist(A; , &) +dist (A, A;),

112 322
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d(j, v) = max {dist (A; , b) +dist (A, , b):be v},

322

d(y, a) =min {dist (b, &) :be v},
d(y):the length of the shortest path in R* connecting all be .

Lemma 10. Let p=1 and £ >0 be given. Then for l, sufficiently large there
are positive constants M(vy, B), M, and ¢ such that for 1 =1,.

na;'af‘C-(t, S)H = l4/pM2('y, B)e—'(l—e)d(a)
] D

)¢ e‘—ﬁcd(j,a)e—5C(2d('y)+3d(j,‘y)) (IV'7)
and (see also [GISTI])
Y T My(y, (=0, j)) <eMsimit, (IV.8)
weP() yerr
Y My B) =M, (IV.9)
UeeBVB=F1
Furthermore one has
L [l et =g, (IV.10)
{ivlyer vE™
5] ez av.1n
B<B, BB

for some constants My, M;>0. (IV.7) remains true if the kernel is regarded as a
function of a single variable 3}97C;(t, s)(x, x), y#0 or a#0.

By using Lemma 10 we bound [|[W®'[w]|, times the first factor of (IV.4) as
follows. Let
P(A)={(j, a)eB:AcA; UAYU{(,, v):yem AcA; UA; L,
M(A) =card P(A),
M_(A) = card {(j, ot)eB:ACAj1 UA,, (§—g) | A#0},
M. (4)=M(A) + mg,(A),
and let m=mg_, n=ng_. Then
[1 +O!NwWeloll,=<lwl,Cs0, &, ge*™

O<=XNA

x C(X, E)n(ﬂ’)e(1/2+6c)ln(ﬂ’) l'[ p(@)! [(rn(l:l))!]“r

O=eXnNA

< [@on@- ¥ von | meomecx see o

AcX O<A

X l—[ M'Z('Ya (Oa j'y))e"SCd(jy,y)e—zc[ v

vye™

x [T Ma(ye, Ble >4 e 2!

BeB
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where we have made the substitution
h(a)eﬂ(lfs)d(a)e—cd(j,a)

s l_l |8~ 10ld(v)+d(:¥)] 1‘[ [8e—10cldly,)+dGv,)] - (IV.13)
vyeET BeB

— e26[4IX'te(ll‘2+6c)ln(n')e—ch \I‘lc3(0, QI, q).

Except for this substitution and for the factors C(X, ) arising when ¢ # ¢, (IV.13)
is a standard estimate (see [GJS I], but with separate copies of unit squares for the
monomials of W, and ®'[w]). The convergence factors allowing for (IV.13) are
obtained as follows. We use

(1) for terms from contractions 9YC; - A,

[8¢ 10 +aG N < o=2el vl (y)+ d(,, v)>0.
If d(y) +d(.y) =0 then |y|=4 and F(4; ,UA; ,,5)=0, and we use

A4 14 < et when the contraction is to V.
[*<e M BMX1 when the contraction is to s

[*<e g5l when the contraction is to ®g.

The same holds if (j,, y) is replaced by (j, vg)-
(2) for terms from contractions 37C; - A,

(lh(a)l < e(1—2s)(d(a)+l))
Be3l<1 if dla)=e'l
[Bele™d0 <1 if d(j,a)=2c'L
If d(a)<e 'l and d(j, a)<2c !l then we use

A¥41%e¥?2 < 1 when the contraction is to V.

[*e¥? < '2*9 when the contraction is to @

[eV? < (e!*P"X1)12K for K =24/ce, when the contraction is to xgc). This is
sufficient since the number of B8’s in B such that d(a)<e !l and d(j, a)<2c !l
and 0= A; UA,, is bounded by KI°.

(3) If a contraction d/d¢ from ® is to V then we get a factor A?7%, and if it
is to xyy, We use that

1 < /\ 1/2-—t~:el4 !C]ﬁx’l.
Next we use a similar argument to cancel the factor C(X, 2)*-*), Namely for

each contraction 99;C; - A, with (é—g) | (A;, UA,)#0 we have d(B)>L and
thus

C(X, 3)e™® <1

since C(X,2)=0(A""?) and L=(log A)>.

We continue by estimating (IV.3). The sum X' is controlled by
(IV.8),...,(IV.11) and a factor e '™ (notice that Yp  p,_r 1=2""). There re-
mains a factor

el Mg ~bA2NHIXDea1=2 XAl ||| C(0, Y, q) (IV.14)
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times the maximum over admissible I';, B, s, 7 and j, of

2”1;[ v(l_—_l)!l;[ [(4r(M+(A)_ y V(D)))[]I/rM1;‘+(A)

O<=A

% l‘[ e—4cd(B) H e—4cd(j,,v),

BeB YyETT

(IV.15)

where we have put the factors
CX, ) Pet2+eom@ [T [(n(@)!]" - C(0, &, q) -
d

into C5(n, ', q) by using (ab)! <a*(b!)*. This inequality together with the facts
that a! b!=(a+b)!, a!=a* and (a+b)!=(2a)! (2b)! implies that

l;[ v(O)! 1;[ [(4r(M+(A)— Y V(D)))!]MMI;«L(A)

O<A

<[T @r*M)M@+=®(2M(A) Y*(2m(A)!)* (IV.16)

= e O(Mm@) I‘[ O MMy
A

In a similar way we bound the number of terms coming from differentiations and
from expressing V' and ®, in terms of :

2”1 < 2n(\:l) KM(A)
l;[ l;l (IV.17)

X (n(A)+]ANX|+4)(nA)+|ANX|+8) - - - (n(A)+]|ANX'|+4M, (A)).
By using
(N+4)(N+8)- - - (N+4M) = (N+4MM
M N M
= +—
=M (1 4M)
< (4M)MeN/4
the right side of (IV.17) can be bounded as follows.

S < en(n')+ 1/41X| e0(1)m(n')4/3 l‘[ eO(l)M(A 4/3 (IV 18)
A

Now by putting together (IV.14), ..., (IV.18) we arrive at the bound

18: Foy x s[w]l =|lowll, C;(m, q)Cs(n, ', q)
xexp (—cl [T|—bA V2 |NZ)|+a"l"* | XN AJ) (IV.19)
X sup l‘[ [epM(A)4f3 I‘[ e—zw(p)]
B.{ve}{v}LG )t A peP(A)

The product [],[- - -] in (IV.19) is bounded by using the ‘pushout principle’ as in
[SII], cf. also [GISTI]. This goes as follows. There are not more than 8(a+3)?



Vol. 53, 1980  Particles exist in the low temperature ¢35 model 451

choices of (j,, )€ P(A) such that d(j,, y)<al, and there are less than 24(a+3)’
choices of B eP(A) such that d(8)=<al. Thus by ordering the elements p; of P(A)
we can achieve

[t d(p)>3kV3-3.
Or, by summing over k

Y d(p)>iM(A)*>-3M(A)

peP(A)

and thus

PM(AY*P=0(1)+ Y. cd(p)

psP(A)

This proves Lemma 7.
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