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Helvetica Physica Acta, Vol. 53 (1980), Birkhäuser Verlag, Basel

Particles exist in the low
temperature cp4, model

by H. Koch
Département de Physique Théorique, Université de Genève, 1211 Genève 4, Switzerland

(22. VIII. 1980)

Abstract. The existence of an upper mass gap and of a two particle bound state are shown for the
Acp4 - \(f>2 field theory in two dimensions. The proof is based on a resummation of the low temperature
cluster expansion which can be combined with Spencer's expansion in order to obtain decay properties
of irreducible kernels.

I. Introduction and main results

Once the existence of some quantum field model is established (in the sense
of [OSch]), it is natural to analyze physically relevant quantities such as the mass
spectrum, the S-matrix etc. This has for example been done for A^tap^ + lm^cp2
models for small coupling A [S], [SZ], [DE], [OS], [K], [GJ] after Glimm, Jaffe
and Spencer [GJS I, II] had constructed these models by introducing the cluster
expansion.

In the meantime much progress has been made in understanding field
theories at low temperatures A"1. For the two dimensional \(p4-\(p2- pep models
with |p| < A2« A (which is for p. 0 equivalent to a A'cp4 + |<p2 model with A' » 1),
Glimm, Jaffe and Spencer developed a convergent expansion which establishes
existence and mass gap of each pure phase associated to a minimum of the
polynomial. Their methods have also been applied to other low temperature
models [Br], [BF], [BG], [Su].

In this paper we study the mass spectrum in a pure phase of the Euclidean
$$(<p) Acp4-3(p + (64A)~1 model with 0<A« 1. Our method is a minimal synthesis

of methods used in the one phase region [S], [K], with low temperature
expansions [GJS III], [BG]. This involves a proof of n + l particle decay for n
particle irreducible kernels, n 0,1, 2. The upper gap then follows by a result of
Burnap [B] which is model independent.

In the two pure phases the mean of the field cp takes a value near ±£, where
9$ has its minimum, £ (8A)"1/2. In both cases the interaction is JA d2x : Sß(cp) : (x)
in the limit A —» IR2. We will choose the + phase by taking a large region Y => A
and imposing suitable boundary conditions on the field in the strip Y\A.

The polynomial ^ can be written in terms of the translated field (p (p-£,

m(p)=w+(ir\)ii2cp3+i(P2=v((p)+k(P2.
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Let

V(A)= f d2x:V(<p):(x
Ja

where : : denotes Wick ordering with respect to the covariance C (—A^+l)"1
with A3Y being the Laplacean with zero Dirichlet data on dY. Then we define the
A(p4-3cp2-(64A)_1 quantum field theory by the family of Schwinger functions

S(xj,..., xn) («Kxj) ¦ • • cp(xn))

J*d</)ccf)(x1) • • • cp(xn)e -V(A)

j dcpce -V(A)

in the limit A —» U2. As usually dc£c denotes the Gaussian process with mean zero
and covariance C. A condition on the sequence A, Y is that Y-^N(A), where for
XcR2

N(X) {xeR2:dist (x, X)<L}
and LeN, L — (log A)2 is a given length scale.

Our main result is as follows.

Theorem 1. Fix e > 0. Then there is a 8 > 0 such that the following is true.

(a) The infinite volume Schwinger functions exist and are analytic in A for
|ImA|<SReA<S3.

(b) They are also C°° in A1/2 for A1/2e[0, 8] and define a Wightman field
theory.

(c) For A1/2e[0, 8] the mass spectrum in the interval [0, 2(1 —e)] consists of
two points, 0 and m, where |m— l|<e, corresponding to the vacuum and
the one particle state respectively. Furthermore m m(A1/2) is C°° in A1/2

and

m2(A1/2) l-4V3A + 0(A2).

(d) If A1/2e[0, 8] then there is a two particle bound state with mass mBe
(2(1-g), 2m). Furthermore mB mB(A1/2) is C°° in A1/2 and

ml(A1/2) 4m2(A1/2)-144A2 + 0(A5/2).

Let P be the spectral projection of the mass operator associated to a
subinterval of (0,2m) in the complement of {m, mB}. Then Pcp(f)x
(l + tap(g))fl 0 for any pair f, g of C°° functions with compact support.

The first part (a) and (b) of this theorem has already been proven by [GJS III],
even for small external field. Our analysis differs on this level only by the way of
dividing unnormalized expectations by the partition function.

Differentiability with respect to A1/2 can be shown as usually by introducing
cutoffs. The explicit formula is

dM®) - jd2x[<<D • (2A1/2 : <p4 : (x) + 4Î: dy3 : (x))>
(T 1}

-<<&>-(2A1/2:^4:(x) + V2:<f,3:(x))].
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The proof of (c) and (d) is based on decay properties of the following irreducible
kernels. Denote by Sj^, the integral operator defined by the kernel

Sk.i(xt,..., xk; yu y,) S(xa,..., y,)-S(x1,..., xk)S(y1(..., y,)

and denote by R21(xj, x2; y) the truncated three point function. The n particle
irreducible (n p.i.) kernels S^",1 are inductively defined by

SiT^sUKJ-'KL (1-2)

Three other kernels are needed for our analysis. Namely the 1 p.i. two point
function k, the 2 p.i. three point function L and the Bethe-Salpeter kernel K.
They are defined by the equations

R2i $2,2^8! j, (1*3)

S!,2 2SÌ,! Cg> Si,! - 2(Si,, <g> Si^KSt^.
We intend to prove the following proposition.

Proposition 2. Let p > 1 and e > 0 be given. Then for A > 0 sufficiently small,

(a) SEjfci,..., xk; y1;..., y,) Op(exp (-(1 - e) min |x?-y?|)), n 1, 2, 3

(b) k(x; y) 0„(exp (-2(1 - e) |x°-y°|))
(c) L(Xl, x2; y) 0„(exp (-(1- e)[§ |2y0-x?-x°|+e |x?-x°|]))
(d) K(Xl, x2; Yl,y2) O^exp (-(l-e)[| |y?+y^-x;-x°|+| |x?-x°|+§ly?-y2|]))
where g(z) Op(h(z)) means that |Jdzg(z)h(z)_1|< const. HgH^ for every continuous
function f with support in a product of unit squares Dj [j°, j°+l]x[j\ j1 + l]-

These bounds can now be used to prove the second half of Theorem 1. By a
result of Burnap [B] the decay of S£, for n= 1, 2 and of K imply the upper mass
gap. This, together with the remaining decay properties and differentiability in
A1/2, allows to analyze the bound state spectrum exactly as in the A^(cp)2 case,
A « 1. However, the absence of other spectrum in (2(1 -s), 2m) does not follow.
This could probably be analyzed, as in the weak coupling region, by an n particle
cluster expansion [GJS II]. It is replaced by the weaker statement in Theorem
Kd).

We shall now prepare the proof of Proposition 2. In a first step we combine
the Peierls expansion with Spencer's t-expansion [SII]. Let I — |logA|1/4, leN
such that L (log A)2 is a multiple of By A we denote squares / x I with corners
in 11?, while unit squares with corners in Z2 will be denoted by We suppose A
and Y to be simply connected unions of squares A.

In the field theoretic version of the Peierls expansion [GJS III] the mean field
i-^-cpn Jn d2x<p(x) plays the role of an Ising spin variable D>-*2(D)= ±

associated to unit squares D in A. Let 1 X+ + X be the smooth partition of unity
defined by

x+(x) X_(-x) tt-1I2\ d2ye*"Ì>2,,„-(x-y)2
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Then we split the measure e~v dtp into 2|A| parts by inserting

l=n [x+(<fa) + X-(<to)]= I Xx (1-4)
DcA Xe{+,-}IA1

where

Xx Il Axa)(<Pn)-
d<=a

Each term in the sum (1.4) represents a partition of A into pure phases, i.e.
regions where S has a definite sign. By setting 2(D) + for D c Y\A this sign is
uniquely determined by the phase boundaries, which we will also denote by X.

Notice that it is very improbable for the field cp to take values near zero, or to
change from ±| to +£. This will make the 2 expansion converge. On the other
hand because of the factor x% the effective potential in a pure phase is near to
|(<p±|)2. This will be used to perform a cluster expansion in the region Y\N(2).
For this purpose we translate the field <p <p-| by aCfr function £ — g satisfying

g(x) 2(D) • £ for xeD with dist (D,2)>èL.
For the explicit form of g see [GJS III]. The expansion in phase boundaries for
(«I») is then as follows.

I Uce-F(A-«<l>x2e-v(A>

<<ï>> JLjLi. (1.5)

where tp (p—g and

F(A'S) '^ (1.6)

è<(|-g),(-A+l)(|-g)) + (^,(-A+l)(ta;-g)).

This is the starting point for the cluster expansion which will be defined later and
which allows to take the limit A—»IR2.

We shall now illustrate Spencer's t-expansion. It was designed to prove
Proposition 2 in the one phase region. Let A£ be the Laplacean with zero Dirichlet
data on a closed curve S in ^Ujoo}, and for te[0,1] let

C(t) (1 -1)(-A£ +1)"1 +1 • (-A +1)"1.

Notice that C(t; x, y) 0(e"<1_e) |x_yl), and C(t; x, y) 0 if x and y are separated by
2. Then for every Gfr G2c|R2 separated by 2 and for each finite set A of pairs
a (x, y) with x, ye Gj UG2 (for simplicity we assume |x—y| >const.) let us define
K, riaeAC(t; a). It is easy to see that

ô?Kt|t=o 0 for a<n (1.7)

implies

|K.| < 0(1)|A| exp (-n(l - e) dist (G1; G2)). (1.8)
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But if we take A such that Kt is a graph of a ^(<p)2 theory, then (1.7) => (1.8) is in
general not true. In this case irreducibility should be checked at each line 2
separating G1 from G2. However if the vertices produce small contributions, then
it is sufficient to consider a certain discrete set of lines 2;, i e I, depending on Gt
and G2. For t (ti)ieI the corresponding covariance is defined by

c(t)=ri[(i-ti)ö2frti](-Aay+i)-1
iel

where 0S(—Ar+lfr1 (Aru2+l)_1. t-derivatives are indexed by functions a:I—>
Z+,

ôrKt Ilâ«(i)Kt.
iel

It was a goal of Spencer [S] to establish a relation analogous to (1.7) :-> (1.8) for
kernels K, of a weakly coupled A^cp^+lm^cp2 theory.

In trying to apply the same method to our problem, the following difficulty
arises. In order to show (1.7) using an explicit formula for t derivatives and a
factorization property (see (1.13), (1.14)), that t dependent covariance has to be
introduced before doing the translation d>—np (notice that g(x) depends on 2(D)
if dist (x,D)<|L). But if we do so it is impossible to translate the field in the case
where £-g^0 on 2; and t.^1.

This problem can be solved by taking advantage of the small factors
associated to nonempty intersections 2nN(2;), so that we need not to
consider t; ^ 1. We perform a resummation of the Peierls expansion (r-expansion)
by specifying phase boundary free region (r{ 0), where Spencer's expansion can
be applied. In the complement of these pure phases, small factos (r-derivatives)
associated to phase boundaries will compensate the missing convergence factors
from t derivatives.

Let S be a finite subset of XL, to be determined later. To each ie8 we
associate the Dirichlet lines 2; {(x°, x1) e M2 : x° i} and an expansion in two
variables

F(ri=l,ti l) F(0,0)

f1 f1 (1.9)
+ ^driariF(r.,l)+| dtAjWtati)

applied to the expectation

iriri^^jd-pa^^e-^
<<&>r,. JLj£2 -. (1.10)

£J]rpnN(ßl)i dtafc^e-™

where 0° 1, r r3 (rj)is3 and t t3 (ti)ie3. Notice that setting r; 0 eliminates
all terms in the sum over phase boundaries for which £ — g is not zero in a

neighbourhood of 2;. Thus in the range of parameters r, t used in the expansion
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(1.9) the field cp can be translated by £ — g as before, with

log^ F(A,2)

given by (1.6) independent of t.
We now define the r, t-dependent irreducible kernels by the same Neumann

series as in [K] in terms of C(t) and partially amputated Schwinger functions

S(x1,...,xm,y1,...,yn)r>t

x n h™(s4d<f>C(t) n~ n wx*™ {112)s is« J i=1dtaf>(Xj)j 1
<.1-iA>

They have the factorization property

g>(X1> • • • > Xm+m'j Y^ • • • ; Yn+n')r,t (T 1 3"»

S^, Xn,, y1; yn)r,t^(Xn,+ l, • • • Xm+m', Yn+1; ¦ ¦ ¦ 1 Yn+nVr.t

if 2; separates {x1;..., xm, y1;..., yn} from {xm+1,..., xm+m,, yna.u yn+n,} and
Tj t; 0. To calculate t-derivatives we use the following formula

dtSix1,...,xm,y1,...,yn)I_t „ta..,
\ jd4zS(z1; z2; x];..., x™, y1;..., yn)r,A,C(t; zu z2)

where; denotes truncation. This formula is proved as usually by introducing
cutoffs. It is now possible to repeat the same calculations as in [K, Section III].
This shows formally

Lemma 3. Let x?<x2<y°<y2 and let a : XL —>{0,1, 2} be given such that
a(i)<l if x?<i<x^ or y?<i<y2. Then

û o"(l)k(xi;x2)r>t|ti=0 0,
x?<i<x?

Il o"a)L(x1,x2;y1)r,t|ti.0 0
x?<i<y?

and

û a^(i)K(x1,x2;y1,y2)rjt|ti=0 0,
x?<i<y?

where r{ 0 whenever t; =f-1. Under the same condition on (r, t) and for n 1, 2, 3

we have

Il a^SÊife,..., xk; Yl,. y,)r>t |„_0 0
Xta<i<y?

i/o.(i)<n and x°< ¦ ¦ ¦ <xk<y?< • • • <y°.
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Suppose now that for a certain kernel K,. t(X; Y) we have shown that

ofKr,t(X;Y)|r,=tl=o 0

for every I<--.\5 and every a:I—»/_,_ which is pointwise smaller than some
ß ß(K). The r-t-expansion for K(X; Y) K1>1(X; Y) is then

fW fW /i _ t \ß(i)-i
K(X,Y)= I dr* dtTlLffl 1V à&Kr..(X;V)l.0 0-15)

IUJ=» J{0} Ad} iel \PW~L)- ,J=1
mj=0

For the kernels we are interested in, ^ is given by the set of i's considered in the
previous lemma, $ .Zn(x°, y°) for some interval (x°, y°)c:|R. Then since

V J=2l5!l:<el-1|xt'-y»l
IUJ=S
inj=0

the proof of Proposition 2 is reduced to the proof of the following lemma.

Lemma 4. Let e <0 be given and let (K(X; Y), O, $) denote one of the kernels
considered in Proposition 2 and Lemma 3, with the corresponding order symbol O
and index sets 3 $(K, X, Y). Then we have

ôraX,t(X; Y) |rI=0=O(l)exp (-(l-4e) £a(i)-L|J|) (1.16)
\ iel '

for r r8, t t1, I, J c$ and a : I -> {0,1,2, 3} depending on X, Y (taking constant
values on products of unit lattice squares) such that inj 0 and ^,^€[0,1].

The proof of this lemma will be given in the next section. It is based on a
bound for modified expectations (^r,,,,, which will be shown in Section IV to be
analytic in the variables r; and h(a) in a large domain, and on a connection
between trderivatives and derivatives with respect to the new variables h(a).
Corresponding irreducible kernels K,.>t>h with Kr 10 K,. t are defined by convergent
Neumann series in terms of expectations (4>)r>t>h and thus Cauchy's formula can be
applied to calculate t^öfKfr,.

Remark. Recently J. Imbrie [I] has proven Theorem 1 by using a method
which also works for small external field.

II. The expansion

In this section we define expectations (4>)r,t,h and their expansion. We fix two
sets I,J with $ ILIJc:.Zn{x0:xeA}, inJ 0. Then the a's which occur in
(1.16) are elements of I<4), where I(m) is the set of maps from I to {0,1,..., m-1}.
Let

ôtC(t) • A«, | |d2x d2yôtiC(t; x, y) —-'
dcf>(x)d<Ky)
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Then multiple t-derivatives can be written as

afU>c(t)Q Z fd*cw n [^C(t) • AJQ (11.1)

or, by introducing variables h(aj)

af fdtaPcxoQ
J

(II.2)

z n flhfao [d*«*) n n ci+h(a)arcj(t) ¦ ajq ih=0

where C/tjx, y) An(x)C(t;x, y)Aj2(y) for j (j,, j2)e /Z4, and A; denotes the
square [i°, i° + l]x[i1, i* +1], respectively its characteristic fonction. rr0 is a subset
of P(I(4)), P(I(m)) {wcI(m):L„«eI(m), 0£ ir}, which contains o„ «,.

We now define

(II.3)

z n ^nN(ßi)i dtaf.c(t) n n [î+hwarqw ¦ A^^e-™
_ X isg J ae-irn jelZ"

zn4snN(jyiUC(t) n n [î+nwarqw-Aj^e-™
2 is» J otsir„ jelZ"

The set ir0 e P(I<4>) is always supposed to be chosen according to the derivatives
that we want to compute, and the domain of parameters (r, h) which we consider
is (with e given by Lemma 4)

m {(r, h) : r e Cm, h e C1'»1, r, 0 for i e I,

tal < e3L for i g % |h(a)| < exp ((1 - 2e)(d(a) +1)) for a e rr0}

where d(a) max{|i-j|:a(i), a(j)^0} for «el(2).
To construct our kernels K,..h we need fields of the form

M j N

$ n ?.,(*.)-TTT^ Il ?]l(xi):<pfr(xi) (II.4)
i=i a<p(Xi) i=M+i

where Dj denotes the unit square fj°, j° + l]x[jx, j1+l], respectively its characteristic

function. The support fl DnU • • • UDJN is supposed to be in A. We
define two functions m^ and n^ by

M

m„>(fì')=Z.U'nDj.|,
i=l

N

n*(«')= Z |n'nnj-*i,
i=M+l

l2for ffcR The expectation is considered as a function of the variables
x1;..., xN. Since d/d<£(Xj) can contract to some : <pv< : (Xj) or to a vertex V together
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with some other d/d<Kx.), this function has the form
r M

f(Xl,..., xN) Z 11 d2Yj II S(x; - yd ¦ Uyi,..., yw)
-IT€EP({1,...,N}) ¦> j l iso-j

where the sum runs over partitions it ={o-1(..., aM} of {1,..., N}. Let tt denote
a fixed partition of {1,..., N0}, N0>N. We define

|i|q=llfJL.
if ir irjtaJ ir2 for some partition rr1 of {!,... ,N}. Otherwise let |f|q 0. Notice
that|f|q |f(1)|q-|f(2)lqiff f1<8)f2.

Lemma 5. Fix q> 1 and e <0. Then there are positive constants ß and p such
that for (r, h)e9t, te[0, l]1 and for A >0 sufficiently small (®)lXh is analytic in r
and h. Furthermore for m^, + n^ ^ 0

IWr.t.hlq^Cidii*, qiC^n*, q)

independently of A, where C^O, q) 1, (1^(0, q) A1/2~e and for m, n ?* 0

C1(m,q) epm(ft)4'3

C2(n,q) (l + A-n(n)/V0^1,2)e,n(n) U n(D)!.
ncA

This lemma will be proven in the next section, together with the following
one. Let

<D{i} nh(xd : <p»' : (x,) i M+1,..., N

be given with 0 1^. U • • • UDJNcA. To subsets a'<=n and R'<--R {1,... ,N}
we associate products

*»= n % n %}
i<M i>M

Dj.cn' Dj.cn' (II.5)

4»(R')=n${i}n <*>..>.

i«M i>M
ieR' ieR'

Then for partitions {R1;..., RJ of R we define truncated expectations as usually
by

Wi); *(R2);... ; *(RJ> - Z — Z fi M U r)) (H.6)

Lemma 6. For given q s 1 there are constants K, 6 > 0 such that for (r, h) e di,
t e [0, l]1 and for A > 0 sn.fjìc.enf.y sma/i

K4XR0;... ; «DOW»,.«* ^(Ks^dnnR), q)C2(nta*(R), qje-"^-^
where flk is (he support of <J>(Rk) and d(fìx,... ns) sup{|x-y|:xe.Qi, yeOj,
l<i<j<s}.



<*!+ ¦¦
a i=3l

-a i=l

and thus

a?ajK(x; Y)'.,«

z
OC-iH r-O-j —o

a.sl
| n h(a)! dh(a)

,„,}2irih(«)n<")+1 fe dzj

rri(Zj --r/ K(X;Y)Z ,t,h
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Proof of Lemma 3 and 4. With (1.14) and Lemma 5 and 6 as input we can
exactly follows [K] in order to show that irreducible kernels Kr t h are well defined
(i.e. that Proposition 2 holds for 1 - e >0 sufficiently small), that they are analytic
in r and h for (r, h)e9t, and that they verify the statements of Lemma 3.

Let now K denote one of the kernels k, L, K or SJ,. Then from (II.2) it
follows [S III] that

*«,..= z nw^u (II.7)

(II.8)

where n(a) is the number of copies of a in (al5..., a() and where the integrations
are over circles

|h(a)| exp((l-3e)(d(a) +

N e2L.

We suppose ri? t; e [0,1], r1 0. Since n(a) < 3 and since the number of sets

(«i,..., ak) with 0 i= a, < 1, Xf=i «j a and ^k=1 (d(«j) +1) ml is zero for m<
l«l Ziei«(i) and bounded by 32m for m>|a|, we obtain

ar^K(X;Y)r.t=0(l)- Z 32m-6mexp(-(l-3e)m/-L|J|)

O(l) exp (-(l-4e). |a|-L |J|).

Following [GJS III] we now define a cluster expansion for expectations
Fnnx,x,:s(r. t, h, s= 1), which will be defined below so that for rI 0

s lFaK(r,t,h,s=l)
(®)r,tM=^ - (II.9)

0 Z F0,Y,:s(r. t, h, s 1)
2

with Y= (Y, 9Y, 0). * denotes a fixed field of the form (II.4).
Let X be a subset of Y built up from lattice squares A and let dX dX+ U dX~

be a partition of its boundary. We suppose the triple X (X, aX+, aXfr to be
regular, i.e.

N(ax~) n (N(ax+) U (Y\A)) 0.

For each X'cX let b(X') denote the set of (ZZ)2 lattice bonds b in X' with
|bnaX'| 0. Furthermore let A(X) denote the set of spin configurations 2 on X
such that 2(D) ± for DeN(dX*). Given a configuration 2eA(X) we introduce
a cluster expansion which only involves bounds b far from phase boundaries, i.e.
beb b(X\N(2)).
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Let C(t, s) be the covariance

C(t, s) û [(l-StaX+sJII Kl+tìfl«8.+tJ(-A8,+ D"1 (11.10)
beb iel

for te[0, l]1, se[0, l]b, where 0r2(-Ari + l)-1 (-AriUr, + l)-\ and where Ar
denotes the Laplacean with zero Dirichlet data on each b e T. For T <= fc and for
F F(s) we define F b\T, asr IL^r aSh,

5(P)b={° ^lsb if beT
and

cm

io
S'F= dsafF(s(P)).

J{0}

The cluster expansion is then the identity

F(1)=I^F, (11.11)
rcb

applied to expectations (li'cX)

Fn.,x,x(r, t, h, s) û r,2™^1 fd*c(t,s)e-F(A-«

x II FI [l+h(a)arCJ(t,s)-A<fr]a>n-Arxe-v(A).

(11.12)

o.eiTo jet

We continue by considering X Y. Equation (II.9) is obtained from (II.3)
through the translation <p>-+ ip (p + £-g (see (1.6)) by using that

d ¦f'qt.s) _ d^cd.D _ F(a.,2)

d<Ac(t,s) dcpc(1>1)

for our particular choice of Dirichlet lines.
In the usual way we order the sum (11.11) such that subsums are indexed by a

covering of Y with closed, nonempty connected sets Xl9..., X, having pairwise
disjoint interior. The set of such coverings will be denoted by C(Y). For given
{Xj,..., Xn}e C(Y) we sum first over those T's satisfying

Y\(aY U bUljYj (11.13)
\ berc / j l

with Yj open, connected and closure (Yj) X5 for j 1,..., n. Of course the Xj
must be compatible with 2, i.e. aXj <= b(Y\N(2)). If we orient their boundaries by
defining

dXf ax, n {D: 2(D) =±},
then they are pairwise compatible, i.e.

N(axr) n ((N0XJ-) U (Y\A)) 0. (II. 14)
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The restrictions of 2 and T to Xj will be denoted by 2j and Tj respectively. Notice
that 2jeA(Xj) and .Tj e B(Xj, 2j), where

B(X,2) freb(X\N(2)):X\ IJ b is connected).

Furthermore we have the factorization property

Fn,v,2(r, t, h, StaTO) ft FnnXj,X],Xi(r, t, h, s(Tp). (11.15)
j=i

The expansion for Sn and S0 can now be written as follows. Let O' c il be given
and let C(Y) denote the set of sets {X1;..., Xn} with pairwise compatible
elements, such that {X1;... ,XjeC(Y). Then

Sn'= Z -L. °*s Fn,v,s
X Teb(Y)

Z Z II Ss^Fn-nx,,^ (11.16)
X reb(Y\N(X» j

Z 11 Z Z sfFn.nXijXj£.
{X,}eC(Y) j XeA(Xj) reB(Xj,X)

The proof of the convergence of the expansion for (<ï>) SnS01 can now be based
on the following estimate.

Lemma 7. Fix q^l and e>0. Then there are constants a, b, c>0 such that
for regular X,fì'cfìnX, (r, h)e% te[0, l]1 and for A>0 sufficiently small

|StafFn.jX2(r, t, h, s)|q<C1(m4>n,, q^n«,, ii', q)

x exp (-c |r| - bA"1/2 |N(2) n x| + ar2 |X|)

where

C3(n, ii', q) C(X, 2)n(n,) exp (| + 8c) In (ii') ]J n(P) I

?<=n'

if n£0, ii'^0,

C(X,2) {; if IS1 la>C-| 0

.le, otherwise

C3(°'n'q) \A—otherwise'

This lemma will be proved in the last section.
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III. Convergence of the expansion

In this section we prove the convergence of the low temperature cluster
expansion for the modified expectations

Z 11 Z Z ôrFnr.Yi,Y,s(r, t, h, s)
{Yj}eC(Y) j XeA.Y,)reB(Yj,X)

<*>r,t,h (HI. D
Z FI Z Z 8rsF0^(r,t,h,s)

{Yj}eC(Y) j XeA(Yj) reB(Yj,2)

and the exponential clustering of the corresponding truncated expectations. We
use a method due to H. Kunz, B. Souillard, T. Balaban and K. Gawedski [BG].

First the numerator and denominator in (III. 1) are divided by a product
IIa^aZa of XL2 square partition functions

zA= Z «taJWo, o, o, s)
TeB(A,0)

which do not depend on the sign of the boundary 3A. The expansion can then be
written in terms of the following quantities.

Sn',x(r,t,h) Zi'-2'xnA' Z Z SrFn.,x,x(r,t,h,s) (III.2)
XeA(X) reB(X.X)

if îî'canX, |X|>P, X is connected and X regular; otherwise let Sn>x 0. The
new expression for (<&)r)tih is

2-1 11 SnnYj.Yj

(3>>r,t,h {Y'}COmP' Ì (III.3)
z rK,Yd

{Yj} comp, j

The sum ranges over sets M {Yl5..., Y.J such that M U N is a partition of Y for
some N {Xi,... ,XJ with |Xj| I2. Such sets M will be called compatible.

Lemma 8. Fix q>l. Then there is a positive constant 8 such that for XcY,
iì'cfìnX, (r,h)e9l, ^€[0,1] and A>0 sufficiently small

|S0^(r,t,h)|.<e-28'x"-1

|Sn',x(r, t, hX^C^rn^^,, qJC^, q)e-28™~\

Proof. The proof is as in [GJS III]: One part of the factor e"bx~in|N(2)l in
Lemma 7 is used for the first factor in Q> (see Lemma 5). The other part controls
the first sum in (111.2).

Z exp(-b'A-1/2|N(2)|)s Z exp(-èb'A-1/2|2|)
XeA(X) XeA(X) (.111.DJ

<(l+exp(-|b'A-1/2))2|xl<ex|x|.
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To bound the second sum in (III.2) notice that for TeB(X, 2) we have 2/"1 |T|>
|X|r2-l. Thus

Z e-^eJ-pf—l-HlXl-I2)) Z 1

reB(x,x) x z ' Tèebcx.x) (III.6)

<exp (-| r1(|X|-P))22,-2|x|-(1/2)1-1|ax|<exp (-J fr^XH2)),

and we can take 18 c/10 if we put a factor ex!2+28i into C2 for the case |X| I2.

Finally the factor ZÄ,2|xnA| is bounded by using [GJS III]
|Zf|<e0(1)xlÄl2. (III.7)

We continue by expanding the ratio on the left hand side of (III.3). Notice
that a compatible set {Yu Ym} is already determined by {Y1;..., Ym} and the
relative signs of the boundary loops (since the outermost loop must have the +
sign), i.e. by {Y1;..., Ym}, where X {(X, dX+, aXfr, (X, 3XT, dX+)}. The starting
point for the expansion of [BG] is the observation that the factor

{mIl Sni,Yi if {Yi,..., XJ are compatible

0 otherwise

can be expressed in terms of an 'interaction' U(a) between pairs a ((ftj, Y,),
(ftj.Yj)).

Let us call X positive or negative according to the sign of its external
boundary loop. A negative (positive) boundary loop of a positive (negative) X will
be called inner. Then by regarding

SJWi, Yi), • • •, (A», YJ) Sn.,Y, • • • Snm,Ym

for fixed il;, %, i= 1,..., m as a function of m signs we define

[UfXA, %), (ih, Y2))Sj((ilx, Yx), (ii2, Y2),...)
'0 if YtnY2^0.
sm((n1,(Y1,aYr,dYî)),(n2,Y2),...) if A^0
and if Yj is surrounded by an inner boundary

loop of Y2.
}

sm((n1,Y1),(n2,(Y2,a^,dYj)),...) if n2^0
and if Y2 is surrounded by an inner boundary

loop of Yx.

Sm((A, Yx), (A, Y2),...) otherwise.

The remaining U(a) for a e91 {((A,%), (0,,,%)): l<i<j<m} are defined
analogously. By identifying X with its positive element, cp can be written as
follows

taP taP((fi1,Y1),...,(am,Ym))
(III.9)fi U(«)Sm((ii1, Y,), (An, *J).
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Here we have used that by the <p\-*-<p symmetry S0_(x,ax+,ax-) %,(x.ax.-.ax*y Next
we write a graphical expansion for FLe» U(a), namely

n u(a)= n u((A,*i),(%*i))Z n m«) n u(«) an.io>
<*e9I Obtïjrt0 Ge aeG, aeST

where A(a) U(a) — 1. The sum ranges over connected graphs Gc whose lines are
a subset of those a ((A, Y;), (A,, Yj))e2I with il; 0 or O5 0, and whose
connected components contain at least one (A. Yj) with A î 0- St' contains the
pairs of those points {(0, Yj)}ieI which are not involved in Gc.

With a sum over the AejiinYj, 0} such that IJj A A the numerator in
(III.3) can then be written as

zA zm! Y.,...,Ym

Z^ Z fi u((A,*i),(A.*j)) CQi.il)

^ <p((A,Yi),...,(An,YJ)
m- Y,,...,Ympos.

nj,...,^

m' Y,,...,Ym pos. iliM^d
iii,...,dm

Z II A(a)Sm_|I1({(A,YJ)}](ÉI) û U(a)S1I|({(0,Yi)}ieI)x
Gc aeG,

or, by summing first the terms with fixed {(A, Yj)}j^I {(fìì,X1),..., (A, Xk)},
k m-|I|,

m m! v. y
taP((A,Y1),...,(An,YJ)i imj t W--1, —i/, • • • \--m, *-m/

Y, Ym pos.
fi, il.

lh Z <Pc({(A,Xn):A^0};{(0,Xn):A 0}) (III.12)
k *¦¦ Xi,..JCt pos.

ni,.„,ni
c-1

X ly, Z cp((AY1),...,(0,Yl))
1 ¦¦ Y,,...,Ye pos.

with

<pc((A, Xi), • • •, (A, Y);(0, Yt), • • -, (0, Yj))

fi U((A, X), (A, X)) Z II A(a)Si+j((fi1, XO,..., (0, Yj)).
(III. 13)

The sum £gc is over all graphs whose lines a contain at least one (0, Yr) and in
which every (0, Yr) is contained in a connected component containing some
(A, X)- The second factor in (III. 12) is now equal to the denominator in (III.3)
and thus

<*>= Z z h
{X,,...,X.}pos. Yi,„.,YiPOs.J! (III. 14)

nnx„#o,ncXiU-ux,
x -pc((n nx1; xo,..., (n nxj, X); (0, xx),..., (0, Yj)).

Lemma 9. Given q>l there is an e >0 such that for A >0 sufficiently small
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and i, j S; 1

Z |<pc((nnx1,x1),..., (nnx,X); (0, y,), ¦. ,(0, Y3))|q

IJÌJ-^N (III.15)

<j! n C(nnXr,Xr)exp (2fr2 Z W-bIn)
r=l \ r-1 '

where C(ilnX, X) is the bound on Snnx,x obtained in Lemma 8.

Proof. First we sum in (III.13) over graphs Gc with {s : ((A, X-i), (0, Ys)) e
Gc} I fixed. For such graphs vertices (0, Ys), sjéI must be connected directly or
indirectly to {(A, X,.):r 2,..., i}U{(0, Ys):sel}, but there is no restriction on
lines ((0, Ys), (0, Ys)) and ((A, X), (0, %)), s, s'e I, r 2,..., i. Then by summing
over Ic{l,..., j} we obtain the recursion relation

<pc((A, Xx),..., (A, X); (0, Ya),..., (0, Y,))

Z ftu((A,X1),(A,Xr))riA((A,X1),(0,Ys)) (III.16)
I<={l,...,j} r=2 sel

x iS, x cpc)((A, XO,..., (A, X), {(0, Ys)}ssI; {(0, Ys)}s^).

To prove (III. 15) we proceed by induction over i + j. By setting
<Pc(0;(0, Yr),... ,(0, Yj)) 0 we can start with i+j l, and clearly
<pc((A, XO; 0) Sn,,Xi satisfies (III.15). Notice that A((A, Xi), (0, Ys))f + 0 only if
Ys overlaps or surrounds Xx. We say Ys surrounds Xt if Xx is contained in a hole
of Ys and we will write Ys os Xx. The number of clusters Ys satisfying this
condition with Xx and |YS| PM fixed is bounded by l~2 |XX| exp 0(1)M.

Define f(X) sup{|f(X)|q:XeX}. Then by using Lemma 8 (take 3e <2S) and
the induction hypothesis we obtain

Z l<Pc((A, Xi),.-., (A, X); (0, YO,.. -, (0, Yj))|q
Y.,...,Y,

£S|YJ I4N

^ Z Z 2"s1((nI>i[1))
I={l,.„.j> Y.,...,Y,

2Gs|YJ ldN
SeI=j>Y.osX!

x cpc({(On, Xn)}n=2,._,, {(0, YS)}SSI; {(0, YS)}S<ÉI)

^MuX)) Z [<Pc({(A,Xn)}n.2,...,i;{(0,Ym)}m=1,...,]) (III.17)
Y, Y,

Z,|Y,| 1%

+ li(Pc(Wn, XJ}^,...,, {(0, YJ}m=!,.„,,; 0)

+ Z 2II|s1((n1, %)) Z Z Z
I=tal,..-.j> k=l (Y,)«, (YJs^I
0<|I|<i £..Ys| .2kE,.Y„| I20

Y.osX,
x <pc({(A, Xn)}n=2,...,i, {(0, Ys)}seI; {(0, YS)U)
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sj! ft C(A, X) exp (2r2 Z |Xj)fe-,N
r=l \ r=2 '<-

+ Z è-, Z Z (2r2 |x1iyvo(l)+2-3,î0ke-E'(N-k)l
1<|1| W- k=l o-.sl J

Zi=«s|l|<r,=k

-sj! ft C(A,X)exp (2r2 Z W-eJn)
r=l \ r=2 '

x [l + Z ji fe/"2 IXJ)11' Z exp (-2s/ Z o-s)Y
L K|I| Pi' V

taT„...,cr|„arl \ s //J

< j! ft C(A, X) exp (2r2 Z IXl- 6.n\
r=l > r=l '

Proof of Lemma 5. By inserting the bounds (III. 15) into (III.14) we obtain

K*>L.S Z Z ^kcannx^xj,...
{X„...,X,} Y„...,Y, ]!

nnx„#0, ocx,u-uXi
...,(OnXi,Xi);(0,Y1),...,(0,Yj))|q

^ O(l) Z ft C(nRX,, X) exp (2fr2 Z \xS)
{X,,...,X.} r=l \ r=l /

XmnX„=0, m^n
nnxn^0, ii=x, u • ¦ • uXi

^C^^qjQKq) Z (m^n) + "*(n))(f: exp(0(l) + 2-3eI)taT)Y
k=l V K / \<T ] /

< ddtita,,, qJCadi*. q)2m»(n)+"»(ffr (III. 17)

The third inequality follows since the number of clusters X with |X| l2a and
containing a fixed square A cfl is bounded by e°<1)<T, while the number of choices

of k squares in iî is bounded by
/m*(n) + n*(A\ The factor ynjm+njm can be

absorbed into QCfr This proves Lemma 5.

Proof of Lemma 6. We insert (III. 14) into (II.6) and obtain the expansion

<<D(R1);...;<D(RS)>=-Z^! Z ft
p=l P -1U-Utr0={l,...,s} k l

z z
{XV,...,Xii;}pos. {Y,k,...,YiH pos.

[nknxk=<f>,nkcxku...uXik

x <pk «nk n xk, xk),..., (A n xk, xl) ; (0, Yk),..., (0, Yk ))]

where for the definition of cp^ the fields <f>rf in (11.12) are replaced by
®(\Ji^crk RJn;;. By the proofs of the Lemmas 5 and 9 we know that this sum is
absolutely convergent, also if the cpc are expressed as a sum of products of
functions Sj. We may thus sum up first all contributions from sets C
(Xi,..., X£, YÎ,..., Yfp) which factorize, i.e. for which we have two regions
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G1; G2<=|R2 without hole separated by a positive distance, and a partition (C1( C2)
of C such that ZcG, for ZeC, and ZcG2 for ZeC2. Notice that if the
argument A of a ipc only contains clusters of a factorizing set C, then <Pc(A)
factorizes accordingly to C into a product <Pc(Ai) • cpk(A2). From a standard
argument using formal power series [R], [EMS] we conclude that this first sum is
zero. From the remaining terms we can extract a factor e-Sd«V-.",> by using
Lemma 8. The assertion now follows since C^-, q), C2(-, q) are concave and since
lf.8f2lcHf.ltarlf2lc.and

Z -**.
cr1U-Ucrs={l,...,s}P

IV. Proof of Lemma 7

We assume that |2 nN(ß;)| 0 for all ie I (otherwise Fn,x,x 0) and omit the
r-factors since they are bounded by

rf rIXnN(£.)| .s ((e3Ly2L+i>i-i)isi
is3

<e7!,5|Xleo(A-in)|X|

and will be dominated by a factor e-bx"'2|Ne)1, b>0. Let B0 {(j, a):je .Z4DX,
a e tt0, a(i) 0 if ß; n X 0}. By expanding the product over ß e B0 we obtain the
following expression for 6^Fn'jX,x(r, t, h, s)

Ss Fn',x,x

Z Ssrfd^c(t,s)e-F(Anx-S)n[h(«)arC](t)s)-A<j>]*n,X£e-v<Anx).
B=B0 J ßsB

The derivatives are computed as in (ILI), leading to

ô_:Fn',x,x= Z Z f ds(dta^c(t,s(r))[ Z n«C(t,s(T))-Aj
r!ur2=r b=b0 Ao) J LireP(T2) -yEn J

xe-F(Anx,x>r £ Tl h(a)a-<Cj(t, s(D) • Aj<ï>n'Xxe-v(Anx)
LUB«B^ß=r2 3eB J

where P(r2) is the set of partitions of T2. We also write the kernels a^C as a sum
over localizations in the XL2 lattice

SrFn',x,x 2'|dir.c(t,s(r))|n a^(t,s(D) ¦ A^]e-F(Anxs

x [n h(«)a7<Cj(t, s(D) • Aj<ï>n,X£e-v(Anx)
(IV. 1)

L3sB

where

s'= Z Z Z II-r,ur2=r b=b0 U^b-te^ ..eP(r2) {j,Ks.
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Each term in this sum is of the form

X"|d^c(t,s(r))Wa>'^e-v(Anx>-F<Anx-». (TV.2)

2" is obtained and interpreted as follows. By definition d/dcp :(pn: n:cpn~1: and
this is rewritten as 2:$n fr This convention is inductively used for all derivatives
d/dcp acting on <&aXx& ^ or on derivatives of this expression. Every field cp is then
rewritten as a function of tp, <p(x) ip(x) + ($-g(x)), producing again a sum of
terms. Now we perform the derivatives d/dip in the same way.

In order to bound the norm |<5fFn.>x,xU q> 1> associated to a given partition
ttì of {1,..., N} we bound the product

ösFn.>x>s:[w] ((S^Fn^s)^, co)

for functions weL", p_1 + q_1 1.

By Holder's inequality

|SsrFn,,x,£[c]| < 2'2" ||WO'[Cta,]||r 11*2 exp (-V(A n X)-F(A n X, 2))||r. (IV.3)

where r and r' are dual Holder indices and r is some sufficiently large even integer
(r 35 000). The last factor in (IV.3) is bounded as in [GJS III] by

M e-v(Anx)-F(Anx,X)|i

=s( n Hn)!Ìexp(a'A1/2|XnA|)exp(-3bA-1/2(|N(2)| + |X'|))

(IV.4)

for some positive constants a', b, where v(D) is the number of times Xxtn) nas
been derived, and where

x= u ?•
v(D)>0

Each covariance is now written as a sum of terms localized (in both variables)
in unit lattice squares. This induces an expansion of W<î>'[a>] into a sum

W<P'[û>] Z Wu<P'[<o] (TV.5)
u

of Wick monomials localized in unit squares. The resulting number of terms is
bounded by

zi^n^n«4 av.6)
u -yeir (3eB

and the monomials in Wu are smeared out with localized products of functions
(«-g) and a^at"C.

In order to bound the resulting graphs and the sum 2' we use the decay
properties of kernels a^d"Cj established in [SII], adapted to the case of unit mass
and large length scale. Define

i(a) min{ie.Z:a(i)^0},
d(ß) d(j, a) dist (\, 2i(a)) + dist(AJ2,2iM) + dist (A,,, AJ2),
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d(j, y) max {dist (Aj,, b) + dist (AJ2, b) : b e 7},

d(y, a) min {dist (b, Sj(ot)) : b e 7},

d(7) : the length of the shortest path in IR2 connecting all b e 7.

Lemma 10. Lef p > 1 and e > 0 be given. Then for l0 sufficiently large there
are positive constants M(7, ß), M3 and c such that for > l0.

HaXqa, s)||p < i4/pM2(7, ß)e^-°*M ta

x e-6cd(j,<i)e-5c(2cl(T.)+3dü,-Y))
^ ' '

and (see also [GJS I])

Z nM2(7,(«=0,j))<eW-\ (TV.8)

Z M2(7ß,ß)^eM3|x"-2. (IV.9)
L)B«B-yß=ri

Furthermore one has

Z ne-^-^e^'fr (IV.10)
ü-y}-..... "ye-"

I f] e^'-fre^1'-2 (IV. 11)
B=B„ ßeB

for some constants Mr» M7>0. (IV.7) remains true if the kernel is regarded as a
function of a single variable aja^Q^, s)(x, x), 7^0 or a^O.

By using Lemma 10 we bound ||W<I>'[w]||r times the first factor of (IV.4) as
follows. Let

P(A) ={(j,tata)€B:AcAiiU AJ2} U {(]y, 7) : 7 e ir, A c A]%i U AjJ,
M(A) cardP(A),

M_(A) card{(j,a)eB:AcAjiUAJ2, (£-g) \ A^O},
M+(A) M(A) + m<I>n.(A),

and let m m^., n n<j,n.. Then

û v(D)! ||W<D'[6,]||r<||ü,||pC3(0, ii', q)e26,4|x|
DcXnA

x C(X, 2)n(nV1/2+6c),n(m û v(D)![(rn(D))!]1/r
DcxnA

x[l [(4r(M+(A)- Z va)))!?V(p,r)M+(A)C(X,2)
A<=X L Gei J

xnM2(7,(0,jT))e-5cdfr-V2c,w

(IV. 12)

x û M2(Tß, ß^-^V2^
3eB
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where we have made the substitution

h(a)e^1-e)d(o0e-cda")

x FT /8e-i(*«-Y)+d(jv-y)] rr j8e-ioc[d(-,B)+d(j,TB)] (IV. 13)
-yeir ßeB

_^ e26H|X'le(l/2+6c)In(n')e-2cI HIq^ QJ q).

Except for this substitution and for the factors C(X, 2) arising when <pj= ip, (TV. 13)
is a standard estimate (see [GJS I], but with separate copies of unit squares for the
monomials of Wu and $'[<«)]). The convergence factors allowing for (IV.13) are
obtained as follows. We use
(1) for terms from contractions dJCj^ ¦ A^,

^-lOCtadM+dtai^)] «, e-2cl Wl jj d(7) + d(jv y) > Q

If d(7) + d(j^,.7) 0 then |7|<4 and F(Aj^UAj^2,2) 0, and we use

AE/4f4<e^c'w when the contraction is to V.
f4<e~ciwie14|nnx'1 when the contraction is to X%(0).

l4<e~clMe5cl when the contraction is to <ï>n..

The same holds if (]y, y) is replaced by (j, 7g)-
(2) for terms from contractions dfC-s ¦ A^,

(|h(a)|<e(1-2E)(d(")+1))

J8e-3el<1 if d(a)>£-lL
i8eie-cdü,<ta)<1 if d(j)a)>2c-1..

If d(a)<8_1l and d(j, a)<2c~1l then we use

AE/4J4el/2<l when the contraction is to V.
.4e1/2<el(1/2+c) when the contraction is to <ï>n>.

.4e!/2<(eI4pnx'l)1/2K'2 for K 24/ce, when the contraction is to xxo- This is
sufficient since the number of ß's in B such that d(a)<e~1l and d(j, a.)<2c-1i!
and DcAiiUAJ2 is bounded by KI2.
(3) If a contraction d/dcp from <J>n- is to V then we get a factor A1/2_e, and if it
is to xi(p) we use that

•j^^ira-egi-Manx.!

Next we use a similar argument to cancel the factor C(X, 2)3M-(A). Namely for
each contraction a^Q • K with (|-g) f (Aj^Aj^^O we have d(ß)>L and
thus

C(X,2)6e-cd(ß)<l

since C(X, 2) 0(A"1/2) and L (logA)2.
We continue by estimating (IV.3). The sum 2' is controlled by

(IV.8),..., (IV.ll) and a factor e-cI|r| (notice that Iriur2=r 1 2|r|). There
remains a factor

e-cl |r|e-b..-«<|N(X)|+|xl)ea».- IxnAl ll^ll C3(0; n, q) cry 14)
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times the maximum over admissible Ifr B, yß, tt and j„, of

2"n^P)!ll[(4r(M+(A)- Z *(?))) iTV^
n a L\ V n<=A 111

x n e-4cd(ß> n e-^fr-^,
3eB -ye-rr

where we have put the factors

C(X, S)n(n')e(1/2+6c)ln(n') û [(rn(D))!]1/r • C3(0, ii', q)

into C3(n, il', q) by using (ab)!<aab(b!)a. This inequality together with the facts
that a!b!<(a+b)!, a!<aa and (a+b)!<(2a)! (2b)! implies that

riv(D)!n[(4r(M+(A)- Z v(D)))i
a L\ \ n=A /'

l/r
rM.(A)M?

<n (44r4M1)M(A)+m(A)((2M(A))!)4((2m(A))!)4 (IV. 16)

<e jrie-so(i)m(n')4/3 rr taOii)M(i)w

In a similar way we bound the number of terms coming from differentiations and
from expressing V and <t>n. in terms of dt:

s'i<n2"onK^> (IV17)
x (n(A) + |A n X'| + 4)(n(A) + |A n X'| + 8) • • • (n(A) + |A n X'| + 4M+(A)).

By using

(N+4)(N+8). - .(N+4M)<(N+4M)M
/ N \M

"(4M)M(1+4m)

<(4M)MeN/4

the right side of (IV. 17) can be bounded as follows.

2"1 ^ en(n')+1/4lx'le0<l)m(0')«> TT eO(l)M(A)"» /JY jg\
A

Now by putting together (IV. 14),..., (IV. 18) we arrive at the bound

|SsrFn',x,xMI £ Nip Ct(m, q)C3(n, O', q)

x exp (-cl \T\ -bK'1'2 |N(2)| + a'T2 |X n A|) (IV. 19)

x sup n|epM(A)4'3 û e-2cd(p)]
B,{yß\,{y}.üy} A L peP(A) -I

The product I"L [• ¦ •] in (IV. 19) is bounded by using the 'pushout principle' as in
[SU], cf. also [GJSI]. This goes as follows. There are not more than 8(a + 3)2
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choices of (j,., 7)eP(A) such that d(]y, y)=^al, and there are less than 24(a+3)3
choices of ß eP(A) such that d(ß)<a/. Thus by ordering the elements p; of P(A)
we can achieve

r1d(Pk)>èk1/3-3.

Or, by summing over k

fr1 Z d(p)>|M(A)4/3-3M(A)
peP(A)

and thus

pM(A)4/3<0(l)+ Z cd(p)
peP(A)

This proves Lemma 7.
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