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Abstract. Introducing an abstract version of the geometric approach, we deduce asymptotic
completeness for simple scattering systems from local decay and smallness of the interaction near
infinity. In potential scattering, this gives asymptotic completeness for highly singular potentials and
generalized asymptotic completeness, in the sense of Pearson, in the presence of local absorption of
states. Moreover, the singularly continuous subspace that may occur due to local singularities of the
potential is contained in the subspace of bound states of the Hamiltonian (defined in the geometric
sense).

I. Introduction

Over the last two years a new ‘geometric’ method has been developed for
proving existence and completeness of the wave operators in quantum scattering
theory (see Refs. [1] through [8] and the review [9], all of which are based on the
fundamental work of Enss [1]). In the present paper we deal with the following
two points: (i) we study the mathematical structure of this approach in an abstract
form, and (ii) we apply the method to the situation not previously covered where
asymptotic completeness holds only in some generalized form. In particular we
give a ‘geometric’ proof of known results about generalized asymptotic complete-
ness in the presence of local absorption of states, and we obtain as a new result a
characterization of the space-time behaviour of states in the singularly continuous
subspace of Schrodinger Hamiltonians with locally strongly singular potentials.

As in previous work [10}-12] we adopt the attitude that a study of the
space-time behaviour of states should be the first step in a physical scattering
theory. To define scattering states and bound states, one considers a sequence {F,}
of self-adjoint ‘localizing operators’, i.e. satisfying F,=F*e®(%),||F||=x for
each r=1,2,... and

s-limF, =1, (1)

r—co
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where I denotes the identity operator. The usual example in potential scattering is
as follows: the Hilbert space is # = L?(R") and F, is the multiplication operator by
the characteristic function x, of the ball B, ={xeR" ||x|=r}, i.e.

_ fx) if|x|=r |
F, = { k 2
(Ff)x) 0 if |x|>r. @
The scattering states of the Hamiltonian H for ¢t — +o are defined as those
(pure) states that are evanescent from each bounded region of configuration space
as t— +x respectively. They form subspaces #(.(H) and #.(H) respectively
given by

feMi(H) & t1_i>1ilw||F,e_iH‘ﬂ|2= 0 foreachr=1,2,... (3)

The bound states of H at positive or negative times are defined as those states
which remain essentially localized in a bounded region of configuration space at

all positive or all negative times respectively. They form two subspaces (5 (H)
defined as

feMs(H)S lim sup [[(I-F)e ™f|*=0. 4)

r—>% ¢t £[0,%0)

The bound states My(H) are those states that remain bound at all times, i.e.
Mo(H) = My (H) N Mo (H). (5)

It is known [13, 10] that each vector in the closed subspace #,(H) spanned by all
eigenvectors of H is a bound state, but in certain cases #,(H) is strictly larger
than %,(H).

The time evolution exp (—iHt)f of a scattering state fe#(Z(H) converges
weakly to zero as t — £ respectively. On the other hand the time evolution of
vectors in the singularly continuous subspace #,.(H) of H will in general converge
weakly to zero only in some averaged sense, for example (g € ¥,.(H))

T—o0

=T
w-lim% j exp (—iHt)gdt =0, (6)
0

so that they cannot be scattering states in the sense of the definition (3). In order
to treat such Hamiltonians, it is essential to introduce two other subspaces
MZ(H), the set of scattering states on the time average:

T

— 1 .
feMi(H) & %im T J |\Fe ™f|?dt=0 foreachr=1,2,... (7)
—>00 0

Since averaging over time is inherent in this approach and essential when
dealing with Hamiltonians with non-empty singularly continuous spectrum, we
use it in our abstract formulation, in the more general form of some invariant
mean. It is then natural to replace also other time limits by limits of time

™ An equation containing double signs is meant to hold separately for the upper and for the lower
sign.
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averages. On the other hand certain results will be obtained by working with
convergent subsequences rather than with averages.

If scattering theory is approached as outlined above, the completeness proof
should proceed as follows: (i) show that all states orthogonal to the bound states
are scattering states as t— + and t— —oo, (ii) prove that all scattering states
become asymptotically free, i.e. lie in the range of both of the wave operators.
Now for Schrodinger Hamiltonians it can be proved under suitable local assump-
tions on the potential v that My(H)= #,(H) and M(H)=%_.(H), i.e. that all
states in the subspace #.(H) of continuity of H are scattering states (at least on
the time average [13, 10]). Once evanescence of all states in #.(H) is known to
hold, the completeness proof should involve only conditions on v near infinity.
Thus, the idea of our principal theorem may be paraphrased as follows: ‘Suppose
that, for a single-channel scattering system, all states in #.(H) are outgoing at
large times and that the interaction is well-behaved at large distances. Then one
has asymptotic completeness’.

The theorem just cited gives asymptotic completeness in the usual sense: the
ranges R((),) of the wave operators (), are the orthogonal complement of the
subspace % ,(H) spanned by the eigenvectors of H. In more general situations it is
appropriate to speak of asymptotic completeness in the geometric sense, which is
the property that

R =R ) = M(H)* . (8

This is more general, since % ,(H) may be a proper subspace of ,(H). Some
remarks on this may be found at the end of Section II. Finally, if local absorption
occurs, one must introduce, in addition to #,(H) and #Z(H), the subspaces

$(H) of states that are absorbed at the singularities of v (supposed to lie in a
bounded subset 3, of configuration space). One finds in this case that all vectors in
the singularly continuous subspace #,.(H) of H are bound states, and that the
absolutely continuous subspace %,.(H) of H is the (orthogonal) direct sum of the
subspace of scattering states and the subspace of absorbed states (for each sign of
time). This is called generalized asymptotic completeness and will be discussed in
Section IIIO.

II. Some abstract results

We consider the scattering problem for a pair of self-adjoint operators H and
H, in a separable complex Hilbert space #. Among other things we want to give
sufficient abstract conditions for the wave operators to exist and to be complete.
These conditions involve two means m™ and a set & of functions ¢ from R to C.
We first state our hypotheses on «f:

(A1) Each ¢ € is the inverse Fourier transform of a function ¢ satisfying
¢ € L'(R) and d/dz¢(z) € L'(R).

(A2) There is a countable closed subset I of R and a sequence {¢,}=, in
& such that ¢, :R—R,

lé.l.<M<x foralln 9
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and

lim ¢,(A)=1 forall AeR\T. (10)

Notice that (A1) implies for each ¢ € & that A — (A £i)¢p(A) € L™(R), hence
that

(Hy+i)¢(Ho) € B(3),  (H=i)d(H)eRBK). (11)

‘Lemma 1. Let {¢,} be the sequence given by (A2) and fe¥.(H). Then
If — & (FDfl| =0 as n — ce.

Proof. We denote by {E,},.r the spectral family of H. Since each ¢, is
continuous by (A1), we have

-6, MP<(M+1)?> VAeR,Vn (12)

Now

I~ (EDfIP = L11—¢n(A)IZd(f, E). (13)

By (12) the integrand in (13) is majorized, uniformly in n, by a function which is
integrable with respect to the measure d(f, E,f). Since fe%#.(H) and I is
countable, the measure of I' is zero. By (10), ¢,.(A) — 1 a.e. with respect to the
measure d(f, E,f). The result now follows from (13) and the Lebesque dominated
convergence theorem. W

We next say a few words about the means m™ that are involved in our
conditions. Let C"(R) be the set of all bounded, continuous, non-negative
functions from R to R. We shall write m* () =0 whenever {(x) converges, in a
generalized sense, to zero as x — +, (Similarly m () = 0 for the limit x — —.)
Any reasonable definition of this notion entails the following properties:

M1) m*(f)=0=>m™(cp)=0 for c=0.

(M2) m™ () =0, m™ () =0 = m™ (Y, +4,) = 0.

M3) m™(,)=0 and yp=4y; for x>x,=> m™(Y,)=0.

M4) m*(f)=0 and Y, =i > m™(P,)=0.

(M5) m*(c)=0, ce[0, +) & ¢=0.

(M6) The subset of C"(R) for which m*(¥)=0 is closed in the uniform
topology. We shall further assume that this is a non-empty subset.

For ¢ € C(R) only (the set of all bounded, continuous functions from R to R),
we shall write m™* () =0 whenever m™*(|s]) = 0.

Remarks. (a) An immediate consequence of the above is that m™(¢)=0
whenever lim y(x)=0 as x — +oo, It also follows that, for any ¢ such that
m*(y) =0, a subsequence {x,} exists satisfying x, — +, ¥(x,)— 0 as n — =,

(b) It is often of interest to characterize the asymptotic evolution of states in
terms of limits of sequences (as opposed to limits of functions). In that case one
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has to consider convergence of a sequence {c,} to zero in a generalized sense. We
shall express this as u*({c,}) =0, and there is no difficulty in transcribing (M1) to
(M6) into the corresponding properties for convergence of series.

It is usually convenient in applications to restrict one’s attention to invariant
means.

Definition. We shall say that m™ is invariant if m*()=0=> m*(y;,) =0 for
all a eR, where ¢,(x) = ¢(x + a). (There is a corresponding notion for sequences).

The ergodic mean

T
mz )= tim - [ w(x) d 145
T—c T 0

is invariant in this sense, and may be used to define convergence to zero. This
mean, defined on a suitable space of functions, is an example of an invariant
mean, on which there is a considerable literature [14]. As stated in the Introduc-
tion, the ergodic mean has the property that, if H is a self-adjoint operator in a
Hilbert space %, one has for fe %.(H) and g € %:

m. (g e ") =0. (15)

In other words, vectors in the continuum subspace of H converge weakly to zero
in the generalized sense. In general, this property will hold, for m" invariant, if
and only if m*({f, e”*f)) = 0. Hence, for given f, one has to verify convergence to
zero for a single function only. _

In defining subspaces such as MZ(H), we are concerned rather with strong
convergence. To this end we state the following

Definition. For given feR, define #*(H, f) to be the set of all bounded linear
operators A from % to ¥ for which m™*(||Ae " f|*) = 0.

Provided m™ is invariant, 3"(H, f) will have the following properties:

(B1) #"(H, f) is a norm closed linear subset of B ().
(B2) #'(H, f) is left-invariant under %().

(B3) #'(H, f) is right-invariant under {H}", the set of all bounded measura-
ble functions of H.

The only one of these properties which is not immediate to verify is (B3). If m™ is
invariant, then, for A e 3" (H, f), m*(|Ae™™ (e~*f)|*) = 0, for each s e R. Taking
limits of linear combinations for different values of s, one can approximate ¢(H)f
arbitrarily closely in norm by 3, .c.e” *f to give m*(|Ae ™ ¢ (H)f|]?) =0, which
leads to the required result.

We shall use the notation R, =(H —z) ! and R?=(H,— z)"!. We denote by
Ej. the orthogonal projection with range 9,.(H,) and by %.. the Banach space of
all compact operators on #, the norm being the operator norm. If m™ is invariant,
then

m((f, ")) = 0 > . e H*(H. f). | (16)
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In scattering theory it is useful to impose conditions on the difference H — H,
or on HK — KH,,, where K is some suitable bounded operator. This motivates the
following lemmas in which we derive properties of ¢(H)K — K¢(H,) from as-
sumptions on HK — KH,,

Lemma 2. Let K be an operator in B(¥) and assume that (Hy—i) '(H,K —
KH)(H-i) 'e®"(H, f), where m™ is invariant. Then

(a) K¢(H)—d(Hy)Ke®B (H, f) for each PeA.

(b) d(Hy)[K —exp (iHyt)K exp (—iHt)]e B'(H, f), for each ¢ €4 and each
teR.

Proof. (a) Let Im z# 0. Then R%(H,K — KH) is well defined on D(H) if it is
interpreted as HyR?K — R2KH. From (B2), (B3) and the identity

R%(H,K-KH)R, =[I+(z— R?IRY(H,K —KH)R,[(H-i)R,] (17)
one obtains that R2(H,K — KH)R, € #*(H, f). Hence

KR, —R°K =R%H,K - KH)R, € 3" (H, f). (18)
Furthermore one has

KRI'R}—RI"RY'K = (KR!~ RI"K)R} + RI™(KR} — RY"K). (19)
Setting in (19) z=¢ m=1 and n=N-1, one obtains by induction that
KRY-R“K e B*(H, f) for each N=0,1,2,... . Upon reinserting this into (19)
one concludes that KR"R",— R"R**K e ®"(H, f) for all m,n=0,1,2,... . By

the complex Stone-Weierstrass theorem (applied to the one-point compactifica-
tion of R [15]), each ¢ € o is the uniform limit of a sequence of polynomials in
(A+i)""and (A—i)"'. Hence K¢(H)— ¢(H,)K is the uniform limit of a sequence
of operators in B*(H, f), i.e. K¢p(H)—d(Hy)K e B (H, f) by (B1).

(b) Replacing ¢(A) by exp (iAt)p(A) in (a), we have that K¢ (H) exp (iHt)—
¢ (H,) exp (iHyt)He B *(H, f). Upon multiplication by exp (—iHt) on the right,
we obtain that K¢ (H)— ¢(H,) exp (iHpt)K exp (—iHt)e B (H, f), and the result
of (b) follows by combining this with (a). W

Lemma 3. Let K be an operator in B(¥) and assume that (Hy—i) "(H,K —
KH)H-i) 'e®.. Then

(a) K¢(H)—d(Hy)K € B, and ¢(Hy)[K —exp (iHyt)K exp (—iHt)]e B.. for
each ¢ € A and each teR.

(b) If m* is invariant and m*({f, e ™)) =0, then the conclusions of Lemma
2 follow.

Proof. The proof of (a) is similar to that of Lemma 2. (b) follows from
(16). W

A closely related result for sequences is

Lemma 4. Let K be an operator in B(¥) and assume that (Hy— i) "(H,K —
KH)(H—i)""€ B... Suppose generalized convergence to zero is defined for sequ-
ences and that u*({(g, e "7t.f)}) =0 for some sequence {t.} and all g € ¥. (This will
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be so provided p " ({{f, e HT ) = 0; i.e. the sequence {f, e "f) and its translates
must converge to zero in the generalized sense.) Then the conclusions of Lemma 2
follow, where the set B*(H, f) is now defined by the condition u™* ({||Ae"f|]?}) = 0.

Theorem 1. Let m™ be invariant means and E an orthogonal projection
commuting with H, and such that R(E)< %_.(H,).
(I) Assume there is an operator J € B(¥) and two self-adjoint operators F. e
B(F) such that
(C1) JD(H,) = D(H),
(C2) (a) (F,+F.)E=E,
(b) F=¢(Ho) € B (Ho, f) for all ey, feR(E),

(c)

[ alrr - o e B <, Ve,
(1]

Then the wave operators W_=s-lim exp (iHt)J exp (—iHyt)E as t — x> exist.
(I) Assume in addition, for some fe¥.(H) and some ¢ € A,
(C3) (Ho—i) (HoJ*~J*H)(H i)' e B*(H, f),

(C4) (I-E)¢(Hy)J* e B*(H, f).
Then |
W¥f =0 I*¢(H) e B*(H, f). (20)

In particular, if (C3) and (C4) hold for all p € A, and all fe I .(H), and if all
‘such states f are ‘evanescent with respect to I—J*, e.g. if

(C5) U-THoH)eR (H,f) Voed, Vfei.(H),

then R(W.)=%,(H)*. If furthermore R(E)< ¥,.(H,), then H has no singularly
continuous spectrum,

(III) Assume in addition to (C1) and (C2) that
(C6) (I-J)eBB*(Hy, h) for all heR(E).
Then W are isometric with initial set R(E). Under the stronger hypothesis
(C6') :ﬂliror.} (I-J)e ™ H'E=0,
the wave operators ., = s-lim exp (iHt) exp (—iHyt)E as t—=+% also exist, and

Q,=W,.

Proof. (for W,).

(i) Asin Lemma 1, ||g— ¢,(Hy)g||— 0 as n — =, for each ge R(E). Thus the
set D={od(Hy)g| g R(E), pe o} is dense in R(E).

We next show that the set

D.= {¢(H0)E€iH°sF+eﬁiH°Sf l fER(E), s=0, pe sy}



342 W. O. Amrein, D. B. Pearson and M. Wollenberg H.P.A.

is dense in R(E). For this, let f=¢(H,)ge? and £>0. We set f.(s)=
E exp (iHys)F, exp (—iH,s)f. By (C2, b) there is a sequence {s,,} such that s,, —
and exp (iH,s,,)F_ exp (—iH,s,,)f — 0 strongly as m — . By (C2, a), this implies
that

s-lim f. (s, ) = s-lim EeHom(F, + F )e Honf=f{. (21)
Now

f = .. (Ho) Ee™o*F. e~ ot fl| <If — . (s,)l| + |- (5) — b (Ho)f 1 (5]l

By (21), we may choose m such that ||f — f.(s,.)|| <&/2. Once m is fixed, it follows
from the first part that there is n such that ||f.(s,.)— &, (Ho)f.(s.)||<e&/2. This
proves that 9_ is dense in R(E).

(i) We now show that W, exists. It suffices to prove existence on 9,. So let
g = ¢(Hy)E exp (iHys)F, exp (—iH,s)f be in 9,. Then (setting 7r=1t—5)

| a1 e
0

= | anlHT- THe S (HBE ]

—Ss

<If | arlrr - sHQ e g (HEE
0

+ ST - TH) S IE) |

which is finite by (C2, ¢) and the fact that F, € %B(%) and (HJ —JH,)¢(H,) € B (¥¢).
By the Cook criterion [16, Proposition 4.15], {exp (iHt)J exp (—iHyt)g} is strongly
convergent as t — +x, i.e. W, exists. Similarly one obtains the existence of W_.

(i) We next show that, if one assumes also (C3), one has, for the vector f
satisfying (C3) and all ¢ € oA,:

F.Ed(Ho)(J* - Wi)e s (H, f)NB (H, f). (22)

By Lemma 2, F,E¢(H,)[J*-exp (iHys)J* exp (—iHs)]le B*(H, )N B~ (H, f) (take
K =J%). As s — x>, this converges weakly to the operator in (22). We must show

that the convergence is even in operator norm. This follows from (C2, c) since for
fe D(H),

nFiE(b(HO)[eiHuuj*e—iHu_ eiHOsJ*e—iHS]f“

u dtF . E¢(H,)e™ ' (HyJJ* — J*H)e "™f
i |

=

| atrs— smgye g ro BEN 171

S

which tends to zero as s, u — +% or s, u— —% respectively.
(iv) Since R(E) < ¥.(H), the intertwining relation for W, together with its
definition, implies R(W,) < ¥ (H)=%,(H)" .



Vol. 53. 1980 Evanescence of states and asymptotic completeness . 343

(v) We next prove (20). We assume W¥f=0 and use the identity

J¥e ™Mo (H)f = [T*¢(H) — ¢(Ho)J*Je *f
+[I—(F, + F_)E]¢(Hp)J*e™f
+F,Ed(Ho)(J*— Wi)e ™f
+ F_E¢(Hy)(J*— W¥)e Hf
+F,E¢(Hy)e Bt WEf + F_¢p(Hy)e o EW™S. (23)

The first four terms on the r.h.s. converge to zero in the generalized sense since
the operators appearing in these terms belong to 8 *(H, f) by Lemma 2(a), (C2, a)
and (C4) for the first two and by (22) for the next two. The fifth term is identically
zero, whereas the last term converges to zero as t— +o by (C2, b). This proves
(20).

(vi) Now if fe¥.(H) and W¥f=0, (C5) implies, with the result already
obtained, that ¢(H)eB*(H,f) for each ¢pesf,. But m*(|p(H)e f|]*) =
m*(|¢(H)f|?) = 0 implies ¢ (H)f = 0. Hence, if (C5) holds, we have ¢, (H)f = 0 for
each n, where {¢,} is the sequence given by (A2). Then f=0 by Lemma 1, so that
there is no vector in %.(H) except the zero vector satisfying Wif=0. Thus
R(W,)=3,(H)".

If R(E)<c ¥#,..(H,), then R(W,) < ¥,.(H) by the intertwining relation. Hence
H=%,HD¥, (H), i.e. H has no singularly continuous spectrum.

(vii) Assume now that (C6) holds. Then, for each fe R(E), there is a
sequence {t,} such that t, — « and ||(I-J) exp (—iH,t,)f|| = 0 as n — oo. It follows
that

IW..f]|=lim |[Je~"*f]| = lim [|Je~"*
t—>oo n—sw

= lim [le~ ]| = ], (24)

1.e. that W, is isometric with initial set R(E). The proof of the other statements
in (IIT) is straightforward. W

Corollary 1. In the hypotheses of Theorem 1, replace B*(H, f) by B.. in (C3),
(C4) and (C5). Assume in addition that m*({f, e "™f))=0 for each fe ¥ .(H).
Then all conclusions of the theorem remain valid.

Corollary 2. Assume (Cl), (C2) with (C2,b) replaced by s-
lim Fr¢(H,) exp (—iHyt)h =0 as t — xoo, for each pe A, and each h € R(E). Also
assume (C3) and (C4) with #(H, f) replaced by %... Let generalized convergence
to zero be defined for sequences and let w=({(g, e f)}) =0 for some sequence {t,}
and for all ge %. Then

Wif=0> J*¢(H) e B*(H, f)

(B*(H, f) being defined as in Lemma 4).

Proof. Use (23) and notice that now the operators appearing in the first four
terms are in %, as a consequence of Lemma 3, hence in #*(H, f) by the analogue
of (16) for sequences. The last term in (23) converges strongly to zero by

hypothesis. W
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If W¥f=W*f=0, one may use a version of Corollary 2 in which the time
parameter ¢ does not appear. As an application of this we have

Corollary 3. Assume (C1), (C2), as well as (C3), (C4) and (C5) with
B*(H, f) replaced by R... Then each eigenvalue of H in R\T is of finite multiplic-
ity, and these eigenvalues accumulate at most at points of T or at +».

Proof. Let AeR\ T, and assume there is an infinite orthonormal sequence {f, }
of eigenvectors of H with Hf, =A,.f, and A, — A. Choose ¢ €, such that
¢(A)>0. One has w-lim f, =0 and lim |¢(H)f.||= ¢ (1) >0. Since W*f, =0, we
obtain as in (23) that

S(H)f, = (I- T*)b(HDf, +[J*¢(H) ~ b (Ho)J*1f, |
+[I=(F, +F)E]$(Ho)J*f, + F, E¢(Ho) J* —~ W), + F_E$(Ho)(J* - WH),.

Since all operators appearing on the r.h.s. are compact and w-lim f, = 0, we obtain
lé(H)f,||— 0, a contradiction. (Note that convergence of sequences here is
defined in the normal way). W

Theorem 2. Let {F,} be a sequence of localizing operators such that F.Je
B*(Hy, f) for each r=1,2,... and each feR(E) and such that
lim ||(I-F)YI—J*)|=0 as r — «. Let Mg (H) be defined by (4). Assume (C1)—(C4)
in the form stated in Corollary 2. Then

(@) #=M;(H)DOR(W.,)=Mo(H)DR(W_). (25)
(b) If R(E)< 9,.(Hy), one has ¥ . (H) < M,(H).

Proof. (i) We first show that F, e 8°(H, W.f) for each fe R(E). In fact
|Fe ™ W.f|P <2 |EJP [le™™ W.f — Je ™ 'f|* + 2 |FJe ' f|.

The first term converges to zero as t — +%, hence m*(||e ™ W,_f— Je™ ' f||*) = 0.
Also, by hypothesis, m™*(|FJe " 'f||*) =0, so that our claim follows from (M1),
(M2) and (M4).

(ii) Let he M5(H), feR(E) and g = W.f. Then

Kk, g)|= e~ ™h, e~ g)|
= l((I— Fr)e—thh’ e—thg>+<e—thh, Fre—thg>l
<|T=F)e " h|l|lgl +rl |Fegl.

Given € >0, one may choose r so that the first term on the r.h.s. is less than /2
for all t=0. Since F, e B"(H, g), there is a t>0 such that the second term is less
than £/2. Hence [(h, g)| <& for each £ >0, i.e. (h, g)=0. Thus MJ(H) L R(W,).

(iii) Now assume that f is such that f L #$(H) and f L R(W.). We must show
that f=0. So suppose f# 0.

Let ¢ € 4, be such that g=¢(H)f+# 0. Since A (H) is invariant under e ",
we have g L M (H). Thus, since g¢ #Mg(H), there are two sequences {t,} and {r,}
such that t, — 4+, r, -+ and

|(I-F, )e *g|=8>0 for all n. (26)

Since each bounded sequence has a weakly convergent subsequence, there is a
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subsequence {t, } of {t,} such that {exp (—iHt, )g} is weakly convergent. We
relabel the subsequence {t, } and the corresponding subsequence {r, } and use the
fact that compact operators map weakly convergent sequences into strongly
convergent ones. We then find from (23) (cf. the proof of Corollary 2) that
J*exp (—iHt,)g = J*¢(H) exp (—iHt,)f converges strongly to some vector in ¥.
Since I-—-F, — 0 strongly and

I =F, )™ gl <|[(I - F, )T — Tl gl + (T - F, )T e "gl,

it follows that ||(I-F, Je *%g|| >0 as n — o. This contradicts (26), so that we
must have f=0. This proves (a).

(b) If R(E)c¥,(H,, then R(W,) c#,.(H), hence by (25) #. .(H)<
Mo(H)NMo(H)=M(H). B

Corollary 4. Under the assumptions of Theorem 2, the following two state-
ments are equivalent:

(a) M5(H)=Mo(H),

(B) the wave operators W, satisfy asymptotic completeness in the geometric
sense, namely R(W,)=R(W_)=M,(H)".

Remark. If the wave operators ), also exist and W,_=(,, then (a) or (B)
implies that the scattering operator S =Q%()_ is unitary in the subspace R(E).

Corollary 5. Assume in Theorem 2 that s-lim F,Je 'f =0 for each r and
each fe R(E). Then

= Mo (H)D M (H) = My (H) D M (H).

III. Remarks and examples

We collect here a few remarks about our theorems and indicate how they
may be applied in non-relativistic. potential scattering.
(A) If one replaces in (C3) and (C4) ®B“(H,f) by %., then the conditions
(C1)-(C4) and (C6) in Theorem 1 are assumptions on the operators H,, J,
HJ-JH,, E and F. which, in applications, are expected to be explicitly given.
(C5) is a condition on H, called ‘local evanescence’, which we have purposely
isolated from the other assumptions (see (K) for a motivation of the term ‘local
evanescence’).

The conditions (C3) and (C4) may be replaced by the following two condi-
tions (C3’) and (C4):

(C3") E(Hy— i) MHJ*—T*H)Y(H—i) ‘e B*(H, {),
(C4') (I-E)J*e B*(H, f).

Also, if J=1I, then (C5) and (C6) clearly become redundant.

(B) If one knows in addition to the assumptions of Theorem 1 that o, (H)<
o.(H,), one may replace in (10) the real line R by o.(H,).

(C) If one assumes in (A2) only that I' is a set of Lebesgue measure zero and

makes the assumption that &(E) < 9 ,.(H,), one obtains in Theorem 1 that W,

are complete in the sense that R(W.)=%,.(H).
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(D) Some useful possibilities for the projection E in Theorem 1 are the following:

(a) E = E,,, the projection onto the absolutely continuous subspace of H,. In
this case one obtains the wusual wave operators (). =s-
lim exp (iHt) exp (—iHt)ES. as t — + o,

(B) E = E, the projection onto the continuous subspace of H,. In this case
the wave operators are partial isometries mapping %.(H,) onto % (H).

(y) E=EZ, the orthogonal projection onto the subspace .(H,) of all
scattering states of H, [17,16]. Here it is assumed that one has a
sequence {F,} of localizing operators which serve to define the scattering

states M=(H,) as in (3), and that M2 (H,) = M(H,) =M. (H,).

(E) If of,< C(R), the condition (C1) may for example be weakened to (C1'): Jfe
D(H) for each f in %.(H,) having compact support in the spectral representation
of H,.
(F) Theorem 1 has the peculiarity of not applying immediately to the trivial
situation where H= H,, J=1 and % . (H,) ={0}. In this case, the conclusions of
the theorem are clearly valid. But only the assumptions (C1), (C2, ¢), (C3)-(C6)
are trivially satisfied; it is a non-trivial fact that one may find two operators (even
projections) F. satisfying (C2, a) and (C2,b) with E = E?_ ([18], Theorem 8).
(G) As another illustration of the usefulness of averaging, consider the case
where J=1I, (H—Hy)(H,+i) €%, and D(H)= D(H,). It follows [19, p. 261]
that (H— Hy)(H +i)"*e %&... Hence, by (16), (H,+i) " "(H-H,)(H+i) 'e®*(H, f)
for all f in the dense subset {f=(H+i) 'g|ge%.(H)} of %.(H). Since (H,+
i)"'(H—-H,)(H+i)"" is bounded, this implies (C3) for all fe . (H).
(H) The conditions (C1)—(C5) do not exclude the possibility that W_=0, i.e.
#.(H)={0}. (An example is given by the harmonic oscillator H = —A+|x|?,
Hy=—A in L*@R"), if one takes J to be multiplication by a function j(x) in
Co(R™)). The partial isometry of W, is obtained only after imposing a condition
of the type (C6).
(I) Let E, and EY be the spectral projections of H and H, respectively associated
with the interval A. If one replaces in (C1) and (C2, ¢) the operator J by E,J with
J € B(3), then part (I) of Theorem 1 gives the existence of the local wave operators
s-lim E e™Je "' ERE as t—> +o. If furthermore A is compact, (C1) becomes
redundant. (In (C2), E may also be replaced by EXE). If one assumes (C3)-(C5)
for each fe E,%.(H), or (C6), (C6') with ESE instead of E, one obtains the
corresponding conclusions locally (on A).

Suppose that

(C2,¢)

| arlB - tH) o (He ER) | <, Ve sty
0 _

for each compact interval A. Then E,e™Je "Ho'E has strong limits as ¢t — +% for
each compact A. If one assumes in addition a weak version of (C1), e.g.

(CY) Fy(H)Jd(Ho) € B()

for each ¢pesd,, where F,:R—C is such that |F,(A)]—> as |\|—> and
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|F,(A)|=1, then W, exist. This follows easily from the identity
eiH:]e—iHot(b(HO)g e E[_M,M]eiH'Je"'Hu‘(b(Ho)g
+ [F¢ (H)]_l(I = E[__M,M])ethF‘b (H)J(ﬁ(Ho)e_iHotg

and the fact that ||F,(H) '(I- E_pan)ll— 0 as M — o,

Also notice that, if one assumes the existence of W, and (22), then (C1) and
(C2, c) can be dropped altogether.
(J) Two-space Scattering Theory. Let H, act in a Hilbert space %, and H in a
Hilbert space %. J is a bounded operator from 9, to % and J* maps back from %
to ¥,. Assume (C1)-(C4) and

(CS), m=([(Z*—T"e HfP)=0  Vfe % (H),

where Z is a bounded operator from ¥, to % satisfying ||Z*h||=c|h| for some
c>0 and all he%*. One then gets wave operators W, =s-
lim exp (iHt)J exp (—iHyt)E as t — +o. If f 1 ¥,(H) and f 1L R(W,), one obtains
from (20) and (C5), that Z*d)(H) exp (—iHt)f %50 in the generalized sense, so
that ¢(H) exp (—iHt)f — 0 in the generalized sense by the hypothesis made on
Z*. Hence R(W,)=%,(H)* as before, and H has no singularly continuous
spectrum if R(E)<c ¥, (HO)
If for example

(C6), m*((Z-De ™fP)=0  VYfeR(E),

then, as in (24), |W.f||=1im|Z exp (—iH,t,)f|| as n — =, and W, is a partial
isometry only if this limit is equal to ||f]| for each fe R(E).
(K) Potential Scattering. In non-relativistic scattering theory, one has Hy=—A in
= L*[R"). J is the multiplication operator by a C*-function j such that j(x)=0
for [x|=<R and j(x)=1 for [x|=R+1, where R is any finite number (J satisfies
(C6')). F. may be taken to be the spectral projections associated with the
intervals (0, ) and (—, 0), respectively, of the self-adjoint operator A =3(P - Q+
Q - P) (Q=multiplication by x, P=—i grad) [5]. Thus, roughly speaking, states in
the subspace F, 3 (F_3%) are such that the projection of the velocity onto the
position vector is positive (negative). Also E = L.

If v:R"—R is a potential such that multiplication by v(x)j(x) is a H,-
bounded operator, we define H to be an arbitrary self-adjoint extension of

H=-A+v with D(H) JD(H,) (IlOthC that, unless we take j=1, H is not

densely defined since all functions in D(H) have support outside the ball
Bgr ={x | |x|=R}.) One has HI —JH,= VI —(A])—2i(VJ) - P, where e.g. (AJ) de-
notes the multiplication operator by (Aj)(x).

To prove (C2,¢) it suffices to exhibit an invertible operator T € B(¥) such
that

[ VI—(AT)—2i(V]) - Pl(Hy+ 1) *T Y| <% for some «a=0
and
| Te o' p(Ho) F.l| < c()(1 +t])~*7° (27)

for some §>0, all t=0 respectively and all ¢ € s =CG(R\{0}). This may be
proved for instance for T =|A +i|7*72® [5] or for T =(I+|Q|)~'~>° [20] provided
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that
v(x)j(x) = (1 +[x]) 77?2 wa(x) + w, (x)] (28)

with w,,€ L*(R") and w, € L*(R") for some p >max {2, n/2}. (The terms with (AJ)
and (VJ) give no difficulties since Aj and Vj are in Ci(R"), hence of the form of
the r.h.s. of (28)).

The fact that T* has dense range also implies (C2, b): If g= T*f, then

IF.p(Ho)e™ ™'g||=<|Te*™ ' d(Ho) F.||[f| -0 as t— Foo,

so that (C2,b) holds, in the sense of normal convergence, on a dense set and
hence on %.

Thus, if v has the form of the r.h.s. of (28) outside some ball B (for some
6 >0) and if all states in 9%¢.(H) are evanescent in the sense of (C5), (), exist and
R, = ?t;,, (H)*. (Local conditions on v implying evanescence can be found in
[10, 13]).¢

A different pair of operators F, is used in [6].
(L) Oscillating Potentials. One can also treat potentials that oscillate sufficiently
rapidly near infinity. Take n = 3, assume v to be spherically symmetric and define

w(r)= —[7v(s) ds. If
W)=+ () + fo()] for r=r,>0, (29)

with f.e L*([R.), rf,€ L*(R,) and 6 >0, then one can show as in Eq. (25) of [22]
the existence of a function ¢,:R, — R such that, as r — o,

eo(r)=1+0(r %3
and
doo(r)/dr = w(r)[1+0(r ¥?)]
(set £ = 8—2 in Eq. (21) of [22]). Take | = jp,, with j as before. Then, as in [22],

(HJ - JHo) @ (Hy)e ™. = {wo(|Q) +W(Ql) - P}p(Hy)e ™F.,,

where |wy(r)|=c,(1+r) ™+ ¢, |w(r)] (m any real number) and |w,(r)|<c;|w(r)|
for r>R (k=1,2,3). Hence, as in (K), one has existence and strong asymptotic
completeness of ), provided v satisfies local conditions such that all states in
#,(H)" are evanescent. The condition (29) is satisfied for instance for potentials of
the form v(r) = cr® sin (r*) with k €eR and y — k >2. (For other results on oscillat-
ing potentials, see [4]).

(M) One sees that, for the geometric proof of completeness to work, it is not
necessary to have local compactness or a condition of subordination, e.g. of the

type
Y (P)E .1, (H) € B(H) (30)

for some ¢ going to infinity at infinity and all a, b € R, which has been used in

™ It is interesting to note that the geometric proof of asymptotic completeness, at least in potential
scattering, can be carried through by purely time-dependent methods without invoking the spectral
theorem [21].
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previous work (e.g. [4,7, 8]). Only evanescence is essential. However, from a
condition of the type (30), evanescence can easily be inferred [10].

(N) It is an interesting feature of the geometric method that the combination of
certain ergodic or similar assumptions (cf. (C2,b), (C3)—(C6)) with a Cook type
hypothesis (cf. (C2, c)) may lead to the conclusion that averaging over time (for
instance in the definition of the subspaces of scattering states) may be left out. In
fact, if xx(Q)(H+i)"*e®.. (xg is the characteristic function of the ball Bg), then
s-lim xg (Q) exp (—iHt)f =0 for each R <« and each fe¥,.(H) [10], hence for
each fe ,(H)" under the hypotheses of Theorem 1.

(0) Local Absorption. Assume there is a bounded closed set 3 of Lebesgue
measure zero such that ve Ly _(R™\2) for some q>max (2, n/2) and vj satisfies
(28), where j is as in (K) and vanishes on some ball B; containing 3, in its interior.
Let H be an arbitrary self-adjoint extension of (—A+v) [ Cy(R" \X). We denote
by CS(R"™) the set of all bounded functions in C*(R") vanishing in some neigh-
bourhood of 3. We denote by 5 (H) the subspaces of all states that get absorbed
at 3, as t — + [11] and by #3(H) the subspaces of all states that get absorbed on
the time average. These subspaces are defined as follows:

feMs(H) & lim [|[Ke ™f[F=0  Vke CGGR"), (31)
where K denotes the multiplication operator by the function k, and

fedtztn e tim 1. [ K P di=0 ke CIRY) (32)
We also set M3 ,(H) = M5(H) N K, (H).

Theorem 3. Let H be as above and H,=—A. Then the wave operators
Q. =s-lim exp (iHt) exp (—iHyt) as t — + exist and one has generalized asympto-
tic completeness in the following sense:

(a) As t— +o, state vectors in the absolutely continuous subspace of H are
either scattering states and belong to the range of Q. or absorbed states, and
similarly as t — —. More precisely:

H oo (H) = Mo (H)D M5 ,.(H) = M (H)D M5 ,.(H) (33)
and
R(QL) = ME(H). (34)

(b) State vectors in the singularly continuous subspace of H are bound states,
and as t — *x, they get absorbed at 2 on the time average:

H..(H) = Mo(H) N ME(H) N M5 (H). (35)

In particular, one has asymptotic completeness in the geometric sense if and only if
'Mg,ac(H) = '/“i,ac(H)-

Proof. The domains of H and H,, coincide locally on R" \ 2, as well as outside
Bk [23, 11]. This implies (C1) and the compactness of K(I—J*)(H+i)™' for any
k € C3(R"). Also, by the results of (K), (C2)—-(C4) and (C6') are satisfied (for each
¢ € Co(R\{0})), with #=(H, f) replaced by %&., and the convergence in (C2,b) is
normal convergence.
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If fed, (H), then exp (—iHt)f converges weakly to zero as t—> =+, Hence
K(I—J*)exp (—iHt)(H+i)"'f converges strongly to zero. Since the set {(H+
i)'f| fe¥,.(H)} is dense in %, (H), we have

s-lim K(I-J*)e ™g=0 Vge#,(H). (36)

t—>+0

Similarly one obtains from (6) that

] 1 +=T )

%lm = J \K(I-T*) e h|*dt=0 Vhe¥. (H). (37)
o 0

It fe#,(H) and f1LR(Q,), then by (20) and Lemma 1, s-

lim J* exp (—iHt)f=0 as t—> +o. Inserting this into (36), we obtain s-

lim K exp (—iHt)f = 0, which proves (a). Similarly, if h € % . (H), then by (6), (20)
and Lemma 1:

S-
T— T

which, together with (37), implies that h e #MZ(H). The fact that h € M,(H) follows
from Theorem 2: the localizing operators F, are given by (2) and satisfy the
hypotheses of that theorem. W

1 =t 4
T J IT*e=HR|E dt = 0
o 0

We expect that the result of (b) is true under weaker assumptions on v
outside Bg. In that case the wave operators may not exist, and our proof will then
not be applicable. The local assumptions on v could also be somewhat weakened
[7,24].

One may ask the question whether all states in ¥, (H), in addition to being
bound, get absorbed at X in the ordinary sense, i.e. whether %, (H) < #M5(H) (no
time average!) This is so if and only if lim<{h, e "™™h)=0 as t — o for each
h € ¥, (H). Based on results in [25], one may construct examples of operators H
(e.g. of the form H = ¢(H,+ V)) for which exp (—iHt)h is not weakly convergent
for h e #..(H). Some details on this will be given in [26]. It follows however that
in general (e.g. under the hypotheses of Theorem 3):

Mz (H) N ¥ (H) = M5 (H) N %, (H). (38)

This together with (35) shows that 9%, (H) is symmetric with respect to the
behaviour at t=— and at t= +oc.

For scattering theory (with short range potentials), one wants to be in the
subspace orthogonal to the bound states. So, by Theorem 3, one is automatically
in (some subspaces of) ¥ ,.(H). Also note that &Z({1,) are the sets of states which
evanesce to infinity in the usual sense of convergence. '
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