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General solution of multichannel partial-wave dispersion
relations

II. Noncoincident thresholds, one pole approximation

by G. Nenciu1) and G. Rasche

Institut für Theoretische Physik der Universität, Schönberggasse 9, CH-8001 Zürich, Switzerland

and W. S. Woolcock

Department of Theoretical Physics, Research School of Physical Sciences, Australian National
University, Canberra

(1. IV. 1980)

Abstract. We find the general solution for the matrix of s-wave amplitudes when there are two
channels with different thresholds and the only unphysical singularity is a simple pole. The method of
solution uses a representation theorem for matrix R-functions. We distinguish a special solution called
the isolated solution which contains only the prescribed pole position and residue matrix as parameters.

There are cases where the isolated solution does not exist but other solutions do exist. We also
find cases where the diagonal element of the isolated solution which corresponds to elastic scattering in
the channel with the lower threshold is not the isolated solution of the equivalent inelastic one-channel
problem for that channel.

1. Introduction

In an earlier paper [1] we considered the case of an arbitrary number of
coupled two-body channels whose thresholds were coincident. Competing channels

were neglected, the unphysical singularities of the S-matrix of s-wave
amplitudes were taken to be a finite number of simple poles and the input
consisted of the positions of these poles and the residue matrix at each pole. By
using a generalization of some parts of Schur-Pick-Nevanlinna interpolation
theory to analytic matrices we were able to obtain the general solution for the
partial-wave S-matrix, to give necessary and sufficient conditions for a solution to
exist and to distinguish different types of soluble problem.

The history of the problem of obtaining solutions of multichannel partial-
wave dispersion relations and a discussion of various questions of physical interest
which one wishes to answer are given in [1]. The next step beyond [1] is to
consider cases where the channel thresholds do not coincide. This generalization
alters the nature of the problem and the mathematical methods which seem to be
needed for its solution. In this paper we shall solve rigorously the simplest special

]) On leave from the Institute of Nuclear Physics and Engineering, Bucharest.
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case for which the channel thresholds do not coincide. The simplification consists
in taking a single pole as the only unphysical singularity and in considering only
two channels and s-waves. The motivation for considering this special case is to
obtain an insight into the structure of the probable solution of the general
problem. We shall comment in the conclusion on the extension of our results to
>0 and to more than two channels.

Comparison of the solution given in this paper with the solution of the
one-channel case when the effect of competing channels is specified via the
function jR (see [2]) shows that there is a similarity between the methods used.
The key mathematical result used in this paper is a representation theorem which
is proved in the Appendix. It is a generalization of a quite well known result for
ordinary complex-valued R -functions [3] to what we call matrix R -functions.

We shall see that, among the solutions of our problem there is a distinguished
solution f<0) which we call the isolated solution. Although we do not make the
connection with Levinson's theorem explicitly, it is clear that this is the isolated
solution in the sense of Hamilton and Tromborg [4]. It contains only the
prescribed pole position and residue matrix as parameters. Unlike the one-
channel case and the multichannel case with coincident thresholds, it sometimes
happens that the isolated solution does not exist, though other solutions do exist.

In [1] we considered the following question which has been extensively
discussed in the literature. For the n -channel problem with coincident thresholds
we took the isolated solution, obtained from it the inelasticity parameters for each
of the n possible elastic scattering processes and considered the n equivalent
inelastic one-channel problems (EIOCPs) thus generated. We found that in the
one pole case the n diagonal elements of the isolated solution of the n -channel
problem were always the isolated solutions of the respective EIOCPs. For the two
pole case however we were able to construct an explicit two-channel example for
which this was no longer true. For the problem considered in this paper we can
take the isolated solution and calculate from it the inelasticity parameter R for
elastic scattering in channel 1, the channel with the lower threshold. The function
R will be 1 between the thresholds, greater than 1 above the threshold for
channel 2. Given R, we have the EIOCP for channel 1. Is the diagonal element
ff} of the isolated solution of the two-channel problem always the isolated
solution of the EIOCP for channel 1? As we shall see, the answer is no, even
though there is only one pole. The fact that the channel thresholds are different
makes it possible to choose the residue matrix at the pole so that ff} has a CDD
zero between the two thresholds.

To meet some criticism expressed by Johnson and Warnock [5] we want to
point out that in the one-channel case with n- or R-unitarity and in the
multichannel case with coincident thresholds our methods can be adapted to cover
the case of an extended left-hand cut. Moreover, it is possible to construct in
some sense the best approximation to an extended cut by a finite number of poles.
Some remarks on the one-channel case are made by Nenciu [6]. Longer and more
technical proofs are required, and we do not want to write out the results at the
moment. Eventually we hope to be able to solve the multichannel case with
noncoincident thresholds and an extended left-hand cut, but the many pole
problem has to be solved first.

The plan of the paper is as follows. In Section 2 we solve the s-wave problem
with two channels whose thresholds do not coincide and with one pole whose
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position and residue matrix are prescribed. The reader who is not interested in
detailed proofs can go directly to the results at the end of the section. Section 3

gives special examples which illustrate the points mentioned already and discusses
the case when the residue matrix at the pole is singular. Section 4 contains
concluding comments, while the representation theorem used in Section 2 and
other mathematical results are given in an appendix.

2. General solution

We consider a system of two coupled two-body channels with different
thresholds. Using the Mandelstam variable s, the thresholds are sl5 s2, with s1 < s2.
We consider the 2x2 matrix S whose element Sy is the s-wave S-matrix element
for the process / -» i. Time-reversal invariance will be assumed to hold, so that
S S'.2) We define the matrix f by

S 12 + 2.q1/2iq1/2,

where q is the diagonal matrix whose diagonal emements are the channel
momenta in the centre-of-momentum frame. From the unitarity of S we have

Imf f*qf, s>s2. (1)

We now assume that f(s), for s > s2, is the boundary value from above of a matrix
function f(z) which is analytic in the whole complex plane, except for the cut
[si, oo) and a single pole at xl5 where xt is real and x1<s1. We need to extend the
unitarity relation (1) to f(s+) lime^0+l(s + ie) for Si^ta.^52. From [7] we see
that the required extension is

Imi(s) f(s)*p(s)i(_), Sl«s, (2)

where we have shortened f(s+) to f(s) and p(s) is defined by

9(s)=(qf °A s2.S, (3a)
\ 0 q2is)!

P(s)={qÌS) o)' 'i*'** Ob)

To be complete, we list all the properties to be satisfied by the functions f(z).

(a) f(z) is analytic on C-([s1; °°)U{xJ), where x1<s1;
(b) f(z) f(z)*;
(c) t(z) has a simple pole at x1, with real symmetric residue matrix r ^ 0;
(d) there exists a function f(s), defined on [sx, °°), such that, given a^-s^ and

e>0, there exists S>0 (depending on a and e) for which

||f(z)-f(a)||<e, ze{|z-a|<o,lmz>0};
(e) Equation (2) holds for f(s);
(f) there exists a non-negative integer k such that |z|~fc ||f(z)|| —> 0 as \z\ —> °°,

uniformly in 0^Argz=Sir;
(g) t(z)'=f(z).

2) The superscript t on a matrix denotes the transpose, * the adjoint.
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We now proceed to obtain such functions f(z). Define

pm (s) min {q1(s), q2(s)}, s2 < s,

and write (2) as

Im f is) Pm (s)f(s)*fis) + f(s)*(p(s) - Pm (s) 1_)fis).

Now

p(s) - a» (s)1 a > 0, Pm (s)f(s)*Ks) * 0,

and so, by (A.8), (A.7) and (A.l),
||lmf(S)||>Pm(S)||f(S)||2.

However, from (A.4),

||Imf(S)|M|f(S)||.

The last two inequalities imply that

UKs)||<l/ft„(s), s2<s.

Since

*(s)sfrjs1/2, 1 1,2,

it follows that there exists a (finite) positive constant M such that

S1/2||/(s)HM, Sl*s.
From (A.2),

s1/2|/„(s)|«M, Sl^s.
We now appeal to the Phragmen-Lindelöf theorem to conclude that

\zll2fuiz)\^M, |z|-*r„, (4)

with r0>max {|xx|, sj. This bound is a uniform bound for 0 =£ Arg z =s 2it. The
formulation of the Phragmen-Lindelöf theorem appropriate to our application is
given on page 135 of Conway [8], with a =\ so that the sector has angle 2ir. The
result given there is clearly unaffected if we exclude from the sector a disc \z\ < r0.

We now define a new function

g(z) (z-Xj)f(z).
Instead of a pole at xx we now have

_(x_i=r.
From Eq. (2),

Img(s) (s-x1)-1g(s)*p(s)g(s), S!=ss, (5)

while from Eq. (4)

z-1/2gi,(z)|*sM', r0*\z\, 0^Argz^2 7T.

It follows from this bound that each gy(z) satisfies a once subtracted dispersion
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relation. Taking the subtraction point at xs < sx we have

g(z) g(xs) +-TT
lmt(f)P— -^—)dt. (6)

\t-z t — r
From (6),

Img(z) I^r^df, Imz^O. (7)
TT JSl \ t — Z \

Since p(s)>0 for s-^su it follows from (5) and (A.8) that

Img(s)3=0, s^s1.

Eq. (7) then shows that

lmg(z)>0, lmz>0.
From Lemma A.2, det g(z) =f= 0 for Im z >0. Thus we can define

h(z) -g(z)-\ lmz>0. (8)

Now

Imh(z) ^(h(z)-h(z)*)=--^(g(z)-1-g(z)^1)li li
g(z)*-1Img(z)g(z)-1,

so that, from (A.9),

lmh(z)>0, lmz>0.
Moreover, for every seU for which det g(s) j- 0, h(z) converges to h(s) -g(s)"1
as z —» s from the upper half-plane. This follows from property (d) of f, which
also holds for g. Let

so {se[R|detg(s) 0}.

Since g(z) is analytic in (-oo, st) it follows that S0 has no accumulation point in
(-oo, sx). We now make the stronger assumption that S0, which we know to be a

closed set of Lebesgue measure zero, has no accumulation point in IR. It then has

a finite number of points in every closed subinterval and so is countable. It follows
from (5) that

Imh(s) (s-xir1p(s), s^sx, séS0. (9)

A matrix function which is symmetric, whose matrix elements are analytic in
the upper half-plane and whose imaginary part is nonnegative (in the matrix
sense) there we shall call a matrix .R-function. Clearly g(z) and h(z) are such
functions. In the appendix we prove a representation theorem for matrix R-
functions which is a generalization of a result in [3] on complex-valued R-
functions. The theorem says that

h(z) a+ßz + ~-z~-2)d^(t), (10)
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where a, ß, o-(f) are real symmetric matrices, ßs=0,

ff(f2)-ff(-i)-»0, t2>h, (11)

and

V(ây;R)<co,

where V denotes the total variation and <rs is defined by

- tt\ CT«(f)

To get (10) into the form we require, we follow an argument similar to that in
Section 3 of [2]. Write the function ct as

o- o-c + <rd, (12)

where ctc is continuous on IR and crd is a saltus function; it has a jump Rj at each
of the points of an at most countable set {§} and is constant otherwise. It is clear
from (11) that each R;s=0. The decomposition (12) is given in Section (13.18.6)
of [9]. The function <tc may be split into an absolutely continuous part and a

singular part. However, our assumption on S0 eliminates the singular part. For, if
[h. _] is a closed interval contained in 1R-S0, then from the Stieltjes inversion
formula and the continuity of h(z) onto [f1; f2] from above,

1 f'2
o-c (f2) - <rc (.0 - Im h(f) dt.

IT J,,

Now use (9); since pit) is continuous on [sx, oo), <rc(t) is differentiable on !R-S0
and

0^(0 0, t<Sl, i_So,

<j'cit) ir-1it-x1)~1pit), t\»slt té S0.

This fixes the absolutely continuous part of ctc. The measure associated with each
matrix element of the singular part of ac is thus concentrated on S0, which is

countable; this is impossible.
Now note that, from the behaviour of q^t) as t—»°°,

Thus, using (12) and (13) and redefining a, (10) becomes

r-°° /1 £
h(z) a-rßz + X Rib ~rhi

+- ["71 PS ;dt, Z€C-[Sl,oo). (14)
IT JSl it-Xi)(t-z)
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From the properties of a we have only that

IIR.I1y il".il
.t\l + |2

<00

so that the sum in (14) has to be kept in the form given.
Functions h(z) of the form (14) will lead to functions l(z) satisfying the

conditions (a) —(g) given earlier provided that certain further conditions are
fulfilled. The first of these is that

h(x1) -r-1 (15)

whenever T is nonsingular. We shall assume that det r j- 0 throughout the rest of
this section and consider the case det T 0 in Section 3. The second condition
arises from the fact that by its definition (8), h(z) is either undefined or
nonsingular. Now, from (14), h(z) is undefined only when z -{£J. Taking note of
(8), all we need to check is that his) is nonsingular for s_{£;}. Since p(s)>0 for
s>s2 (equation (3)) we see from (9) and Lemma A.2 that it remains to ensure
that h(s) is nonsingular for s =£ s2. Physically this means "absence of ghosts".

So far, with an obvious generalization of the definition of p in (3), the
argument applies to any number of coupled channels. From now on we restrict
ourselves to two channels only, and prove first a simple lemma.

Lemma 1. If h(s) is not diagonal for sl<s*£s2, then h(s) is nonsingular in
that interval.

Proof. From (14) and (3b) we see that

/a(s) + i(s-xir1q,(s) b(s)\
h(s)=l Hs) ds))' *<'**»

with a, b, c real-valued functions. Thus

det h(s) ais)cis) - b(s)2+ i(s - x1)~1q1is)cis).

Im det h(s) can vanish on (sx, s2] only if eis) vanishes. But if ds) 0 and bis) i- 0,
Re det his) f 0. Thus bis) -t 0 implies that det h(s) f 0.

Physically this result means that with coupling present between the channels a

stable bound state in channel 2 above the threshold for channel 1 cannot exist.
For the case of two channels we can restrict the representation (14) of h(z) a

little more. We see from (6) that the derivative of g(s) is

g'(s) -IT 1^4dt>0, s<Sl. (16)
(t-s)2

Now g(s) is degenerate if and only if gn(s)= g22(s) and g±2(s) 0. Since g(z) is

analytic in (-oo, sx), either g(s) is degenerate on a subset of (-oo, sx) which has no
accumulation point in (-oo, sx) or it is degenerate for all s < s, (Kato [10] gives this
result on page 64 for matrix functions of any order). Now in the first case the
eigenvalues gx(z), g2(z) of g(z) are analytic in (-oo, Sj) (Kato [10], Ch. II,
Theorem 6.1). From (16) and Lemma A.l it follows that gx(s) and g2(s) are
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increasing functions on (-oo, sj. In the second case, g(s)= g(s)H2 for s<sx and it
is again clear from (16) that g(s) is an increasing function on (-oo, sj. It follows
that each of the functions gx(s), g2(s) can vanish at most once on (-oo, sx]. If gf(s)
vanishes at g, we choose the functions & so that £x =£ £2 whenever both £x, £2 exist.
If now /t!(s), h2(s) are the eigenvalues of h(s), then, since hj(s) -l/gj(s), each
function hiis) is differentiable and increasing on (-oo, sx], with thé exception of
the point £ if it exists. Either htis) does not vanish on (-oo, sx] or ht(s) is positive
for s < £;, increases to +oo as s | !¦, jumps at § from +oo to -oo and increases from
-oo but remains negative as s increases from £ to sx.

The points £x, £2, if they exist, are the only points in (-oo, sx] at which h(s) is
undefined. By redefining a we can recast the representation (14):

h(_) «+^L_ +^2_+I f °® .dt + Mz), (17)
l.-Z f2-Z TT 1. (t-Xi)(f-z)

where

taVd-lb+i«.^--^) d«
and

fi«fe<*i, sx<e(i^3), R,ta»0, ß3=0. (19)

The matrices Rx and R2 are of rank 0 or 1. We now prove a substantial theorem.

Theorem 1. If there exists a function h(z) of the form (17), with det his) i- 0
for s e (-oo, sx]-{|x, £2} and satisfying (15), (hen there exists a function h(0)(z) with
ß 0 and Rj 0 (i 1, 2,...), which also satisfies (15) and has det h<0)(s) ^ 0 for
s e (-oo, sx].

Proo/. First we remove the function A(z). Define

Rx R2 I f p(0

t -I, (f-xx)(t-;
h(z;A) a+ —-t- + —^- +- - ^ -dt

èi-z Ìi-z it Js, (f-xx)(t-z)
+ (l-A)A(z) + AA(x1), 0=SA*£l.

Then

h(z;0) h(z),

h(x1;A) h(xx) -r-1, 0«-A*Sl.

Looking at h(z; 1), which we call h(z), we see that in it the function A(z) in h(z)
has been replaced by the constant A(xx). Moreover, h(z) satisfies (15); we now
show that det h(s) + 0 for s 6 (-oo, sj—{&, £,}.

For fixed s, h(s;A) is continuously differentiable in A and so are the
eigenvalues hiis; A), by Theorem 6.8, Ch. II of Ref. [10]. Further,

d u/ n a/- a/ \ ^0' s<xx,— h(s;A) A(xx)-A(s)
3A =s0, s>xx,

since A'(s)~sO for s=£sx, on differentiating (18) and using (19). Thus each
eigenvalue hj(s; A) is a nondecreasing function of A on [0,1] when s <xx and is a
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nonincreasing function of A on [0, 1] when s>xx. Further, each hj(s; A) remains
an increasing function of s on (—oo, sx] — {£;} for fixed A e[0, 1].

Now if hj(s; 0)>0 on (-oo, sx], take -M<xx and A >0. From the statements
of the previous paragraph,

hj(s;A)>hj(-M;A)-shj(-M;0)>0, -M<s^sl.
But M may be chosen arbitrarily large. Similarly, if hf(s; 0):<0 on (-oo, sx], then
forA<0 g

hj(s; A)<hj(s1; A)«hj(sx;0)<0, s<Si.

Finally, if htis; 0) jumps at £ from +oo to -oo, we use the argument for positive
functions to the left of £ and that for negative functions to the right of &. We
have thus shown that det h(s ; A) =f- 0 for s e (-oo, sj - {£x, |2}, A e [0,1].

The argument for removing the poles at £x, £2 is similar. Assume that £x <xx
and define

h[z;T] RxJ~Xl
-1

+a>(z), t=£|x, (20)
|X-XXT-Z

where

t \ _
R2 If P(0

a>(z) a + - +- — -dt.
£2-z it JSi (t-xx)(f-z)

Then

h[z;|x] h(z),

h[x1;T] h(x1) -r-1, T«tafx.

We are going to take i to -oo, thus obtaining a function h[z ; -oo] in which the
term Rx/(£x-z) in h(z) is replaced by the constant RJi^-Xj). Moreover,
h[z; -oo] satisfies (15); we shall show that deth[s; -oo]^_0 for se(-oo, sj-féj.

On differentiating (20),

d Rj x1 — s «0, s<xx,
dr J~|x-xx(t-s)2 3*0, s>xx.

The derivative is undefined at s r. Thus as r decreases from £x to -oo, ht[s; r]
increases for s<xx, decreases for s>xx. Further, for each t^|x, hj[s;T] is an
increasing function of s on (-oo, sx], with of course the jump point excluded.

The eigenvalue hr[s; r], for fixed i, has a jump from +00 to —oo as s passes
through r. The other eigenvalue h2[s; r] has a jump at £2 if R2^ 0; otherwise it is
of fixed sign on (—°°, sx]. The same argument as before shows that h2[s; —oo] ^ 0

for s e (-oo, Si}. The argument for hx[s;T] is almost the same. When t<£x,
hx[l; T]«h,[l; £x]<0 and so hx[s; t]<0 for t<s=ssx. Also, if we choose M so
that -M<r (<£x), then ftx[-M; r]>h;[-M; £x]>0 and so h-^s; t]>0 for -M«
s < t. But M may be chosen arbitrarily large. Thus det h[s ; t] ^ 0 for s e
(-oo, sx] - {t, |2}. Now take the limit r —* -°°.

If £x>xx, we start with t at £, and move it to +oo. Exactly the same
procedure will remove the pole at |2 if it is present.
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The theorem we have just proved shows that in considering whether there
exist functions h(z) which lead to functions f(z) satisfying all the specified
conditions, we can confine ourselves to functions h(0)(z) of the form

„<°>(z) a+^r P(f)
dt. ill)

TT Js, (t-Xx)(f-z)
For if such a function does not exist, nor do others of the more general form (17).
We shall call h(0)(z) a restricted function. We must still require that h(0)(z) satisfies
(15) and that det h(0)(s) j= 0 for s =£ s2. When these conditions are satisfied we shall
call h(0)(z) the isolated solution of our problem (though strictly speaking it is f°\z)
which should be so called). Clearly, a is fixed by (15) and the isolated solution is a
distinguished solution which is fixed by the input data (xx,T) and contains no
disposable parameters.

We now define

TT

P(f)
dt>0, B l p(0

dt>0. (22)
it-X^it-Sj) '

TT JSl (t-Xx)
Since A>0, A"1/2 exists and we can define

M -A-1/2(r + B)A~1/2. (23)

The next theorem gives the key result of the paper.

Theorem 2. A necessary and sufficient condition that there exists a function
h(0)(z) which satisfies (15) and has

det h(0)(s) + 0, s=£sx, (24)

is that each eigenvalue mi of the matrix M defined in (23) satisfies either

mj-sO or m;<-l. (25)

Proof. Define

I(z) A-1/2h(0)(z)A-1/2. (26)

The condition (24) becomes

det I(s) 7^=0, s=£sx. (27)

From (21) and (26),

I(-»)= limI(s) A-1/2aA-1/2. (28)
S—*—co

Further,

I(sx) A~1/2(a + A)A"1/2 I(-oo) + 12. (29)

Let Iiis), 72(s) be the eigenvalues of I(s). They are analytic in (-oo, sx) and
since from (21)

h(0)'(s) -
TT J

Pit)
dt>0, s<su(r-xx)(t-s)
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they are increasing functions of s on (-00, sx]. From (29),

/i(s1) Ii(-oo)+l.
Condition (27) is equivalent to Ij(s) i= 0, s =s s1. For this to hold it is necessary and
sufficient that

^(-00)^0 or Jj(-oo)<-l.
But h(0)(z) has to satisfy (15) and so, by (21) and (22),

r^-b.ot

(30)

(31)

From (28) the matrix M defined in (23) is indeed I(-°o) and (25) is just the
necessary and sufficient condition (30).

It is easy to see that, if -r x>0, then (25) becomes

-r-^B
TT J

~ P(0

;i (t-x1y
dt,

while if -r_1<0, (25) becomes

(s1-x1)TX<B-A= P(f)

(t-xd2it-Sl)
dt.

(32a)

(32b)

The conditions (32a, b) may be compared directly with the conditions for the
one-channel case which are given in Section 4.1 of [2] (where the variable s was
scaled so that s1 1).

We have still to make sure that det h(0)(s) j= 0 for sx < s «£ s2. From Lemma 1,
since

h(x°2)(z) a12=(-r-1)12,

it is sufficient that rx27^0. However, if rx2 0 we must be more careful. The
restricted function h<0)(z) satisfying (15) is then diagonal for all z; from (21) and
(31) it is

h(ü)(z) (Z-Xj) p(0

;i (f-xx)2(t-z)
dt. (33)

Now hf{is) cannot vanish for s>s1 since qx(s)>0 there. To have hyiis)j=0 for
s««! it is necessary and sufficient that

TT J

<h(f)
dt or -lfri < - (sx-xx) <h(0

dt. (34)
„ (t-Xx)2

* " *" ~
TT JL, it-Xl)2it-Sl)

At the same time we must ensure that h22Ìs) f 0, not just for s =£ sx but for s « s2.

For this it is necessary and sufficient that

_r-!-1 99 :

1

TT J.

q2(t)

(t-xx):
dt or

(s2-xx)
TT

q2(0

(t-xx)2(t-s2)
dt. (35)
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It is worth looking more closely at what happens when (34) holds for Ifr and

(s2-xx)
TT

q2Ìt) dt^-r-<- (Sl"Xl)
(t-xx)2(f-s2)

q2Ìt)
dt. (36)

„ (f-xx)2(t-Sl)

Then h22\s) has a zero in (sx, s2] and it is no longer true that deth(O)(s)^0 for
s =s s2. Thus there is no isolated solution of our problem. However, there are other
solutions! For take |>s2, e>0,

e |e
Re U z >0 (37)

Vje e '

and define

Lfee)/_', p-1 Re(Z Xl) ,(Z Xl){) +(|-X1)«-Z)+ TT

pW
dt. (38)

t (t-xx)2(t-z)

Then h(ï,E)(xx) -I"1"1 as required and, from considerations of continuity, if we fix

| and keep e sufficiently small, then det h(te)(s) f 0 for s =£ sx. Moreover h(€,E)(z) is
nondiagonal and so deth(€'e)(s) =£0 for Sx<s*£s2, by Lemma 1. Thus h(êe)(z)
leads to a solution of our problem. We put these results in the form of a lemma.

Lemma 2. If T is diagonal then (34) and (35) give a necessary and sufficient
condition that the restricted function h(0)(z) giuen in (33) leads to a solution of our
problem ithe isolated solution). If however (34) continues to hold for Ifr but T22

satisfies (36) instead of (35) then the restricted function (33) does not lead to a
solution, but other solutions do exist. (For example, for fixed £>s2 and Re defined
by (34), (38) defines a function h(4e)(z) which leads to a solution for all sufficiently
small e.)

We promised in Section 1 to collect the results of this section together at the
end. Recall that we set out to find functions satisfying conditions (a)-(g) given at
the beginning of the section and that we have assumed that det r =f= 0.

(I) (See Theorem 1) Suppose that a function h(z) exists of the form (17),
which satisfies h(xx) -Y~x (equation (15)) and has det h(s) ^ 0 for s e
(-oo, sj-fe, £,}. Then there exists a restricted function h(0)(z) of the form (21)
which also satisfies (Ì5) and has det h(0)(s) ^ 0 for s e (-oo, sx].

(II) (See Theorem 2) A necessary and sufficient condition that there exists a
restricted function h(0)(z) satisfying the conditions in (I) is that each eigenvalue mf
of the matrix M defined by (22) and (23) satisfies either

mj3=0 or mj<-l.
(III) If rX2 f 0 and the condition just given in (II) is satisfied, then h(0)(z) is

uniquely determined by xx, Y as

h<o>(zH-r-i+(fz___r p(0
dt

TT JSl (t-Xx)2(f-z)
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and gives the isolated solution _ 0)(z) of the problem via

f(o)(z)=-h(o)(zr1/(z-xx).

If however T12 0 then the condition given in (II) is sufficient for solutions of our
problem to exist, but a more restrictive condition on T22 is required for the
isolated solution to exist. Details are given in Lemma 2.

3. Special cases

We begin by discussing a case mentioned in the introduction where the
element /x°x of the isolated solution of the two-channel problem is not the isolated
solution of the equivalent inelastic one-channel problem for channel 1. Write
h(xx) instead of -T1 and consider a two-channel problem for which

hxx(xx)> —
TT

(s2-xx)
7T

^dt or hxl(xx)<-^^f
TT 1

q.(0
(t-xj (t-x1f(t-s1)

dt,

<h(0
dt

(t-xx)2(t-s2)

-tari. \-- (sx-xx) ("* q2(f)« h22(xx) < — dt,
TT 4 it-X1)2it-S1)

rlX2(xx)^0.

(39)

(40)

We need to verify that (25) holds. Note that if we start with M diagonal and then
take M12t^0 the smaller eigenvalue is decreased and the larger eigenvalue
increased. From (39) and (40), MX1>0 or Mxx<-1, while M22<-\. In the case
Mxx>0, (25) is satisfied for any h12(xx); when Mxx<-1, (25) will hold provided
|hX2(xj)| is sufficiently small. Then the isolated solution exists and is given by (33):

hx°x)(z)=h11(x1) +

h2°2)(z)=h22(x1) +

h<x°2)(z) h12(x1).

(z -*i)
TT

(z -xx)

<h(0

(f-xx)2(t-z)
q2(t)

(t-xx)2(f-z)

dt,

dt,

(41)

(42)

Moreover, from (40) and (42) we see that h22)(s) 0 at a point Sg^is^ s2].
Now

h2°2)(z)^h22(x1)--f-^%dt,
TT )S2 (t-Xx)2

a constant, as |z|—»oo, uniformly in 0^Argz^2ir, and

Im i-hflis)-1) s^ (constant)s-1/2.

Thus we may write a dispersion relation for -hfliz)"1:

-hfiiz)-1 -hM-1 +__l_i_)+(^^t)
Z-Sr, TT

Imfrh^t)-1)
(f-xx)(t-z)

dt, (43)
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with 7<0. We now compute the inelasticity parameter Rl°)(s) for elastic scattering

in channel 1 corresponding to the isolated solution:

taRf(s) q1(s)-1Im(-/1°1)(s)-1)

(s - xMÄsr1 Im [hfìis) - hf2\s)2/h2°iis)]
1 + (s - x1)q1(s)-1hX2(xx)2 Im (-h^sfr1), (44)

the second term being >0 for s > s2.
Consider now the EIOCP for channel 1. The residue of the pole at xx is T1X;

thus the isolated solution, if it exists, is given by

ttx0)(z) hx(xx) + (z-xx)
TT (t-xx)2(f-z)

dt,

where

hx(xx) -r^1 hxx(xx) - h12(xx)2/h22(xx).

For the isolated solution to exist, we must have

hffroo^o or h(1O)(s1)<0.

From (45) this condition is

(45)

(46)

Mxi)-*-
TT J

f" qi(t)Rf\t)
(t-xx)2

dt or hx(xx)<
(sx-xx)

(r-xx)2(.-sx)
dt.

(47)

Now using (46), (44) and (39) we see that (47) is satisfied provided |h12(xx)| is
sufficiently small.

We wish to compare

/ÏÏ(S)=- h%is)
(s-xx)deth(0)(s)

with

/i0)(s)
1

is-Xl)hf\s)
for s^sx. Since the former has a zero at s s0 which the latter does not have, it is
clear that the functions cannot be the same. In detail, from (41), (45), (46), (44)
and (43),

deth-(z)
hf)(z)

h?2\z)

h?i(z)-h<$iz)2lh%iz)-h?\z)
(Z-Xj)

hxx(x1)-h1(x1)-- qx(0(RiO)(0-Ddf_ hX2(xx)2

h12(xx)2

hi2(xx)2T(z-x1)

TT

hfiizr^+h^r1
it-Xl)2it-z)

(z-xx)
TT

hfi(z)
(0)(t\-l\rimj-hfiit)-1)

it-xx)it-z)
dt

#0.



148 G. Nenciu, G. Rasche and W. S. Woolcock H. P. A.

Thus the diagonal component /X0X of the isolated solution of the two-channel
problem does not coincide with the isolated solution of the EIOCP for channel 1.

Note that the case where hX2(xx) 0 is in some sense singular. If we take the
limit of f(0)(z) as h12(xx)—»0, we find that f<0)(z) has a pointwise limit for z± s0

which is

to=-(z-xjhf(z)' /12(Z) 0"

The pointwise limit for z=f= s0 is the 'formal' isolated solution when hX2(xx) 0,
which has a pole in /22(z) at_ z s0. But at z s0 only ffi has a limit, namely zero,
and this is obviously not fn(s0). It has been argued that the 'formal' isolated
solution is to be considered as the physical solution of the problem, even when it
is not strictly a solution. Thus, in the case considered above, it would be claimed
that when h12(xx) 0 but (39) and (40) hold, the pole at xx (which is an
approximation to the forces acting) produces a bound state in channel 2 at s s0.
But this viewpoint has to take account of the singular nature of the case with
hX2(xx) 0. There is a qualitative difference between the case with hX2(xx) 0 and
cases with h12(x1)^0, however small, when hxl(xx) and h22(xx) satisfy (39) and
(40). When hX2(xx) 0 (strictly no coupling between the channels via the driving
forces), the 'formal' isolated solution is uncoupled at all energies. The component
f22 has the pole (bound state) at z s0 which we have discussed; however /X1 is a
genuine solution of the one-channel problem and shows no sign of the pole in /22
at z s0. But when h12(xx) =fi 0, however small, this is not true. The isolated
solution of the two-channel problem is a genuine solution for which ffi has a zero
at z sQ. The pole is no longer present in f2°2\ though /22' grows large at z s0 if
|h.2(*i)l is small.

We now consider an unusual limit of the case we have been considering.
Keep sx fixed and take s2 out to +oo, but adjust hX2(xx) and h22(xx) as functions of
s2 so that the zero s0 in h2°2\s) remains fixed (and s0>su of course). For this
purpose we take the masses in channel 2 to be equal, so that

q2(s) kis-s2)112.

Everything can then be calculated analytically; we sketch the results. From (42),

^(s) ^(x0 + 2{(82-»J^(S2-,)"]-4(S2-1x1)"'S<8'' (48)

h2_(s) h22(x1) + (S2~X^1./2+'(rS2)1/2-_r
1

W2>s5^- W9)
2(s-xx) 4(s2-xx)1/2

The condition (40) on h22(xx) becomes

l-<Ms2)
l + <f>(s2)

where

<a=£l,

a -4(s2-xx)1/2h22(x1), <fr(s2)=M—M
\s2-xx/
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The zero s0 of h22\s) is given by

_
4a /l-a\2

So~(l + a)2S2+\l + JXl'
From (44) and (49),

q,(s)(Rx0)(s)- 1) (s - xx)h12(xx)2 Im h2°}is)f \hf2\s)\2

_ 8(s2-x1)(s-s2)1/2h12(x1)2

(l + a)2-4a(s2-xx)/(s-x1)'
To keep s0 fixed as s2 —*¦ oo we choose a so that

_[(s2-xx)1/2-(s2-s0)1/2]2 (So"*.)

h22(xx) -

s0-xx «*—° 4s2
'

[(s2-xx)1/2-(s2-s0)1/2]2 (s0-xx)
(50)

4(s2-x1)1/2(s0-x1)

At the same time, for reasons which will soon become clear, we choose h12(xx) so
that

16si/2h12(xx)2 >k>0.

We need to check that (25) is satisfied as s2 -» oo. Since (39) holds we have a fixed
M1X (equation (23)) satisfying

Mxx>0 or M1X<-1. (51)

Again using (22) and (23)

|h12(xx)| k1'2
M„'121 A 1/2 A 1/2 s^oo 1*1/2 1/2 '

•^11 -^22 ^Ml *2

-, (l + «)[(s2-x1)1/2 + (s2-s1)1/2]
^

(s0-sx)
2(s2-xx)1/2 -a— 4s2 '

since

B99 — -22 2[(s2-xx)1/2 + (s2-Sl)1/2]' "22 4(s2-xx)1/2-

The eigenvalues of M, as s2 —» œ, have the behaviour

Ir

mx~- Mlx +
4A11(l + Mxl)s2'

/s0-sx fc \ 1

m, 1-1— h-
4Alx(l + M11)/s2

Since (51) holds, (25) is satisfied for all finite s2 provided that, when M1X<-1, fc

is restricted to

0<fc<-(l + M11)(so-s1)Au. (52)
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It may also be arranged that the isolated solution of the EIOCP for channel 1

always exists as s2 —» oo. A rather tedious calculation shows that

I
TT J

hx(xx)

hxl(xx)

qi(0Ri(0
(f-x.)2

1

IT J

dt

_i(0
^,

4(s2-xx)1/2h12(xx)2
dt + -

while

hx(xx) +
(Sl-Xj)

(t-xi)

°° qi(0«i(0
„ (t-xx)2(f-sx)

a(l + «)
(53)

dt

hn(x1) +
(sx-xx) <h(0

(f-xx)2(t-sx)
dt

+
4(s2 - xx)1/2[(s2 - sx)1/2 + (s2- xx)1/2]hX2(xx)

a[(l + a)is2 - sx)1/2+ (1 - o)(S2 - x.)1/2]
(54)

The final term on the right side of (53) and of (54) approaches the same constant
k/(s0-xx) as s2—»oo. Thus if the first condition in (39) holds, fc is unrestricted; if
the second holds, we need to restrict k to

0 < fc < - (1 + Mu)is0 - xx)Alx,

which is a weaker condition than (52).
We now look at what happens to ffiis) for s^sly as s2->o°. With h22(xx)

chosen as in (50), the expression (48) for h22\s) becomes

h2_(s)=-

+

For fixed s,

f») ~

[(s2-x1)1/2-(s2-s0)1/2]2
4(s2-xx)1/2(s0-xx)

[(s2-xx)1/2-(s2-s)1/2]2
4(s2-x1)1/2(s-x1) '

So

s2.

Thus

A_(s)-
hg(s)

(s-Xi)[hS?(s)hg(s)-fc12(x1)2]

s-s0
(s-xx)[fc-(s-s0)hx°1)(s)]

-1
(s-x^h'^+fcAso-s)]-

In the limit we have taken, ffi(s) does not approach the isolated solution of the
one-channel elastic scattering problem with a simple pole at xX) the prescribed
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residue being -[hxx(x1)+fc/(s0-x1)]"1. It approaches instead a solution with a
CDD zero at s s0.

The example we have given is pathological in the sense that the elements TX2,

r22 of the residue matrix and the elements /X2(s) and /2_(s) of the isolated
solution all —» oo ('n absolute value) as s2 —» oo. in a sense this does not matter. It
could be argued that we have given a simple model of a situation in which there is
elastic scattering in a single channel, but the physical amplitude is not the isolated
solution of the appropriate dispersion relation. Instead it has a CDD zero in the
physical region which is the manifestation of what could perhaps be called a
'confined bound state'. It should be noted that a similar situation has been treated
in potential scattering in Refs. [11,12]. The aim of our example has been to show
that if 'confined' channels exist then the 'physical' solution of a partial-wave
dispersion relation for the unconfined channels may not be the isolated one.

We consider next what happens when the prescribed residue matrix is
singular. Then det T 0, but T is of rank 1 (_Y0). Write T in the form

cos2 6 cos 6 sin 0\
Vcos 6 sin 6 sin2 0r=r( :_„ _:. o^e^TT, r^o.

With 0 defined by

/sin* cos 0X
(55)

-cos 6 sin 0 /'
define a function g in terms of the function g considered in Section 2 by

'
i(z) 0'g(z)0.

Then we look for functions g(z) satisfying

/0 0
i(xx)=oTo=rVo ir
Im g(s) (s - x1)-1g(s)*p(s)g(s), s 5* s2,

with

p(s) 0'p(s)0^0, (56)

by (A.8).
To get such functions we write as before

g(z) -h(z)-\
but now ii(z), which is a matrix R-function, has the form

h(z) K(x1-z)-1(J °) + h(z), (57)

where k>0 and hiz) has the form (17), but with just one pole, |x say, with
£x « sx. It is easy to verify that

Hiz) >
0 0

— VO -h22(x1)"1''
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so that h22(xx) must be fixed as

h22(x1) -r-1. (58)

However, hxl(xx) and h12(xx)_are not fixed. The arguments of Theorem 1 show
that_ if there is a function h(z) of the form (57) with given h(xx) and with
deth(s)^0 for se(-oo, sx]-{xx, £x}, then there is a restricted function h(0)(z) of
the form

_<o>(z)=K(x1-zri(J °0)+ti°xz),

with h(0)(z) of the .form (21),_ h(0)(xx) h(x±) and deth(O)(s)^0 for s g
(-oo, sx] - {xx}. One eigenvalue of h(0)(s) behaves like k/(xx - s) for s near xx and
so jumps from +oo to -oo there. The other eigenvalue goes through h22(xx) —r_1.
We have not tried to work out the conditions on h(xx) which ensure that neither
of these eigenvalues vanishes for s e (-oo, sJ. The conditions will depend on k and
are rather complicated.

Another class of solutions for the case when T is of rank 1 is obtained from
solutions of the type (57) by letting k —» oo. From (57),

g(z)=-ii(zri

det h(z) +
Kh22(z) -h22iz)

h12(z)

h12iz)

-h11(z)-/</(x1-z)

Now multiply by (xx — z)/k and let k -h>oo; then

/0 0

\0 -h^izY1ïiz)- (59)

Condition (58) must of course hold; if this class of solutions is not empty, there is

an isolated solution

g(0)(z)
0

-h^zfrV
In this case it is easy to give the conditions on T for the isolated solution to exist,
namely

TT

or

-r *<

p22(t)

(f-xi)2

(sx-xx)

dt

Piiit)

.r-i<

TT JSl (f-Xx)2(t-Sx)

(s2-xx) j"" q2(t)

it JS2 (t-xx)2(t-s2)
From (55) and (56),

p22is) plxis) cos2 0 + p22is) sin2 0.

dt,

dt,

TT

TT
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We have the exceptional case 0 tt/2 for which a stronger condition is required
on T in the case when T>0. It is similar to the exceptional case with T diagonal
which we met in Section 2 when det F f 0.

It is not difficult to verify that if one starts from general solutions of the form
(17) for det r f 0, with a fixed by -T1 and the other quantities (ß, 4 R;) fixed,
and then takes the limit in which one eigenvalue goes to zero, only solutions of
the form (59) result. The more general solutions of the form (57) can be obtained
by a special limiting procedure in which one of the poles (£x say) in h(z) is taken
to be close to xx and £X^-Xi as the eigenvalue of T goes to zero. Thus reducing
the rank of the residue matrix involves tricky limiting procedures.

4. Conclusion

We have now obtained the results given in the abstract. One can convince
oneself that our methods can also be applied to cases where there are more than
two channels, though there will be more and more subcases to consider as the
number of channels increases.

When />0 we need to go to a modified amplitude matrix. For 1 1, the
matrix f introduced at the beginning of Section 2 can be put in the form

f(s) Q(s)F(s)Q(s),

where

\ 0 q2(s)

and lims^s. F(s) exists for i-1,1, uniformly in angle as usual. The function q(s),
when continued to complex values of the argument, has [sj, oo) as a cut, so that

q2(s) ÌK2(s), sx^s^s2,
with k2(s)>0. We need to assume that the other singularities of q2is) lie to the
left of sx. Now

/i2(s) qx(s)q2(s)FX2(s),

and this behaviour of /12 near the thresholds sx, s2 cannot be reproduced by
means of the solutions we have found. Thus a partial-wave dispersion relation for
I 1 (and of course for higher I) has to be formulated for the matrix of reduced
amplitudes F, which is defined for general / in [7] for example.

Proceeding further with the I 1 case and using the matrix F we have the
unitarity relation

s 3= s2, (60a)

;s<s2. (60b)

ImF(s) F(s)*p(s)F(s),

re

p(s) -c .(s)3

0

°
q2(s?r

P(s) °(q
,(s)3

0
:)¦ ¦¦
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Defining G(z) by

G(z) (z-xx)F(z),
the same argument as for s-waves shows that G satisfies an unsubtracted
dispersion relation and that G is a matrix R-function, as is

H(z) -G(z)-\
The representation theorem then gives

1 6
H(z) tt+ßz+XRi 6-2 l + l?

1

+—
TT J

P(0

t-z 1+f
with ß> 0, Rj 5=0. In contrast to the s-wave case, because of the behaviour of p(t)
for large t, the integral must be kept in the form shown. Incidentally we note that
cases with I > 1 and just one pole have no solutions, since the integral no longer
converges. In general, a necessary condition for solutions to exist is that the
number of poles Ns-l (compare the result for the one-channel case in [2]).

Returning to the one pole I 1 case, we have G(s) > 0 and G'(s) > 0 for
s<su from the unsubtracted dispersion relation. Further gy(s)-»0 as s—»-oo.
Thus each eigenvalue Hj(s) increases from -oo to some negative value as s

increases from —oo to sx. It is therefore necessary that H(xx)<0 and so the
prescribed r>0. The terms with |x, ^2(^sx) do not appear. The same argument as
before shows that if there is a solution, then there is an isolated solution. A very
short calculation shows that, provided T is nondiagonal, a necessary and sufficient
condition for the isolated solution to exist is that

(sx-xx) "(,) .*(t-xx)2(t-sx)

The methods of Section 2 can in fact go part of the way to solving the case
with 1 and two poles (or more generally, cases where the number of poles is

+ 1)). For the I 1 case with poles at xx, x2 we define

G(z) (z-xx)(z-x2)F(z).
Then G(z) satisfies a once subtracted dispersion relation and so both G(z) and
H(z) -G(z)"1 are matrix R-functions as before. Then H(z) has the representation

(17) but with an integral of the form

1_

IT

"« ¦*
„. (f-xx)(i-x2)(t-z)

p(f) being given by (60a, b). However the argument that, if there is a solution then
there is an isolated solution, breaks down. It is specific to the case of one pole,
and the two pole case requires much more study (even for the one-channel case
the analysis is very elaborate; see Section 4.2 of Ref. [2]).

The main difficulty is to extend the methods of the present paper to cases
where the number of poles is greater than (/ + 1); encouraging work is in progress.
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Appendix

We begin with some elementary results on matrices. The norm of M is
defined by

||M|| max ||Mu|| max |(u, Mu)|.
«ll=i
«ll=i

When M is normal (M*M MM*).

||M|| max{|Aj|},
i

where À; are the eigenvalues of M (see Kato [10], Eq. I-(6.67)). For any matrix
M, M*M is hermitian and

||M*|| ||M||, ||M*M|| ||M||2. (A.l)
Also, if et is the vector in Cn whose only non-zero component is 1 in the ith place,
then

iMyl Hei, Me,)|^|k|| ||Me,.||=s||M||. (A.2)

We define the real and imaginary parts of a matrix M by

ReM §(M+M*),

ImM — (M-M*).
2i
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Then Re M and Im M are hermitian matrices and

M=ReM+ilmM.
If M' M, then

(Re M),- |(My + My) Re Mn (A.3)

and similarly

(Im M)jj Im Mjj.

Further

||ImMHè(||M|| + ||Ml)H|M||, (A.4)

by (A.l). The same inequality holds for ||ReM||.
A hermitian matrix H is called positive (written H>0) if

(u,Hu)>0, MIX). (A.5)

If > is replaced by 3= in (A.5), then H is called nonnegative (H2*0). Clearly H>0
if and only if all its eigenvalues are positive. If H > 0 it follows that

Hjj>0, (A.6a)

||H|| largest eigenvalue of H, (A.6b)

tr H > ||H|| if dim H > 1, (A.6c)

|Hc/|<trH. (A.6d)

Further, if Bs*0, Cs=0 and A B + C, then

(u, An) (n, Bu) + (u, Cu),

so that

A^O, ||A||>max{||B||,||C||}. (A.7)

Next, if H>0, then

M*HM>0 for all M, (A. 8)

and, if H > 0 and M is nonsingular, then

M*HM>0. (A. 9)

Before going to the main representation theorem we prove two lemmas.

Lemma A.l. Let H(x) be a 2x2 hermitian matrix defined on an interval
centred on x0 and differentiable at x0. If H(x0) is nondegenerate and H'(xo)>0,
then the eigenvalues hj(x) of H(x), which are differentiable at x0, satisfy h'(xo)>0,
t l,2.

Proof. That the rij(x) are differentiable at x0 may be seen from the last part
of Theorem 5.4, Ch. II of Ref. [10]. If Uj are the eigenvectors (normalized to 1) of
H(x0) corresponding to the eigenvalues h^Xç,), then a straightforward calculation
(well known from perturbation theory for nondegenerate eigenvalues) shows that

tt?(xo) (Uj,H'(xo)Uj)>0.
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Lemma A.2. Let M be a matrix for which ImM>0. Then det M i10.
Proof. Suppose that detM=0. Then there is a vector uoj=0 with Muo 0.

Then

0 (u0, Mu0) (u0, Re Mu0) 4- i(u0, Im Mu0).

Since Re M and Im M are hermitian matrices, it follows that (u0, ImMuo) 0,
which contradicts the assumption that ImM>0. D

We come now to the representation theorem, which to our knowledge is
stated and proved here for the first time. Recall from Section 2 that a matrix
R-function is a symmetric matrix function whose matrix elements are analytic in
the upper half-plane and whose imaginary part is nonnegative (in the matrix
sense) there.

Representation Theorem for Matrix R-Functions. The matrix function h(z) is

an R-function if and only if it is representable in the form

h(z) a+ßz + t~-)d€TÌt),lmz>0, (A. 10)
-z 1 + t2'

where a, ß and cr(t) are real symmetric matrices, ßs=0 and a(t) is a nondecreas-
ing function in the matrix sense:

o-(t2)-o-(tx>0, f2>f1, (A. 11)

whose matrix elements satisfy

V(taTjJ-;lR)<oo, (A. 12)

where

o-y(t)
er,¦i,(0 -

1 + f2

and V denotes the total variation.

Proof. We begin with a theorem of F. Riesz and Herglotz (see [13], page
389). If H(0 is a complex-valued function analytic on |£|<1 and having
Re HiC) =* 0 there, then H(£) admits a representation

f2ir „ie >-

-537<*K0), (A. 13)
o e 4

__(£) iImH(0)-

where t(0) is a nondecreasing function. Moreover Re H(£) satisfies the growth
condition

sup
r<l J

Re Hire16) dd <oo. (A.14)

Equations (A.13) and (A.14) also come from Theorem 11.19 of Rudin [14].
Now consider a symmetric matrix function H(£)> analytic on |£| < 1 and

having ReH^^O there. From (A.3), ReH(£) is a matrix function each of whose
elements is a real harmonic function. Thus tr ReH(£) is a real-valued harmonic
function and tr Re H(£) s*0 on |£| < 1, by (A.6a). It follows that H(£) tr H(£) has
the representation (A.13) and satisfies the growth condition (A.14). Using (A.3)
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and (A.6d) (slightly modified for nonnegative matrices) we have

|Re Hiy(Ol |(Re __.(£)),, I «=tr Re H(_) Re __(£),

sup
r<l J

2-7T

|Re_^(f_w)|de«sup
r<l J

2lr

ReH(re'8)d0<oo

Thus the real part of each matrix element of H(£) satisfies the growth condition of
the first part of Theorem 11.19 of [14] and we can write

(ReH(f))a TRe(^|)dTt/(0), (A.15)

where tu is now a function of bounded variation, so that

V(Ttf;[0,2ir])<oo,

V being the total variation. The connection between complex Borel measures on
IR or on a closed interval in IR and functions of bounded variation is given in
Theorem 8.14 of [14]. It follows from (A.15) that

' eie + C

H(£)=iImH(0) +
<o e te cìt(0). (A.16)

We now follow the argument on page 390 of [9]. The function h(z) is a
matrix R-function if and only if H(£) is symmetric, is analytic on |£|<1 and has
ReH(£)s*0 there, where

£ iz-i)Hz + i) and H(£) -ih(z).
The representation (A. 10) is derived from (A.16) via the relation between £ and z
just given and the relation

t -cot (0/2),

using the identity

1 + fcz / 1 t

1 + r a+t2)

Note that ß in (A. 10) is the sum of the jumps of the function t at the points 0 0
and 0 2tt. The function tr(t) in (A.10) is related to t(0) in (A.16) by

(l + t2)-1d«r(t) dT(0),

and so (A. 12) is satisfied by o-(t).
Finally, the representation (A. 10) is unique if the function o-(t) is normalized

in some way, say,

ct(0) 0, CT(t) eMt-r0)-r<r(t-0)].
Equation (A. 11) follows from the Stieltjes inversion formula

1 f'2
cr(t2)-o-(tx) — lim Imh(f+'e)df3=0.i lim r

TT e^O+ J(i

It is easily checked that

ß=limlmh(iy)/y3=0. D
y—3-co
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