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On a mathematical model for non-stationary physical
systems')

by L. P. Horwitz?) and 1. M. Sigal’)

Department of Physics and Astronomy,
Tel Aviv, University,
Ramat Aviv, Israél

(28.VIII1.1978)

1. Introduction

The perturbation theory of isolated eigenvalues is an old and common tool in
physical investigations. Up to now, however, the perturbation theory of eigenvalues
embedded into a continuous spectrum has received hardly any attention in the physics
literature. There are two reasons for this: in the theory of unstable particles and theory
of the emission of the light, where the role of embedded eigenvalues was realized, the
problem was either buried in a difficult physical context or appeared too simple in
exactly solvable models, while it was largely ignored in the rest of quantum physics,
which is a main consumer of perturbation theory. And, secondly, this theory has been
developed only 1n the last few years and even some of the principal questions have not
yet been completed.

The aim of this paper is to develop the mathematical tools of this theory; a
detailed discussion of the most important applications will be given in the following.

We shall now describe major physical situations where the problem of the
perturbation of eigenvaluesembedded into the continuous spectrum plays a centralrole.
We begin with a class of important problems which have similar structure: decay of
elementary particles, emission of photons by atoms, open systems. We will distinguish
between two kinds of models corresponding to these problems: spectral models and
physical models. The former are constructed on the basis of known results and the
latter on the basis of physical principles.

In the spectral models of the physical problems listed above, the physical system is
regarded as a system with many possible states some of which are associated with
discrete spectrum, and others with continuous spectrum; these states interact with each
other?*). The desired physical result is the decay of discrete states into the continuum.

1 Work supported in part by the U.S.-Israél Binational Science Foundation (BSF), Jerusalem, Israél.

2y This work was completed while the first author was Visiting Professor at the Département de Physique
Théorique, Université de Genéve, Switzerland.

4 Present address of the second author: ETH Institut fiir Theoretische Physik, Honggerberg, CH-8093
Zirich, Switzerland.

4 States aresaid tointeract if the perturbation operator has non-vanishing matrix elements between them.
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Mathematical analysis tells us that this can occur in either of the two following cases:
The discrete eigenvalues are separated from the continuous spectrum and the
interaction is rather strong, or the discrete eigenvalues are embedded into the
continuum and the interaction is not necessarily strong. If one wants to consider
interactions which are or can be very weak, then only the second possibility remains.
We now proceed to describe the physical models. Fortunately, in the problems listed
above, they can be reduced to the same structure as the corresponding spectral models.

Suppose that we have a system of m species, each one with its Fock Space F;,
Hamiltonian H,, and momentum P;, and that the momenta are constants of motion
for these species:

[P, H]=0. - (1.1)

The Hilbert space for the whole system is

F:®Fia

i=1

the Hamiltonian of the compound system is

H=Y1L® ®H® -0l (1.2)
and the total momentum is

P=3Y1®  -®@P®  -®I, . (1.3)

Suppose, furthermore, that some of the one-particle states are generalized elgenfunc-
tions of H,. Because of (1 1), they become ordinary eigenfunctions after removal of
the center of mass motion ). Note that the corresponding eigenvalues are, in general,
imbedded into the continuous spectrum of H, with center of mass motion removed
(this continuous spectrum corresponds to multlpartlcle states).

Consider a perturbation of the compound system by a self-adjoint operator V on
F which commutes with P, such that H = H, + V is also self-adjoint. ¥ either
annihilates one-particle eigenstates of H,, mixes them with some constant coefficients,
or maps them into states which are not spanned by the vacuum and the one particle
eigenstates. ) A

In the first two cases, H has the same one-particle eigenspaces as H,. In the last
case, already in this general setting, we have the problem of perturbation of eigenvalues
imbedded into the continuous spectrum.

°)  Theremovalofthecenter ofmassmotioncorrespondstotherestrictionintotheinvariantsubspacesin the
representation of F as a direct integral

= ‘[@ F,dp

withrespecttotheoperator P.Sinceall of the F, paretriviallyisomorphictoeachother,itsufficestoconsider
the restriction to F,, the subspace which is annihilated by P.
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1.1. Decay model

In order to obtain the decay model, we make this rather general situation more
specific as follows: we will say that the system (H,, H), as defined above, is a decay
system if

(i) at least one one-particle eigenstate is mapped by ¥ into a state which is not
spanned by the vacuum and the one-particle eigenstates

(ii) the minimal subspace of Finvariant with respect to H, and containing a one-
particle eigenstate of H, of the type described in (i), does not contain any other states
with the same kind of particles.

Naturally, when one studies the decay of unstable particles which are in our case
the one-particle eigenstates described in (i), it is sufficient to consider the problem in
this minimal invariant subspace. Often this subspace and the restriction of H ontoitare
much simpler than the original space F and the operator H.

If we restrict all operators into this invariant subspace and then remove the center-
of-mass motion, we complete the setting of the framework in which the decay problem
may be stated.

1.2. Decay problem

Denote by #” the invariant subspace described above, with center of mass motion
removed, and by H the restriction of H on #. The decay problem is then stated as an
initial value problem for the Schrodinger equation

oY

i o = Hy | (1.4)
with data /(o) an exact discrete eigenstate (one of the one-particle states in the center of
mass frame as described previously). The main quantity of interest is the probability,
P(1) =1(¥(0), e " Yi(0))|?, for the unstable particle to be undecayed at the time 7. By a
system of particles, we will understand the pair, the space and the evolution operator; a
one parameter semi-group of unitary operators, U(t), will correspond to a system of
stable particles and a positive function of contraction, Z(z) (i.e. | Z(?)| < 1), will
correspond to a system of unstable particles. We define the system of unstable particles
in the model under consideration as the pair (P.#, P e~'""'P), where P is the projection
operator on the one particle eigenspace®), and the system of decay products as the pair
(PA, e~ THP) where P =1 — P.

1.3. Emission of photons by an atom

Slightly modifying the previous definitions, we can obtain descriptions of
completely different physical phenomena. Let one of the species in the previous

©) Notethat by Sz-Nagy theorem [17] any positive definite family { Z(r)} of operatorsina Hilbert space ¢,
with Z(0) = I can be extended to a unitary group U(7) in a bigger Hilbert space # > %" and this
unitary extension can be chosen in such a way that Z(r) = PU(7) | p,, where P is a projection in #’
with the range .
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paragraph be described by the usual quantum mechanical Hilbert space s, and
Hamiltonian A, which has bound states after removal of the center of mass motion.
The restriction (i) and (ii) of the decay model should be replaced by:

(i) all bound states except the ground state are destroyed by ¥

(11") a minimal invariant subspace of F does not contain, in the tensor product,
states in 5, of higher energy than in the initial bound state, or those forbidden by
selection rules (conservation laws).

This model may describe the emission of radiation by an atom (with Hamiltonian
h). The various excited bound states of the atom in 5, multiplied by the vacuum state
of the Fock space of the photon field play the role of one particle eigenstates of the
decay model, and their decay corresponds to emission of photons by the atom. The
invariant subspace generated by such states includes lower bound states in ), in
tensor product with non-vacuum states of the photon Fock space.

Remark. By a further small modification, the model for emission of radiation by
an atom can be altered to describe emission of radiation and phonons by carriers in
bound (localized) states in a crystal. In this case, (i1") is modified to include the part of
the continuous spectrum of 4’ (Hamiltonian of charged carrier in the crystal) which lies
below the initial bound state in s, (Hilbert space for the charged carrier-crystal
system). We have in this example, assumed in infinite crystal so that the allowed bands
in the spectrum of /4" are continuous, and the initial bound state corresponds to a trap
level between the bands (due to some impurity). The invariant subspace may include
other bound states in tensor product with non-vacuum states of the product of photon
and phonon Fock spaces of the type allowed in (ii").

1.4. Open systems

The formulation of simple models of open systems which led to the problem of
perturbation of eigenvalues imbedded into a continuous spectrum can be found in

[13].

1.5. Resonance scattering

One can use the decay model as it is described above as a framework for the
statement of the resonance scattering problem. In discussing this application, we shall
restrict ourselves here to heuristic remarks.

Since the operator of coupling between the unstable particles and decay products
is self-adjoint the evolution of the decay system contains also the process, inverse to the
decay-creation of unstable particles in collision of decay products. The created
particles decay then into the decay products again. Thus, one has in this model the
scattering, which can be described in terms of creation and annihilation of unstable
particles. If the life-times of the unstable particles is large enough, the scattering has a
resonance character. As was noted above the motion of the decay products is described
by the Hamiltonian PHP (on the space PH). Hence we come to the scattering problem
for the pair (PHP, H). The scattering matrix S(PHP, H) for this pair can be written as

S (PHP, H) = (AVP(H — (A + i0)) " 'PV|1)> (1.5)
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where </| are the corresponding generalized eigenstates of PHP and
V = PHP + PHP. | (1.6)

Recall that in our interpretation P(H — zI) ™' P is a propagator for the motion of the
unstable particles. Formula (1.5) justifies the heuristic interpretation of the scattering
in the decay model as a creation and annihilation of unstable particles.

One can also consider the scattering problem for the pair (H,P, H), where H,
= H,! # and H,Pis a Hamiltonian of the free motion of the decay products. In thlS
case the scattering in (PHP, H) is the part, responsible for the resonance behaviour.
This can be rigorously justified using the representation of the scattering matrix for
(H,P, H) through the scattering matrix for (PHP, H) and the wave operators for
(H,P, PHP).

The problem described above is a special case of a more general situation when
one considers the scattering problems of a pair of operators (H,, H) and there is
another operator H; with a point spectrum embedded into the continuous one such
that H — H, can be considered as a perturbation of H,,and H, — H,of H,. Then one
can express the S-matrix of the pair (H,, H) through the S-matrix for the pair
(H, P, H), where P is the projection into the subspace of # corresponding to the
continuous spectrum of H,.

Examples. (i) Nonleptonic uncharged K meson decay. The minimal subspace of
principal interest is spanned by K°, K°—one particle states multiplied by the vacuum
of the = meson field—and the three = meson states and two m meson states each
multiplied by the vacuum of the K meson field. This system, with center of mass
removed, has a bound state (K-meson) of multiplicity two, embedded in a continuous
spectrum (7 meson final states), of multiplicity two, which corresponds to the minimal
subspace of F invariant with respect to A. The model describes the decay of K°, K°
mesons into the 2w and 3w mesons states [2].

(i) Resonant scattering. Pion proton scattering is characterized by a strong
resonant behavior at about 1238 MeV in the center of mass system. The incident =
meson-proton state, in this description, is converted by the interaction into the
unstable particle, which then decays to the final = meson-proton state. The decay
model can serve as a framework for this problem if one makes the obvious
identifications (see also the previous example).

The problem of perturbation of eigenvalues embedded into a continuous spectrum
occurs also in ordinary quantum mechanics.

(1) If an unperturbed Schrodinger operator admits a symmetry group then its
spectrum is composed of the spectra of its parts on the invariant subspaces
corresponding to the different types of irreducible representations of this group and
isolated eigenvalues of one type of symmetry can occur on the continuous spectrum of
another type [14], [15]. If a perturbation breaks the symmetry of the unperturbed
system and one is interested in the fate of the eigenvalues mentioned above, he comes to
the problem of perturbation of eigenvalues embedded into a continuum.

(i) One meets a similar situation when one considers perturbation of a
Hamiltonian which conserves particle number by an interaction which does not
preserve the number of particles. In this case eigenvalues of the unperturbed
Hamiltonian are always embedded into its continuous spectrum.

(iii) As was noted in [12] if one drops some interactions between electrons in an
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atom (for example, the interaction between electrons in helium) one can obtain a
Hamiltonian with eigenvalues embedded into the continuous spectrum.

In all the cases considered above we have the mathematical problem of the
perturbation of eigenvalues embedded into the continuous spectrum. What happens to
these eigenvalues under a perturbation? As will be shown later, their multiplicities
decrease (multiplicity zero means that there is no longer an eigenvalue). To follow the
fate of these eigenvalues it is natural to consider an analytic continuation of the
resolvent matrix elements into the second Riemann sheet in a neighborhood of the
poles corresponding to the immersed eigenvalues. We shall show that the main results
of the perturbation theory of the isolated poles of a resolvent are true for these also.
However, some of them, or of their branches (split poles developed from degenerate
eigenvalues of the unperturbed Hamiltonian) leave the real axis for the second sheet.
They are no longer poles of the resolvent, but of some analytic function which is an
analytic continuation (in which sense will be stated later) of the resolvent across the
continuous spectrum, and therefore they are not eigenvalues of the operator. They
manifest themselves in the perturbed operator through peaks in the concentration of
the continuous spectrum near the disappeared eigenvalues.

These complex poles turn out to be responsible for the characteristic behaviour of
the corresponding physical models (resonance effects in scattering, the behavior of
unstable particles in the decay model, the approach to equilibrium in models of open
systems, for example).

Much effort has been made by physicists to give a physical meaning for the
complex poles of an analytic continuation of the resolvent into the second Riemann
sheet. However, as the simple but characteristic mathematical model of a self-adjoint
operator, the operator of multiplication by an independent variable in L,(— o0, ),
shows, the resolvent of a self-adjoint operator can in general have an analytic
continuation through the continuous spectrum of the operator only in the sense of a
sesquilinear form, and thus continuation depends on the choice of the form (i.e., the
domain in # x # of the form (R(2)f, @)).

If the sesquilinear forms for the resolvents of the perturbed H and the unperturbed
H , operators have the same domain and can be analytically continued into the second
sheet, then the poles of the perturbed sesquilinear form which are not generated by the
poles of the unperturbed one are obviously characteristic for the perturbation.
However, in contrast to the real poles which are eigenvalues of H and are uniquely
derived from H, they are connected with the pair (H,, H) rather than with the single
operator H.”) We shall show that these additional poles do not depend on the choice of
the domain of the sesquilinear form.

The statement of the decay problem shows another way to find the desired
complex poles. In the decay problem, as mentioned above, one is interested in the
behavior of P e~ P for large . This corresponds to a description of the singularities
of the Fourier transform P(H — z) "' P of 0(r)P e~ P. If we have a finite number of
unstable particles, then dim P < oo and P(H — z)"'P has, therefore, a unique
continuation in the second Riemann sheet (as an operator in a finite dimensional space
P2#). The complex poles of this continuation coincide with the additional complex
poles of an analytic continuation of the perturbed sesquilinear form discussed above.

& It was pointed out in [12] that the resonances should be assigned to the operator H with some
additional structure specified.
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This is proved by expressing the whole resolvent (H — zI)~' through its restriction
P(H —-z)"'Pon P¥#.

Note that, using the analytic continuation of PR(z)P, one can approximate
P e P for intermediate times as follows (pole approximation)

27i
a(H)
where r; are the residues of — P(H — z)™'P, and z; are the pole positions, in the lower
half plane. _

The natural question arises here, whether the analytic continuation of the
resolvent across the continuous spectrum can be connected with the resolvent of some
operator. The rather general situation when the answer is positive is described in [18].
We describe here one special case of it. Let there exist an operator Band a domain D in
A such that

D < D(H)nD(B), HD < D(B),

: 1 ; '
PeleI P _— e_'z' P(H — Z)EIP dZ ~ Z ewlzjlrjv (1.7)
Jj

(1.8)
Ker B = {fe D(B), Bf =0} = {0}.
Then
(H—z)"'= B YBHB ' —zI)"'B on (H — zI)D (1.9)

for z € p(H) n p(BHB '), where the operator BHB ™! can be defined on the domain
BD. Thus one can continue (H — zI) ~! analytically as the sesquilinear form

(H—-zD"'f,0), f,9eD(B)x DB '¥*) (1.10)
from, say C* into p(BHB™'). If
p(BHB™')na(H) # ¢ (1.11)

then this continuation is nontrivial and can be performed through p(BHB~ ') n o (H)
into the corresponding singly connected pieces of the region p(BHB ') nC~ on the
second Riemann sheet. The obtained continuation is equal to the sesquilinear form for
the resolvent of the operator BHB ~!;

(H-zI)"Yf, )" = (BHB~! — zI)"'Bf, B* " 1¢) (1.12)

We realize this general construction in the present paper utilizing the earlier Combes
idea of the rotation of essential spectrum [18, 19].
_ As was mentioned above, the continuous spectrum of H near the disappeared
eigenvalue of H, (more precisely near the shifted value that one finds applying formally
the perturbation theory and keeping only the first order) is highly ‘concentrated’. In
mathematical papers which deal with abstract operators this effect is described by the
asymptotic properties of the resolution of identity E(4), for Has H — H,— 0[20,6, 9,
11]. Justifying the intuitive picture of the effect this way does not introduce, however, a
constructive notion of the spectral concentration. In this paper we will not study the
spectral concentration in the sense of [20]. In partial compensation, we give here a
rough idea what happens to the continuous spectrum of H, under perturbation when
eigenvalues of H, disappear.

We describe the behaviour of 6(H — 1) near Re z;, where z;is a pole of an analytic
continuation, (PR(z)P)", of PR(z)P, z € C*, into the second Riemann sheet. Using the
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equation
o(H—A)= L [R(). — i0) — R(4 + io)] (1.13)

and the representatlon of R(z) through PR(z)P (see equation (3.25)) we express 6(H
— 1) — PS(H — 2)P in terms of PR(A + io)P and PR,(A + io)P. In partlcular this
formula contains the factor P §(H — A)P. Now we compute the main part of the
contribution by this factor.

As it will be shown in Section 5, the main term in (PR(z)P)", when z is close to the
pole z; is

(PR)PY ~ 2, (1.14)

Zj—Z

where the operator Q; satisfies

O;—@7= O(QZQ;') (1.15)
and we have introduced the coupling constant g: H = H, + gV. Recall that
(PR(A — io)P)' = PR(A + io)P (1.16)

Hence the principal part of P 6(H — AI)P, when A ~ Re z;, which contributes in 6(H
— AI)P,, is up to terms of the second order in g

Im z;Q;
z; — A?

l2;
Therefore, the difference between (H — 1) and 6(H, — A)P for A near Re z; is,
essentially, proportional to the factor [(Re z; — ) + (Im z;)*]7!

In the conclusion of the introduction we make some literary remarks. The theory
of perturbation of eigenvalues embedded into a continuous spectrum has its roots in the
classical Friedrichs paper [ 1], where the simple model of perturbation of an eigenvalue
immersed into a continuum was introduced and the disappearance of this eigenvalue
under perturbation was shown,

The original Friedrichs model was applied formally to various physical problems.

The most general approach stimulated by the decay and resonance scattering
problem was given in [2]. The method of the study of the analytic continuation of the
operator (P(H — zI)™' | ,,) ' (where P is the projection operator on the eigenspace
of the point spectrum of H, immersed into the continuous one) into the second
Riemann sheet, was proposed in [2] for the investigation of the behavior of embedded
eigenvalues under perturbation.

The theory of the perturbation of eigenvalues embedded into continuous spectrum
as a mathematical theory was initiated by J. S. Howland [3-8], where the important
results of perturbation theory were found for finite rank or compact perturbation. The
most general results were obtained by M. Baumgértel and J. S. Howland [9-11] where
a perturbation may be in principal unbounded. The condition imposed in these papers
on operators, for the developed methods to be applicable, are implicit. Some questions
of the perturbation theory of embedded eigenvalues were developed by B. Simon [12]
for the case of multiparticle Schrédinger operators with dilatation analytic potentials.
The present paper supplements the results of [9, 11].8)

PS(H — AP ~ (1.17)

8) In fact, the manuscript of this paper was ready before the appearance of articles [9, 11].
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We describe some classes of operators for which the theory developed in [9, 11]
can be applied, i.e. the operator valued function (P(H(g) — zI) ™' | p,) ', where H(g)
is a family of operators under investigation and P is the projection operator in J# on
the eigenspace corresponding to a finite system, o, of eigenvalues of H(0) immersed
into o(H(0)), has an analytic continuation into (a neighborhood of ¢,) x (a
neighborhood of 0). We construct explicitly this continuation and show that the poles
of this analytic continuation are semisimple (i.e. of the first order). We show also that
the multiplicities of eigenvalues embedded into the continuous spectrum decrease, in
general, under perturbation.

2. Mathematical preliminaries

2.1 Let A be a self-adjoint operator on a Hilbert space #. As usual
D(A), R(A), 6(A) and p(A) are its domain, range, spectrum and resolvent set,
respectively. The spectrum, o(4), is divided into the three following parts: the absolute
continuous, a,.(A4), the singular continuous, o, (A4), and the point g,(4), spectrum.
The Hilbert space, #, is divided into the three corresponding parts, 3, . , #,. and #,,
with respect to this decomposition, 4, will denote the restriction of 4 to J, .. Let
R(z, A) = (4 — zI)~!. We define the following positive function

5,(A — Al) = 2—;—1 [R(A + ig, A) — R(A — ig, A)]

- % R(A + ie, A)R(. — ig, A) @.1)

On the absolute continuous subspace J#, . ; this operator valued function has a weak
limit as ¢ [0

5(Aa,c, - }'Ia,c.) =w — lim 55(A - AI) I.)fa.c.a (22)
£l0

which is a weakly integrable function of A € R, where 7, . is identity operator in ', .
We will use the theorem about the spectral representation of self-adjoint operators
in the following form:

Theorem. Let A be a self-adjoint operator on a Hilbert space 3#. There are measures
u;on R;, and Hilbert spaces X;, where i runs through a countable index set I, and a unitary
operator U from # into

H = @ Ly(R;, p;, X;),

iel

where L,(R, u, X,) is space of all u measurable X-valued functions with finite norm
L JI /G # du(x)]'72, such that A is unitary equivalent to the operator of multiplication on
the independent variable on J';

A=U*AU
Af = {xfix),iel} (2.3)
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where

f={fiiel}eDA) = {fe #, Y jlxlzliff(x)ilfq dp(x) < 00}- (2.4)

iel

Let #,_ be the absolute continuous subspace of H with respect to the operator Aand A,
is the restriction of A to #,.. Note that #,. = U#,,. #,. can be realized as

@ L,y(A;, X;)
iel

where A;’s are Borel subsets of R and L,(A, X) = L,(A, dx, X). dx is the Lebesque
measure on R.
We restrict ourselves by the

Condition. The singular continuous spectrum of A is the empty set.
The resolvent, R, (z, A), of 4, has the form

Rz, A)f = {(x — 2)" Yfix), ie I}, 2.5)

where
f={fiiel}e#,,

It has an analytic continuation through the continuous spectrum into the second
Riemann sheet only in the sense of a sesquilinear form. Now we construct this
continuation. Let Q be a domain in the lower complex semiplane €~ such that JQ N R
contains an open set. We define 2/(Q) = 1 f € Jfac , f{X)|sa ~  1s analytic and has an
analytic continuation 1nt0 QViell.

Then for any f, ¢* € 2/(Q) one can define an analytic continuation of the form

(R,.(z, Df, §)
from C* into Q by

def. def.

(Rle(z, D, @) = Roe(z, D), ¢ =

(Roo(z, A)f, §) + 21i Y. fi2)p¥(z), z€Q, (2.6)

iel

where fi(z) and ¢,(z), i € I, are the analytic functions in Q with values equal to fi(x) and
@;(x), respectively on dQ n R. This expression can be written symbolically as

R.(z, A) = R, (2, A) + 2mi 8(z, A), (2.7)
where 8(z, A) denotes the following sesquilinear form
0z, A)f, §) = Y. fi@el2)*, [ ¢eAQ) - (2.8

iel
Since the restriction of the resolvent of A onto the point subspace, ,}? with respect

to A, is an analytic operator function with the exception of poles at the elgenvalues of
A, we have for the full resolvent

Rz, A) = R(z, A) + 27i §(z, A)P, ., (2.9)

where P, is the projection operator on # with the range #, .
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In order to translate this description in terms of the operator 4 one should
properly apply the unitary operator U. This gives the following definitions

A(Q) = UXA(Q) ® #,) (2.10)
8(z, Ay = U*8(z, AP, U (2.11)
Rz, A) = R(z, A) + 27i 8(z, A) (2.12)

Obviously, if one replaces in the definition of /() the requirement of analyticity by
the condition of meromorphicity one can get any desired poles for the analytic
continuation R"(z, 4).

2.2 Now we describe another way of obtaining an analytic continuation of the
resolvent through the continuous spectrum. To get this we need an additional
restriction on the operator A4:

Condition. The Borel subsets A, in the spectral representation for 4 are semiaxes of
the form

Aiz[Eis""'oo), EiEIR,iEI

We define the unitary operator of the dilatation of the continuous spectrum of 4:

(UO)x) = e (B, ))(E;+ (x — E)e™®), 0eR,feH#, (2.13)
and
U@ = P, + U*UO)U (2.14)

where P, = I — P, is the projection operator into the point subspace # ,. One can
then define the family of the unitary equivalent operators as

A@) = UO)AUB) ! | (2.15)

This definition implies

A(B) = U*A(O)U, (2.16)
where

AO)=AP,+[E+(A—-E)e 1P,

E{f,iel} ={Ef, iel} (2.17)

Thus A(6) has obviously an analytic continuation into the whole complex plane of 0
and

0 (A(0) = 0, (A(B) = U {E; + e *R" },

a,(A(0)) = a,(A)

ol A(0)) = o (A)\(o,(4) N {E;}) (2.18)
The space of analytic in a complex strip

E={ze(, |[Imz| <a}

" vectors for the group U(0), 6 € R, is defined as D(Z) = {fe #, U(0)f, 0 € R, has an
analytic continuation from R into the complex strip X}
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The right side of the identity

(Rz, A)f. ) = ((A0) — zD)T'UO)f, UO)p), 0eR,ze(", (2.19)
has an analytic continuation into a complex strip X for any pair f, ¢ € D(Z):
(R(z, ) f, ) = (A(0) — zI) "' U(O) £, U(O)p), 0€Z, zeC” (2.20)

However the right side of this equality for any fixed nonreal 0 € T is analytic in
z € p(A(0)) (by (2.18), p(A(6)) > € * for Im € < 0) and therefore this equality can be
used for an analytic continuation of (R(z, A) f, ¢), z € € ™, into the lower semiplane (of
the second Riemann sheet), namely, into the domain

Go=pAO) N~ ={ze¢ ", z¢ U(E+R" )} (2.21)
Note that
U) (AB) — zI)"'UB) # R(z, A) for 0eX,ImO#0, zeG,, (2.22)

where

Go=C:\U {E;+ e "R*}, 0eC™.

iel

2.3. Proposition. Let V be an A-compact®) operator and V() = UO)VU(0) ™!,
0 € R, have an A-compact analytic continuation into the complex strip X, then
(i) The operator

B(6) = A(6) + V(0) = UO)BU®B) ™, B=A+V (2.23)

has an analytic extension from R into
(ii) The following relations hold:

0(B(0)) = 6,.(B(0)) = 0,.(4(0)), O€Z,
ai(B(0)) N (€7 U R) = 6,(B\(0,(B) N {E;}) (2.24)

The proof of this proposition is trivial. This proposition implies

2.4. Proposition. Let the assumptions of Proposition 2.3 be satisfied. Then (a) the
function

F(z,f, ¢) = (R(z, B)f, 9)Vf, ¢ € D(Z) (2.25)

has an analytic continuation, F'\(z, f, @), in z across o, . (A) from the upper semiplane, C*
into the domain G,,; (b)F"(z, f, @) has poles in G at the values of aB(0)); (¢)F"(z, f, )
can be represented as

F'(z, f, @) = (B(8) — zD)" ' U(O)f, U(B)p), 0€X,z€Gy (2.26)

%) Compact from D(A) to #. (Scalar product in D(A4), (f, ¢)p = (Af, AQP) =+ (f, (P))
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Proof. (1). U(0), 6 € R, are unitary operators in #. Hence
(B—2)", 0) = (BO) — 2) UGS, UB)p), 0cR.Vf,peH. (2.27)

(i) If Im z > 0 and f, ¢ € D(Z) the right side of this equality has an analytical
extension in 6 from IR to the complex strip.

(iii) The resolvent (B(6) — z) ~ ! is analytic for z € C\a(B(A)) and Gy = C\o(B(H)).
Hence the function

Fz, f, @) = (B(O) — 2)'UO)f, UO)p), 0O€Z, (2.28)

has an analytic extension in z from the upper semiplane to domain G4, which has poles
in the points of the discrete spectrum of B(6).

3. Decomposition with respect to a projection operator

3.1. We will say that an operator H on a Hilbert space 5# is decomposed with
respect to a projection operator P in # if

H=H,+V,
where

H,= PHP + PHP,

V = PHP + PHP

and
P=I—P.

Note that
{H,, P1=[H,, P]=0, (3.1)
PV =VP,PV=VP (3.2)

We consider now the eigenvalue problem for H:
(H—-zDHf=0

The components of this equation along P# and P# are
(H, — z)Pf + PVPf=0
(H, — z)Pf+ PVPf=0

The second equation shows that PV Pf belongs to the domain of the inverse to H, — zI
if z ¢ 0,(H,P). Hence this equation can be rewritten as follows

Pf= —(H, - zI)"'PVPf (3.3)
Inserting this expression for Pf into the first equation one gets

(H,—zI — VP(H, — z)"'PV)Pf=0
For the corresponding eigenfunction one gets from (3.3) the following equation

f=U~-(H,—zD)"'PV)Pf
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We introduce the operators
h(z)=(H,—zI— V(H, — zI)"'V)P
and
nizy=U—-(H,—zI)"'V)P

H P A

on the Hilbert space Ps# for z e g,(H,), and rewrite in their terms the relations

obtained above:

If 4 is an eigenvalue of H and f the corresponding eigenvector, and 4 ¢ o ,(H,),

then Pf satisfies the equations
h(A + i0)Pf=0

and f'is reconstructed from Pf by
f=n(A £ i0)Pf

3.2. Now we prove the converse statement :
If some element @ € P# satisfies

h(z)p =0
for some z such that n(z)¢ is defined and

n(z)p € D(H)

then z is an eigenvalue of H and

¥ =n(z)e

is a corresponding eigenfunction.
Indeed, using the simple operator identity

(A+B({I—-A'By=A—BA'B
we get
H-z2{-(H,—2)"'V)=H,—z—-V(H,—2)"'V

where

[H,—z—V(H,—2)"V,P]=[H,—z—V(H,—z)"'V,P] =0

Then (3.6) multiplied with P from right yields the identity
(H — 2)n(z) = h(z)

which proves the desired statement.

So we get the recipe how to find eigenvalues and eigenfunctions of H.

(3.4)

(3.5)

(3.6)

(3.7)

(1) one finds the singular points of the operator A(z) (in the space P3#)

corresponding to the eigenvalue 0,

(2) then these singular points are eigenvalues of H and (3.5), corresponding

eigenfunctions, if (3.4) holds.

Note that (3.4) implies that function V¢ in H, P—representation is zero at point z
and sufficiently smooth near this point. More detail, let U, be an unitary operator from
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A to the space of spectral representation of H,, thus (3.4) implies that
(U, Vop)(2) =0, (3.8)

' A—zl<$ |4 —le

Remarks. (1) If the projection operator P is finite-dimensional then A(z) is an
operator in a finite-dimensional space. In this case we can find singular points of A(z)
corresponding to the eigenvalue 0 as zeros of det /(z);

(2) Because of (3.8) it is not important how we understand A(v) and n(v), at a zero
of det h(v); here

h(v + i0) = h(v — i0),  n(v + i0) = n(v — i0).

3.3. Now we consider the operator A(z). Denote
H°=H,P, R(z)=(H, — zI) " 'P,A=Re:
We have
h(z) =(H, — Al — V(H° — )R°(2)R°(2)V)P
—ilmz(I + VR°(Z)R°(2)V)P
Note that
VR(Z)R°(2)V = 0,
1.e. h(z) is dissipative if Im z < 0 and accretive if Im z > 0. Hence the equation
h(z)f=0

has no nontrivial solution if Im z # 0 (we can also see this directly from (3.7)) or, what
is the same, the function det 4(z) has no zeros for Im z # 0.
Note, that n(z) is analytic in (\o(H°) and

hz)# < D(H) if z¢o(H°)

Further we want to study the boundary values of the operators n(z) and A4(z) on
a(H°). For this we need one more condition on H (which is always satisfied in physical
theories).

Condition. The essential spectrum of H° contains only absolute continuous part.
We have

n(i + i0) = (I — R°(A)V)P F ni S(H® — A)VP, (3.9)
where

R°(2) = H(R°(A + i0) + R°(4 — i0)) ~ (3.10)
(3.9) shows that the condition n(4 + i0)fe D(H)(fe P# ) implies that

S(H® — )Vf=0 (3.11)

Note further that (3.11) is the same as
VoH’— )Vf=0 (3.12)
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Furthermore we have

h(A £ i0) = h, (1) F ih,(4), (3.13)
where

h,(A)=(H,— A— VR°(L)V)P, (3.14)

hy(A) =V (H® — AH)VP >0 (3.15)
Because of (3.15) the eqﬁation

h(A +i0)f=0 (fePH) (3.16)
implies

hy(A)f =0 3.17)
and therefore also

h(A)f=0 (3.18)
So we have

Proposition. A, A ¢ 0 ,(H,), is an eigenvalue of the operator H with an eigenfunction
y if and only if

n(A + i0)Pyr € D(H) (3.19)
and

h(A + i0)Py =0 (3.20)
(One can replace n(4 + i0) and A(4 + i0) by n(A — i0) and A(A — i0) in (3.19), (3.20)).

Corollary. If vectors from the subspace P# satisfy in H° —representation some
sufficient estimates of smoothness like

lo(v) — e(W)I?
v — 42
then A € o (H)\o ,(H,) N 6 ,(H) if and only if equation (3.16) has a nontrivial solution, i.e.

A is a zero of det h(z). The multiplicity of A is equal to the order of the corresponding zero
det A(z).

dv < CViea (H), (3.21)

3.4. Structure of the resolvent of H. Now we deduce the important formula for
the resolvent R(z) = (H — zI)~ ! which plays an important role in this work. First of all
we express R(z) through its part PR(z) P in Ps#. Using equation

R=R,— R, VR
we get
PRP = —PR,VPRP (3.22)

and after conjugation
PRP = —PRPVPR,P (3.23)



Vol. 51, 1978 On a mathematical model for non-stationary physical systems 701

(we use here the known property of resolvent: R*(z) = R(2)). Then

PRP = PR,P — PR,VPRP = PR,P + PR,VPRPVPR,P (3.24)
Adding (3.22)—(3.24) and PRP we find

R(z) = -R,(2)P + (I — R,(z)PV)PR(z)P(I — VPR,(2)) (3.25)
In order to find PR(z)P we apply the operator P from the right and left to the identity

Rz = —-R,(2)V)H,—z— VR,(2)V)! (3.26)
and use (3.1), (3.2);

PR(z)P = h™'(2) (3.27)
(the inverse here is understood on P3#’). Thus we have

R(z) = R(z) + (I — R°)V)h™ ()T — VR*(2)) (3.28)

4. Perturbation theory for eigenvalues embedded into the continuous spectrum.
I. General remarks

4.1. We consider a family of self adjoint operators H(g) in a Hilbert space 5,
where the parameter g varies in a real neighborhood, A, of 0. We suppose that H(0)
has a continuous spectrum and a number of eigenvalues of finite multiplicity immersed
into the continuous spectrum. The problem we study is how these eigenvalues behave
when g changes.

Let P be the projection operator in # on the eigenspace of H(0) corresponding to
some finite system, g,, of the eigenvalues of H(0) embedded into the continuous
spectrum of H(0). We decompose the operator H(g) for any fixed g € A with respect to
the projection P as it was done in the previous section. All results of Section 3 can be

applied to the pair (H(g), P) with any fixed g € A. We restrict the choice of the family by
the following

Condition. There are real neighborhoods A of 0 and ¥ of ¢, such that the operator
H°(g) = H,(g)P = PH(g)P has no eigenvalues in the nelghborhood VforallgeA.

4.2. Werepeat here the main definitions of the previous Section applying them to
the pair (H(g), P) as defined above. We have

H,(g9) = PH(g)P + PH(g)P,  V(g9) = PH(g)P + PH(g)P,
H’(g) = H,(9)P = PH(g)P,  R(z,9) = (H,(9) —zI)"'P
h(z, 9) = (H,(g9) — zI — V(9)R°(z, ) V(g))P

n(z, g) = (I — R°(z, 9)V(9)) P

4.3. As was shown in the previous section all eigenvalues of H(g) for any fixed
g € A in the neighborhood V are singular points of the operator A(z, g) (for properly
chosen ¢,) in the finite dimensional space, i.e. zeros of the function

A(z, g) = det h(z, g) (4.1)
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The function A(z, g) has zeros at 6, when g = 0: A(z, 0) = (H(0) — zI)P. In order to
follow the behavior of these zeros when g changes it is necessary to know the analytic
properties of A(z, g) in a complex neighborhood of the set o, x {0}.

The operator-valued function 4(z, g), and therefore the function A(z, g), has the
same analytic properties in z as the resolvent R°(z, g): it is analytic in p(H°(g)) and
has a cut along o (H(g)) for any fixed g.

4.4. If the family H(g) is analytic of type A4 in the sense of [21] in the domain A, A
< IR, then there exists a complex neighborhood, Q, of A, such that 4(z, g) is an analytic
operator-function in D x Q for any compact D < C*.

This assertion is a consequence of the analyticity of the resolvent R%(z, g), as an
operator function of two variables, unless zeo(H’(g)), and the theorem about
continuation of analytic function of mixed variables [22], applied to the function
h(z, g) (see Appendix, paragraph (a) of the proof).

Analogously, if 4(z, g) has an analytic continuation from € x A (resp. €~ x A)
into Q x A, where Q is a complex domain, containing ¥, then it can be further
continued into Q” x Q, where Q' is any compact subset of Q (or Qitself if it is compact)
and Q as above. '

4.5. Now we assume that A(z, g) has an analytic continuation into Q x Q and
deduce some consequences of this conjecture.

We define the multiplicity of a singular point, z,, of a family A4(z) of finite
dimensional operators as dim Ker A4(z,).

Proposition [11]. If h(z, g) has an analytic continuation, h"(z, g) from C* x A into
the neighborhood Q x Q through o (H°(g)), then there are in a neighborhood of g = 0
exactly dim P (counting multiplicities) singular points z;;(g)(j = 1, ..., dim Ker (H(0)
— MD)P, A; € 6(H(0)P)) of the operator h'\(z, g), corresponding to the eigenvalue 0. They
may be labelled in such way that each z;;(g) has a Puiseux series expansion in g.

If
zijg) = A + o wigt’? + dpwgt? + .. (j=1,....p)

is a given cycle, where w = exp (2mi/p), then either p = 1 and all the u,,’s are real, or the
series has the form

2 i (2 1
Zif(g) = A’i + ai, pg + e + ai,ang 8 + O(r',Zfz,l:v-i-la)Jg( np+1)/p + . (42)
where o p,..., % 2,1 are real, and Im o, ,,, < 0.
The same statement is true for a continuation from the lower semiplane, €.

The proof of this proposition is based on the remark, that singular points of
h'(z, g), corresponding to the eigenvalues 0, are zeros of the analyticin Q x Q function

A*(z, g) = det h''(z, g)
with the property
A" (z,0) = det (H(0) — zI)P

and the Weilerstrass preparation theorem. The latter says [22, p 188]: Let f(z, w) be
analytic in a neighborhood of the origin, with

f(z,0) = az™ (m integer, positive) -
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Then there exist a neighborhood U of the origin and a function F(z, w) which is
analytic and nonvanishing in U such that throughout U, fcan be expressed in the form

fw) ="+ pu-1W)2""1 + -+ + p (W) F(z, w)
where the p’s are analytic in a neighborhood of w = 0 and
Pi(0)=0, j=0,1,...,m—1.

The functions F, p,,...p,,- 1, are uniquely determined. Thus this theorem shows
that the zeros of analytic functions are locally roots of polynomials. The special form
(4.2) of the series is the consequence of the fact that Im z;/(g) < 0 (since (h"(2)) " is
analytic in € ).

4.6. Corollary. If z;:(g) is real for all small g, i.e. z;;(g) is an eigenvalue of H(g)
embedded into the continuous spectrum, then z;;(g) is analytic in g in a neighborhood of
zero.

4.7. Thus the real poles of 4'(z, g) ™! are the eigenvalues of H(g) belonging to g,
when g = 0. Now we show that multiplicities of the eigenvalues of H(0), embedded into
the continuous spectrum, decrease, generally, under the perturbation H(g) — H(0).

Proposition. Let the condition of Proposition 4.5 be satisfied, veo, and
Li(g) € 0, (H(g)), 4;(0) = v,j = 1,...J. Let, in addition

[*5(HO)P — v #0, where T = PH'(0)P. 4.3)
Then

i dim Ker (H(g) — A,(g)I) < dim Ker (H(0) — vI).

Proof. By Proposition 3.3 for every j there exist m; = dim Ker (H(g) — 4;(9)])
linear independent vectors f£,\/)(g), g # 0, satisfying

h(4;(9), 9)fx"(g) = 0.
and therefore
I'*(g) 0(Hy(9) — A{@)DI'(9)f(g) = 0,

where we denoted

I(g) = g~ 'PV(g)P = g~ ' P(V(9) — V(0)P.

By Corollary 4.6 1;(g) is an analytic function at g = 0. Then f\X(g), m = 1...m;, are
analytic vector-functions at g = 0 as eigenvectors of the analytic family of the
selfadjoint (for real g) operators

h(4;(9), 9) — 2;(9)P
(with eigenvalue 4;(g)). Hence
I'*(0) 6(H°(0) — vD)I'(0)/,/’(0) = 0

This equation, the remark that f(0)(m =1...m;,j=1...J) are linearly inde-
pendent, and Condition (4.3), imply that the number, £/_, m; = Zj_, dim Ker (H(g)
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— A;(g@)D), of the vectors f;,/)(0) must be less than the dimension of the space Ker (H(0)
— vI) where they lie.

Corollary. If the conditions of Proposition 4.4 and 4.7 are satisfied then h"(z, g) "' in
a neighborhood of g = 0, g # 0, has at least 2, cq, | nonreal poles.

Indeed, let v € 6, and m, be multiplicity of v. Then by Proposition 4.5 the total
multiplicity of the poles of A"(z, g) ~! split from vis equal to m,. By proposition 4.7, the
total multiplicity of those which are real is less than m,.

4.8. The values of the parameter g at which some different resonance eigenvalues
of H(g) coincide and equal v will be called (v —) exceptional points.

Corollary. Let the conditions of Proposition 4.7 be satisfied. If g = 0 is not a v-
exceptional point of H(g) then the eigenvalue v of H(0) disappears under perturbation,
that is, there exists a neighborhood, U, of g = 0 such that H(g) has no eigenvalue near v

for g € U\{0}.

It follows from the definition that the set of exceptional points is not an invariant
characteristic of the family H(g). It depends on the chosen analytic continuation of
(H(g) — zI)~ ! through the spectrum. This definition implies immediately the following

Proposition. A compact subset of the domain of analyticity of H(g) may contain at
most a finite number of the exceptional points.

Remark. It is not difficult to formulate a condition for an eigenvalue v € ¢ ,(H(0))
to disappear completely under small changes of g even if g = 0 is an exceptional point.

Remark. All considerations of this section can be carried out into the case when
H(g)is continuous in the generalized sense of [21]. The first part of Proposition 4.5 (the
existence and the total multiplicity of the singular points of A'(z, g) ™! ; here h''(z, g) is
an analytic continuation of A(., g) in z into Q for any g € A) remains valid also in this
case. Proposition 4.7 will be valid in this case if the additional condition of the
simplicity of the eigenvalues in question is imposed.

5. Perturbation of eigenvalues embedded into the continuous spectrum.
II. Continuation of the resolvent into the second Riemann sheet.

5.1. General remarks

As was shown in Section 2, the resolvent R(z, g) = (H(g) — zI)~! may have an
analytic continuation through the continuous spectrum (into the second Riemann
sheet) only in sense of a sesquilinear form, (R(z, g)f, ¢), and the continuation depends
on the chosen domain (in 5# x ) of this form. On the contrary, /(z, g) has, if so, a
unique analytic continuation in the operator sense, since (z, g)is an operator on a finite
dimensional Hilbert space.

Let D;(g) x D,(g) be a domain on which the form (R°(z, g)f, ¢) has an analytic
continuation across the continuous spectrum. Then if V(g)P# < D,(g) the form
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(n(z, 9)f, @) on the domain # x D,(g) has also an analytic continuation across the
continuum and the operator n*(z, g) has an analytic continuation in the operator sense.
The last continuation is an unbounded operator with domain D,(g). Using equation
(3.28) we can construct an analytic continuation of R(z, g) for any fixed g € A across the
continuum as a sesquilinear form on the same domain as R°(z, g):

Rz, 9) = R*(z, g) — n"(z, 9)h"(z, 9) " (n*(Z, o))" G.1)
or more detail
R[l — Rall 4 (I— RoIIV)hll—l(I_ VRo[I) (51/)

This equation shows that the poles of R"(z, g), in addition to those of R"(z, g),
are the poles of A'(z, g) ™!, i.e. the singular points of A"(z, g) corresponding to the
eigenvalue 0, which are also zeros of the analytic function

Az, g) = det 4''(z, g)

Thus the problem of finding the poles of an analytic continuation of the resolvent
of the operator H(g) which are not generated by poles of an analytic continuation of
the resolvent of H (g) is reduced to studying of the singular points of the operator
valued function A'(z, g) corresponding to the eigenvalue 0 in the finite dimension
Hilbert space PJ#, or, what is the same, zeros of the function A(z, g). Recall, that the
following equation

h"(z, 0) = h(z, 0) = (H(0) — z])P (5.2)

is used as an initial condition.

The following statement, which is a special case of the lemma proved in Appendix,
reduces the problem of an analytic expansion of A(z, g) as a function of two complex
variables to the problem of an analytic expansion of 4(z, g) as a function of z for any
fixed g € A (recall that A < R):

Lemma. If for any g € A, h(., g) has an analytic continuation, h"(., g), from C*
through a (H(g)) into an open domain Q, QN C~ # ¢, (i.e. into the second Riemann
sheet), then h'\(z, g) is an analytic operator-function of two complex variables in ° x QF,
where Q° is a complex neighborhood of A, QF = {z € Q, dist (z, 0Q) > ¢&}.

5.2. Order of the poles on the second sheet. Now we give another proof
Proposition 4.5 which allows as to get some additional information about poles of
h"(z)~! (and therefore of R'(z)). We consider

W(Z, g) = hl[(za g) == gl = Ho(g)P

as a perturbation of the operator H,(g)P (in the space P#) and study an eigenvalue
problem for the operator

A(Za g) = Ho(g)P + W(Za g) = hH(Za g) —zd

in the finite-dimension Hilbert space Ps#. By definition A(z, g) is an analytic operator
valued function of two variables in the domain Q x Q.

Let a(H(0)P) = {4;}}. In conformity with analytic perturbation theory [21] each
eigenvalue 4; of H(0)P splits into r; eigenvalues A;;(z, g)(j = 1...r;) of A(z, g),

Aij(z, 0) = 4;, (5.3)
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and 4;;(z, g)’s as functions of each variable and therefore as functions of both variables
are analytic in the principal values of fractional powers, say z'/? and g'/, of z and g.
The total multiplicity for these eigenvalues is equal to the multiplicity of 4;. A(z, g) has
no other eigenvalues aside from these.

Consider the dim P equations

Aij(zsg)=z j=1,---,ri i=1,...,S.

By the theorem about implicit functions [22, p 39] (or one can apply also the
Weierstrass preparation theorem, see 4.5), each equation has a unique solution

Zy = Zij(g):

which is analytic in a neighborhood of 0 in a fractional power, say g'/*, of g, where k/p
is an integer. In what follows, we suppress reference to g

A(Z)fijk(z) == /lij(z)fijk(z)
implies that
A(zij)fijk(zij) = Zj ijk(Zij)
1e.,
hn(zij)fijk(zij) =0
Moreover, the eigenvectors f;;(z) corresponding to the eigenvalues 4;/(z) form a basis
in P2#. Hence all eigenvalues 4;,(z) are semisimple (the associated eigennilpotents are
zeros, i.e. the poles of (A(z) — w)™! at 1;(z) are of the first order). Consider the
resolvent of A4(z) near the point 4;(z). Its principal part near 4;(z) is
P ij(Z) :
Aifz) —w
where P;;(z) is the eigenprojection corresponding to 4;;(z). Hence
P ij(Z)
Aifz) — z
Since A"(z) ! may have poles of only integer order, the powers less than 1 do not occur
in the series for 4;;(z). Since 04;;/0z(z) — 0(g — 0) we find g, sufficiently small, such that

(A(z) — wh)™ ' ~

hll(z)— 1,

0A; 1
0z (Z)' = 2
Then
- Pifz;;) Chij -1
()"t = zl-;——Jz (1 — 621 (z; j)) + term regular near z;;
Thus we get

Lemma. The operator h'(z)™! has the following form h'(z2)™' =X Q;;/z;; — z
+ term regular in any bounded subset of Q, where

0A;; -1
Qij = (1 = 3 4 (Zij)) Pij_(zij)

Zz
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5.3. The generalized eigenfunctions corresponding to complex poles of R"(2). Itis
clear that equation (3.7) is valid still on the second sheet:

(H — 2)n"(z) = K'(z) (5.4)
Since n'(z) is a form extension, (5.4) means, in fact, that

("@)f, (H — Do) = (W'(2)f, ), fe PH, ¢ € RG)D,.
If there exist z, and f, such that

1'(z,)f, = 0, (5.5)
then the functional n'(z,)f, (over D,) is a generalized eigenvector of H with eigenvalue

z -

o -

(12,15 HQ) = z,(n'"(2,)f, @)V € H (5.6)
Thus we can construct the Gelfand-like triple'?)
D, c ¥ <D,

and the nonself-adjoint extension, H’ of the operator H:

(H'f)¢) =f(Hp), ¢eD,, feD)
But unfortunately, as it will be shown later, z, is not an isolated eigenvalue of H".

5.4. Summary of some general results. Proposition 4.5, Corollary 4.8 and Lemma
5.1 imply

Theorem. Let for any g € A, h(., g) have an analytic continuation, h"(., g), from C*
into Q through o.(H,g)). Then for g in a neighborhood of zero there are in a
neighborhood W = Q of ¢, exactly dim P (counting multiplicities) poles of R(z, g)"
which are not generated by poles of R°(z, 9)". They are semisimple (have the first order).
The real ones are analytic in g and for the complex ones the expansions of type (4.2) are
valid. The generalized eigenfunctions of H(g) correspond to the complex poles. These
generalized eigenfunctions of H(g) become usual eigenfunctions of H(0) as g — 0.

If, in addition, Condition (4.3) is satisfied then at least £,., 1 of the poles
described above are not real, i.e. are situated in the second Riemann (unphysical) sheet.

5.5. The first realization of an analytic continuation. We want to construct a
continuation of ((H — z)™'f, ¢) on the domain /(H’ Q)€ #, in which ((H°
— 2)"1Pf, Pp)has an analytic continuation into the domain Q on the second Riemann
sheet. This requires an addition condition on the remaining part, H — H,, of H:

Condition:
PHP# < o/(PHP, Q)

If this condition is satisfied then the operator VR°(z)VP in P# has an analytic
continuation across g ,(H°)(Q n R) from € * into Q which can be written symbolically

19y This triple differs from the Gelfand one by the properties of the inclusion D, = #.
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as
(VRZ)VP)! = VR°(z)VP + 2niV 8(H®, z)VP
= VR°(z)'VP.

Hence the operator A(z) has also an analytic continuation through spectrum of H’
from €* into the domain Q of the second Riemann sheet:

W\(z) = h(z) — 2miV 8(H®, )V P (5.7

Note that 4" (z) may have in € ~ U IR, and only there, singular points corresponding to
eigenvalue 0.

The operator n(z) has an analytic continuation from € * into the second Rlemann
sheet in sense of sesquilinear form on the domain P3# x .o/(H°, Q). This continuation
can be written as

n'(z) = n(z) — 2ni 8(H®, 2)VP (5.8)
The continuation of the adjoint operator n*(z) is an unbounded operator with the
domain «/(H°, Q).

5.6. Thesecond realization of an analytic continuation. Now we adopt the second
method of the construction of an analytic continuation of R(z), developed in Section 2.
This method gives us the essential additional information about R"(z), assigning to
(R"(2)f, @) a quadratic form of the resolvent of some nonself-adjoint operator, but
requires a different condition on H.

Condition. The representation space (for definitions see Section 2) for the absolute
continuous part of H, (or H° = H,P) has the following form

j == @ LZ([Ei9 + OO), XI)
where E; € RVi and X; are some Hilbert spaces. The sum may be infinite.

We will repeat the main definitions of the corresponding part of Section 2
adapting them to the operator H,. First we define two families of unitary operators on
A and #, respectively:

(UO))A) =e " ({E+ (- E)e ), 0eR,fet,
and
U =0+ U*UB)U,0, 0¢R,

where Q is a projector in # on the absolute continuous subspace of H,(or H P),O=1I
— 0, U, is an unitary operator from Q2 into J# related with spectral representation
of H, ,.. Note that P = Q. Furthermore define the family of the unitary equivalent self-
adjoint operators

H) = H,(0) + V(0) = UOHU®B) !, HeR

H (60) has an analytic continuation in 6 from R into the whole complex plane C. To
continue analytically V() we need an additional assumption instead of Condition 5.5.
Let O be a complex strip (in €) such that R < O and

D(0O) = { fe # ; U(B)f has an analytic continuation into O}
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Condition.
VP# < D(O)

Then V(6) = UB)VU(H) ! has an analytic continuation from R into O. Hence H(0)
also has an analytic extension from R into O.

The properties of the operators H,(#) and H(6), 0 €O, are described in
Propositions 2.4 and 2.5 of the Section 2. The main result is:

Theorem. (i) The form (R(2)f, @) on D(O) x D(O) has an analytic continuation
(R@)f, @) = (R'(2)f, @)

in z from the upper (lower) semiplane C* to the domain Gy = {zeC, Im z-Im 6 <0,
z# E;+ R™ €%i}, Im 6 > 0(Im 0 < 0).

(i) (R"(2)f, ) has poles in Gy for the values of a(H(0)), c,(H(0) N R = ¢,(H)\
(o (H) A {E).

(iii) This continuation is given by the formula
(R"(2)f, @) = (H() — 2)"'UO)f, UB)¢p), 0€0,zeGy,f, D)

Now we construct the analytic continuation of the operators A(z), n(z) into the second
Riemann sheet, using the method of rotation of spectrum. We have for f, ¢ € P,

(h(2)f, @) = (H, — 2)f, @) — (R°@DVf, Vo)
= ((H, — 2)f, ) — (R°(z, OUO) VS, UO) Vo), 0Oe R (5.9)

Let us continue the second term in the right side of (5.9) firstly in 8 to O and then in z to
Gy. So we obtain continuation of A(z) onto the second Riemann sheet. We can write it
in the form

W(z) = (H, — z — VU(©O) " Y(H(0) — 2) " U@O)WV)P 0€0,zeG, (5.10)
U(0), 6 € O, in this expression is an analytic continuation of U(f), 6 € R. Note, that
(H°(0) —2)~' # UONH® —2)"'U0)"* (on P#)

By Lemma 5.1, 4''(z, g) in this case is for § € O, z € G, an analytic operator function in
the domain G4 x Q. In the same way we obtain

("), ) = (f, @) — (R°(z, OUO) VS, UB)p),
0e€0,ze Gy Vfe PH, ¢ € D(O)
(5.11) shows that n''(z)fVfe P# is a functional on the basic space D(O).

(5.11)

5.4. On the poles of the continuation of the resolvent into the second Riemann
sheet.

Theorem. Let (a) E; be independent of g at g = 0, (b) U,(g) be continuous at g = 0 in
the uniform operator topology, (¢) H(g) be continuous at g = 0 in the generalized sense
(see [21], p. 202). Then (i) the points, at which R%(z, g, f, @), f, ¢ € D(0), z€ Gy, 0€0,
has poles, are continuous at g = 0. For g— 0 these points converge to eigenvalues of H(0)
embedded into the continuous spectrum,

(ii) The total multiplicity of the poles split from one eigenvalue of H(0) is equal to the
multiplicity of this eigenvalue,
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(iif) Every eigenvalue of H(0), embedded into the continuum, which does not belong to the
set {E;} generates in such a way the poles of (R"(z, 9)f, @),
(iv) Real poles of (R"(z, 9)f, @) are eigenvalues of H(g).

Proof. (a) According to Theorem 5.6 {poles of (R(z, 9)f, )", @, f€ D(O) which
do not belong to {E;}} = a,(H(g, 0)) = Gy R and

o (H(g\ o ,(H(9) N {E;}) = 04(H(g, 0)) " R

(b) Conditions (a)—(c) of the Theorem imply that H(g, 8) for any 6€ O is
continuous (in the generalized sense of [21] at g = 0). To obtain the statements of the
theorem one may apply the theory of perturbation of isolated eigenvalues (but of
nonseladjoint operators) to a,(H(g, 0)).

Remark. If one supposes an analyticity of Uy(g) and H(g) at g = 0 instead of
continuity, a stronger result about the dependence of the poles on g is valid:

The isolated eigenvalues of H(g, #) and therefore the values of poles of
(R"z,9)f, ©),z€ Gy, 0 € O, f, o € D(0), are branches of one or several analytic
functions at g = 0, which have only algebraic singularities and which are everywhere
continuous at g = 0.

5.7. Resonance eigenvectors of H(g). We saw above that if

hl(z,)f, =0,

then n''(z,)f, is a generalized eigenfunction of H corresponding to the value z,. For
n''(z,) we have the two different expressions (5.8) and (5.11), which correspond to the
different ways of the analytic continuation of n(z). These expressions lead to the two
different test spaces for n''(2)f, fe PA.

In the first case we have for all fe P2# and ¢ € # such that U,Pg, is analytic in a
real domain and has an analytic continuation into a neighborhood of z,

((n"(2)f; @)l < |((2)f, @)l + 2

> (U, VU, Po)2)y,

= C(”(PH # + Z ”(Uop_(p)i(z)”/\’i)’ S Q

Let us denote by ¢, z € C, the space which is obtained by completing of the following
subset of #, {@ | @ € #, (U,Pp),(4) is analytic in a real domain and has an analytic
continuation to a neighborhood of z and Z, (U, Pp){(2)|ly, < o}, by the norm

lel. = lloll. + Z I(U,Po)i(2) I,

Then for any fixed point z € € and any function '€ P#, n'(z)fis the linear functional
over the Banach space .. ‘
In the second case we get Vfe P#, ¢ € D(O), z € Gy

(@), @)l < I(f, @) + [(R°(z, OYUO) V'S, UB)Po)|
< C(I1Poll + 1 UB)Po| 4 )
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and the test space 'y for any fixed 0 € 0 is the completion of D(0O) in the norm

lello = I1Poll4 + IUB)Po| 4

The both spaces are dense in #. The space 7 is dense because in correspondence with
Cartier-Dixmier, Nelson theorem the space of analytic functions with respect to a
unitary representation of a semisimple Lie group is dense in 3#. Obviously 'y < X,
for 0 > arg z and therefore ¢, is dense too.

This gives us a new way to provide a mathematical status for resonances. Indeed,
we can define Gelfand-like triples'!)

H,cH <A
or
Ky H < A}
and extend the operator H from 5 to A /(A7y):
(H'®)(f) = Q(HS), € A(H3), f€ X . DHNA g D(H))

The operator H' is already nonselfadjoint and z,,n"(z,)f, are a standard eigenvalue and
corresponding eigenfunction of H'. Unfortunately, z, is not an isolated eigenvalue.
There exists a neighborhood of z,, every point of which is an eigenvalue of H’. Indeed,
define §;.,€ A", by the equality

0:,1(¢) = {6,;(U,0){(A)}
The functional §; ; can be continuated analytically into a neighborhood of z,:

6;‘,5(@) = {5i,j(Ua CP),-(Z)},

where the analytic continuation of the function (U, ¢); is denoted by the same symbol.
Then

(H;0:.:)(0) = 6, .(H,0) = (U,Hp)(2) = 2(U,9)i(2)

i.e. ;, is a generalized eigenfunction of H,. The same is true for . Hence, a
neighborhood of z, belongs to ¢,(H,). Now, V' = H' — H, is a finite dimensional
operator on #7,(4 ). Hence, [21, p. 244, Th. 5.35]

0(Hy) = 0 (Hy + V)
and therefore this neighborhood also belongs to o (H’).

6. The analytic extension of the complex poles

We show now the validity of the Howland’s conjecture that for some nonreal g the
values z;;(g) can be standard eigenvalues of the operator H(g) ([8], see also Simon’s
elegant explanation, [12], of this phenomena in the example of n-particle dilatation
analytic Hamiltonians). As it was noted by Howland, [8], this provides an invariant
content for the resonance eigenvalues which now appear as analytic continuations of
the usual eigenvalues (which have, of course, invariant sense).

11y See footnote to the discussion, following equation (5.6)
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As we have shown above z;;(g) are analytic functions in a neighborhood of g = 0
with the possible exception of the point 0. Using the-equation

lij(za g) = (A(z, g)fijk(zs g)’fijk(z_’ 7)),
where f;;(z, g) is normalized in such a way that
fis = fil4i, 0), s = 5(j, k),
exists, we find
Im ’Iij(z’ g) = Im (A(z, g)fijk(za g)sfijk(za 9))
= Im (W(z, 9)fi(z, 9), fix (2, 9))
Using that z;(9) e €™, z;(9) = 4 — i0(g — 0), V(g) — V'(0) = d/dg V(g) |,_o, We
have in the lowest order
Im fij(g) =Im )~ij(:ij(.6/)’ g) ~
~Im {g*(R°(; — 10, 0, 0)U((0, )V (0) fys, U@, 0)V(0) £;,)]
= —Im {g*(R°(4; — 10, 0) V' (O)f;,, V(0) f3s)] (6.1)
Here we used in the last equality that 4; € R. (6.1) gives us finally,
Im z;;(9) ~ —Re g*(6(H(0) — )V (0) fis, V'(0) fis)
—Im g% Re (R°(J; — i0, 0)V'(0) fi, V'(0) f35)

It is easy to see from this expression that for some sufficiently small g* € €, for example,
negative ones, Imz;;(g) > 0 and thus z;;(¢g) is a singular point of 4(z, g), corresponding
to a zero eigenvalue, and is an eigenvalue of H(g) if

nzi1(9), 9)PAH € D(H,(9))

The latter is certainly true if the intersection of a neighborhood of A; (which contains
A;) with € * belongs to p(H,(g)). (The last statement can be considered as an additional
condition on H(g).)

We stress that one can surely say that z;;(g) is an eigenvalue of H(g) only for g such
that Im z;;(g) > 0.
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Appendix

Theorem. Let D and Q be convex domains in € such that D < Q, let A be a compact
interval of the real axis and let a function f of two complex variables satisfy the following
conditions

(D) fis analytic in D x A;

(i) YEeA, f(., &) is analytic in Q.
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Then for any ¢ > 0 there exists a complex neighborhood P, of A such that f is analytic in
Q® x P,, where Q¥ = {z € Q: dist (z, 0Q) > &}.

Proof. Let {and a > b > O be such that K, , = D and K, , = Q, where we use the
notation

K,.={zeC,|z—-{ <a}

for an open disc of the radius a with the center at{. In order to spare us two parameters
we assume { =0 and b = 1. Then a > 1. Set K, = K, ,.

(a) There exists a complex neighborhood, P, of A such that f'can be continuated
analytically into K; x P.Indeed, V(z, x) € K; x A, fhas analytic continuation into an
open, complex neighborhood, Q. , x P, , of (z, x) here Q, . and P, . are neigh-
borhoods of z and x, respectively). {Q, . x P, .} is a covering of K; x A. Since K,
x Aiscompact, there exists a finite subsystem {Q,, ,, x P,, ,,} which covers K; x A;.
For any (e K,, define n, = {i:(€Q,, ,}and V; = ", Q.. v (V. (€K, ]} covers K.
Since K is compact, there is a finite subsystem {V,,} which covers K;. Now define
P = Ny(Uicry Pz, ;). Obviously, for any (€K, U, P;,  1s open and contains A.
Therefore, so does P. Besides, as can easily be shown, _1?1 % P U0, 0 X Py )
Since fis analytic in U(Q,, ,, X P, ), it is analytic in K; x P.

(b) Let

fz,0) =3 a)
Because of (a), a,() are analytic in P and
la,(0)] < M in any closed P, < P.

Because of (ii),
la,0) < Ma™ for (eA
(c) Lemma. Let a set {a,, n € N} of function analytic in K, satisfy
(i) in Ky:la,| < M

(i) in Ko R:la,| < Ma™',a> 1. .
Then VO < s < 13d =d(s, a), d(s,a) > 0(s — 0):la,| < Md " in K.

Proof. Let K" = K,nC" and h be chosen to satisfy

(1) A is a harmonic function in K, bounded in K,

(2) Al 2Ky \[~b.b] = 0, | [-b.b] — 1

Let n = 5(s) = inf; . og4 (), s > 0. Then 0 < n < 1, n(s) > c(s), where ¢ = c(s) does
not depend on b. _

log |a,| is a subharmonic function on K", bounded in E,,I,
log |a,| | cksh-bm < log M,
logla,|| (-4 <logM —nloga
Therefore
logla,|| sk, < (log M — hnlog a)l ek
Hence, since /n log a is a harmonic function in K",

logla,| <logM — hnloga
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Therefore
log la,| | kg <log M — hlox +nlog a <logM —cn log a
Hence
log la,| gz <log M — cnloga =log Ma™
and
la,| < Ma~" in K7
Defining d = a™ ¢ we obtain
la, <Md™" in Kj

The same result is true for K, .
Construction of A. Set

2 b 2 2rb si .
h:I——argbt§=1—;arctg%I%D_, where ( = re
We find
. : 2rb sin ¢ 2 2rb
) = —_— —_— = —_—
m{:n h(re'?) =1 - mfx arctg 5 2 1 - arctg -
B x T

. 2 2 2 -

n(s) = min A(sbe'’) = 1 — — arctg S 1 — —arcsin - 3

v n 1 —s? n 1+

Hence #(s) + 0 as s — 0 and does not depend on b. Q.E.D.
(d) according to (b) and (c)

VxelAe>03r=r(ex),d=2dE):|d—al <e,
la, )l <Md™" in K, cP

(e) {K,,, x € A}isa covering of A. Since A is compact we can chose a finite subsystem
{K,, ) which covers A. Let P, = U. K, ,, = P. Then P, is a complex neighborhood
of A. By (d)

la,Ol<Md™" in P,

Since a,() is analytic in P this implies that fis analytic in K; x P,. In virtue of the
condition on the domains D and Q this implies the statement of theorem Q.E.D.

r
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